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Abstract: Process mining can be applied to systems for the management of Workflow, Business Processes
and, in general, Process-Aware Information to discover and analyse implicit processes. In recent times,
semantic interoperability has also become of crucial importance in the area of business processes. In
particular, interoperability enables the discovery of new knowledge about processes by exploiting
automatic reasoning on information originating from external formal descriptions. To this end, the use of
Semantic Web technologies could be one possible solution. Given the different paradigms underpinning
the two fields of research, adaptations are needed to realise this solution. In this paper, a possible mapping
between Inductive Logic Programming and Semantic Web rules is proposed to discover additional
knowledge that can be integrated into the process mining techniques outcomes.

Keywords: semantic web; process mining; SWRL compositions

1. Introduction

Business process management (BPM) is the discipline that integrates knowledge
from information technology with knowledge from the management sciences, making it
applicable to operational business processes [1,2].

As explained in [3], BPM can be interpreted as an extension of Workflow Management
(WFM), since WFM focuses primarily on business process automation, while BPM has a
broader scope. In fact, BPM covers activities related to process automation and analysis, as
well as work management and organisation operations. On one hand, BPM aims to improve
operational business processes (e.g., modelling a business process through simulation in
order to improve costs and activities). On the other hand, BPM is often associated with
software for managing, controlling, and supporting operational processes. Although the
latter was the initial goal of WFM, traditional WFM business process automation technology
did not consider human factors, offering little managerial support. In addition, there are
also so-called process-aware information systems (PAIS) that include WFM/BPM, and
systems that offer more flexibility or support-specific processes [4] (such as enterprise
resource planning, customer relationship management, case management systems, and
rule-based systems). They are considered process-aware, although they do not necessarily
control processes through a workflow engine. However, BPM techniques can be applied
both to WFM/BPM systems as well as to any PAIS.

In particular, BPM techniques such as process mining [5] are used to discover and
analyse implicit processes supported by the systems that manage them. State-of-the-art
statistical approaches based on deep learning, such as that described by [6], show some
weaknesses in specifying the discovered process, since explainable Artificial Intelligence
techniques must be applied in order to describe the process in a readable way. Therefore,
these methods are more suitable for problems involving a process-specific activity, as
described in [7,8].

In all cases, however, there is a need for a formal representation of information
concerning the management and work organisation operations inherent in the processes
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that must be interoperable in order to enable automatisation in the current interconnected
world of the process manager tasks. The Semantic Web formalisms allow a machine-
understandable formal meaning to be associated with the operational and non-operational
information, and this process could be the solution to this issue.

There have been some proposals suggested regarding using more abstract standard
formalisms to describe processes through Web Ontology Language (OWL) [9] ontologies,
i.e., Business Process Management Notation (BPMN) [10], to apply Semantic Web reasoners
to accomplish the necessary operations. However, it is not always possible to obtain a
complete representation of BPMN artefacts remaining in the decidable fragment of OWL
that guarantees the applicability of reasoners [11]. This problem stems from the fact that,
historically, process modelling was achieved through formalisms relying on the closed-
world assumption, whereas in the Semantic Web, the open world assumption is natively
valid. Therefore, representations that might forecast a process model closer to this view,
allowing for the advantages of reasoning in Description Logic [12], have been proposed.

The OWL for services (OWL-S) process model, used in this work to map the processes
described in Prolog generated by a process mining tool, is one such model. This work
aims to build a bridge between the formalisms characteristic of Horn clause logic, adopted
by Prolog and used in the Workflow Management (WoMan) framework [13], and the
formalisms typical of the Semantic Web—in this case, OWL-S and Semantic Web Rule
Language (SWRL). In this way, it will be possible to simply and more naturally handle
the task of composing Semantic Web Services within more complex workflows processed
by WoMan.

Actually, there are some limitations in the representation of processes in OWL, and
consequently in OWL-S and SWRL, mainly because to keep the language decidable, certain
restrictions are imposed limiting what can be mapped on OWL from FOL. For example,
a class cannot be considered an OWL individual (i.e., an instance) of another OWL class
at the same time, and meta-modelling is not permitted. Thus, OWL constructs cannot be
augmented or redefined. This is reflected in the impossibility of evaluating the service
effects without its execution. This leads to the requirement that there must be instances
necessary for execution to be able to say that a service or composition of services is valid, and
thus also be able to evaluate the effects. In addition, the OWL-S primitives for specifying
processes provide for the Iterative construct, which is very limited; however, declarative
languages are not allowed to handle an iteration cycle counter directly. Therefore, a
complete mapping between the processes described in the WoMan formalism and those of
OWL-S is not possible.

The paper is structured as follows: Section 2 reports the related works and Section 3
describes the operational context: details about WoMan, including what predicates are used
to describe a workflow, the structure of an OWL-S service and the SWRL syntax, with some
conversion issues. Section 4 discusses the formal specification of the problem and related
details about the Prolog program used for mapping. Section 5 describes the evaluation
results and discusses the problems that emerged. Finally, Section 6 briefly draws some
conclusions and describes the outlook.

2. Related Works

There are several works combining OWL ontologies with more powerful logic lan-
guages such as FOL. For example, ref. [14] proposed a type of conversion by first normalis-
ing FOL sentences into a feature-free prenex conjunctive normal form that eliminates minor
syntactic differences and then applying a pattern-based approach to identify common OWL
axioms. Another example is the one presented in [15], in which a tool called Gavel with a
related OWL-specific extension is described. It allows us to build heterogeneous ontologies
containing both FOL and OWL axioms supporting reasoning on the integrated model.

More recently, some methods have been proposed that use prolog directly within OWL
reasoners. Lopes et al. [16] present an extension of Nova Hybrid Reasoner (NoHR) [17]
that is designed to answer queries over hybrid theories composed of an OWL ontology in
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Description Logics and a set of non-monotonic rules in Logic Programming. As argued
in the paper, there is a need to combine the distinctive features of these two approaches
to knowledge representation and reasoning as dictated by real-world applications, but
their integration is still theoretically challenging due to their substantial semantic differ-
ences. NoHR supports all polynomial OWL profiles, and even beyond, it to be used with
real-world ontologies that do not fit within a single OWL2 profile and has an enhanced
integration with its rule engine, which provides support for a vast number of standard
built-in Prolog predicates that considerably extend its usability.

Another work that goes in the same direction is the one presented in [18]. It proposes
the integration of an OWL reasoner in a framework, named TRILL, containing three
probabilistic reasoners written in Prolog in order to manage the non-determinism of tableau
methods implemented by Semantic Web reasoners.

From the point of view of the importance of semantic process annotations for enabling
interoperability, we cite the following works. Ref. [19] shows how the digital transformation
plays a strategic role in simplifying relations with citizens and businesses and in the growth
of the community and the economy. The requirement of redesigning processes or creating
new ones to ensure that a public service responds to the specific needs of different citizens
using a semantic approach for BPMN annotation using domain ontologies is presented.
These results have been generalised in [20], which presents a semantic annotation tool for
BPMN that allows to identify concepts in workflows that exploit domain ontologies and
logical rules and to apply inferential engines against them to enforce these rules.

In [21], the authors propose an approach involving the automatic annotation of se-
mantic components directly in the event logs of a Business process. This is achieved by
combining the analysis of textual attribute values, based on a state-of-the-art language
model, with novel attribute classification and component categorisation techniques. The
approach identifies up to eight semantic components per event, revealing information on
the actions, business objects, and resources recorded in an event log.

Ref. [22] presents a framework for the design of public service user interfaces that,
on the basis of domain ontologies and BPMn extensions, support the modelling of new
interactions with Internet of Things and Bot services in the context of public administration
processes. A service semantic annotation model can be shared with and reused by other
organisations, thus reducing the user interface design and implementation time, and
consequently the overall service development time.

Although interest in the application of reasoning to business processes is making a
comeback, there is no recent work on frameworks that directly combine SWRL and Prolog.
For the sake of completeness, however, we have included several works on implemented
frameworks with these characteristics. Considering the latest theoretical results, they
provide a comparative basis for avoiding known problems in the development of new
solutions, although, unlike our approach, all these works start from the Semantic Web
perspective to obtain the Prolog representation.

In [23] is discussed SWORIER (Semantic Web Ontologies and Rules for Interoperability
with Efficient Reasoning), a system that responds to queries about ontologies and rules
described in OWL and SWRL (or RuleML) by operating a translation to Prolog and applying
the logical reasoning model accordingly. The translation is executed using XSLT (Extensible
Stylesheet Language Transformations) to which a set of general rules is added; these rules
are implemented directly in Prolog to reinforce the semantics of the OWL primitives. Also
discussed in this paper are several problems that the authors had to tackle to make a
correct transposition, involving negation, the open world assumption, complementary and
disjointed classes, and existential quantification.

SWRL-IQ (Semantic Web Rule Language Inference and Query Tool) [24] is a Protégé
plugin [25] that allows to create, edit, save, and submit queries (using SWRL’s rule body
syntax) to an underlying XSB Prolog-based inference engine [26]. In this case, the OWL-
Prolog translator uses an intermediate representation for the knowledge base, modelled
in first-order logic (FOL). The rationale for this choice stems from a desire to make the
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system highly flexible so that it can be connected to different front-end modules (alternative
specification and interaction languages) and back-end modules (other reasoning systems
different from Prolog).

SweetProlog [27] is a system used to translate an OWL ontology and rules into a
Prolog program. It applies a translation of an OWL ontology (described in Description
Logic) and related rules (expressed in OWLRuleML) into a set of facts and a set of Prolog
rules. Then, reasoning on these facts and rules is performed by a Prolog interpreter.

3. The Context

Process Mining aims to discover, monitor and improve real processes by extracting
knowledge from event logs available in today’s information systems [28]. To understand
process mining, its constituent elements need to be clearly defined. According to [13,29,30],
a process can be defined as a set of actions performed by an agent, and a workflow is
the formal representation of a process. A case is said to be the execution of a process,
conforming to a given workflow, and it is described as a list events, i.e., identifiable and
instantaneous actions, associated with definite temporal moments called steps and collected
in traces. A task is a generic task, which is often performed in many instances of the same
type. Finally, a task is defined as the actual execution of a task by a resource (an agent who
completes it).

Three objectives of Process Mining are also considered in [28]:

• Discovery: this is the most important goal; it allows a process model to be learned
from event logs, without the use of additional a priori knowledge;

• Conformance: the model (discovered or hand-built) is compared with the event log in
order to detect any differences between modelled and actual behaviours;

• Enhancement: here, the goal is to extend and improve the model using information
about the actual process recorded in the event logs.

Several formalisms can be used to construct a process model: among them, one of
the most popular is Petri nets [31] or a specialisation of it, WF-nets [32] (WorkFlow Nets).
Refs. [33,34] propose a review of the main algorithms and solution strategies based on it.

A different approach is taken by the Declarative Process Mining [35], which represents
the model as a set of constraints rather than in a monolithic form (usually through a
graph). The WoMan framework stands at the intersection of Declarative Process Mining
and Inductive Logic Programming (ILP) [36,37]. WoMan pervasively uses First-Order Logic
(FOL) as a representation formalism, which guarantees great expressive power and allows
context information to be specified through the use of relations [30].

In general, the concept of Process fits well with the context of the Semantic Web [38], in
which actions can be interpreted as web services [39] that have been semantically annotated,
and a workflow as the composition of multiple services that fulfil a precise material or
informational need. This requires, on the one hand, the use of languages and techniques to
describe the properties of a web service to enable a machine to understand them, and on
the other hand, a way to specify rules for composing services to achieve a given goal. In
both cases, there are several frameworks and languages available. In this paper, we will
focus on the wide use of OWL-S [40] to represent web service semantics, and on SWRL
(Semantic Web Rule Language) [41] to render these semantics in the form of rules. By
applying the method presented in [42], we obtain Web services compositions described
according to the OWL-S specification by developing an action plan through a backward
search algorithm. This action plan could be rendered as an OWL-S composite service,
applying the transformations proposed in [43].

It is important to underline the difference in the genesis of the workflows in the
two approaches: Process Mining finds the processes through the observation of the logs
that are generated during activities execution. On the contrary, Semantic Web Services
describe workflows of existing Web services already described semantically through a
formal language. In the first case, we can discover processes that include any generic
activity, while in the second case, we have services designed for the web that act as
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activities that transform one or more inputs into an output. In this work, the objective of
mapping is to apply solutions designed for the Semantic Web to enhance process mining
techniques. For this reason, there is no correspondence with existing Web services.

Alongside the canonical goals of process mining, in some contexts (e.g., Ambient
Intelligence, Industry 4.0), the task of activity prediction could be extremely important. It
can be defined as follows: given a process model and the current (partial) state of the execution
of a new process, predict what will be the next activity during execution [13]. The WoMan
framework has been updated to allow for effective activity prediction and, appropriately
combined with the Web services composition strategy exposed in [42], has been used
to develop a multi-agent architecture for controlling and supervising processes in smart
environments [44].

In this section, the two main formalisms of this study are presented: on the one hand,
we have WoMan, which takes up the Prolog syntax by introducing some predicates essential
to its operations; on the other hand, we have the Semantic Web, and especially the OWL-S
and SWRL languages. At the end, some conversion issues are outlined.

3.1. The WoMan Framework

WoMan is a Declarative Process Mining system that automatically and incrementally
learns process models. Its high expression power, guaranteed by FOL representations,
allows it to represent and manage highly complex cases that cannot normally be handled by
classical systems (e.g., those based on Petri Nets). Furthermore, the incremental approach
allows it both to learn from scratch and to converge towards correct models using very few
example runs, and to manage the context in which the activities take place, thus allowing it
to dynamically learn complex pre- and post-conditions, combining the temporal dimension
with any other dimension of interest.

In FOL, a predicate, denoted as p/n, expresses a property or relation p on n objects
(called its arguments). An atom is a p/n predicate applied to n objects t1, . . . , tn, written
as p(t1, . . . , tn) indicates that the property or relation p holds for those objects. In Logic
Programming, the classical representation states that a comma between two atoms denotes
their conjunction, and the implications can be expressed in the form l0 : −l1, . . . , lm, where
l0 is the conclusion and l1, . . . , lm is the conjunction of the premises (to be read as l0 is true,
if l1 and . . . and lm are all true).

Recalling the meaning of trace, event and task as defined in the Section 3, the detailed
description of formalisms given in [13] is resumed. In WoMan, the elements of a trace are
represented with the following seven tuples denoted as entry:

entry(T, E, W, P, A, O, R)

where:

1. T is the unique timestamp of the event;
2. E is the type of the event (begin_process, end_process, begin_activity, end_activity or

context_description);
3. W is the name of the workflow to which the process refers;
4. P is the unique identifier for each process execution;
5. A is the name of the activity;
6. O is the sequence number of occurrence of the activity in the process;
7. R specifies the agent who completes activity A (optional).

Listing 1 shows two traces (where P is 2 and 3) referring to a hypothetical Case of an
afternoon workflow in a home environment.
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Listing 1. Example of a Process Case whit two traces.

...
entry (34, begin_of_process ,afternoon ,2,start ,0).
entry (35, begin_of_activity ,afternoon ,2,housekeeping ,1).
entry (36, end_of_activity ,afternoon ,2,housekeeping ,1).
entry (37, begin_of_activity ,afternoon ,2,relax ,1).
entry (38, end_of_activity ,afternoon ,2,relax ,1).
entry (39, begin_of_activity ,afternoon ,2,toilet ,1).
entry (40, end_of_activity ,afternoon ,2,toilet ,1).
entry (41, begin_of_activity ,afternoon ,2,dress ,1).
entry (42, end_of_activity ,afternoon ,2,dress ,1).
entry (43, begin_of_activity ,afternoon ,2,out ,1).
entry (44, end_of_activity ,afternoon ,2,out ,1).
entry (46, end_of_process ,afternoon ,2,stop ,1).
entry (47, begin_of_process ,afternoon ,3,start ,0).
entry (48, begin_of_activity ,afternoon ,3,housekeeping ,1).
entry (49, end_of_activity ,afternoon ,3,housekeeping ,1).
entry (50, begin_of_activity ,afternoon ,3,toilet ,1).
entry (51, end_of_activity ,afternoon ,3,toilet ,1).
entry (52, begin_of_activity ,afternoon ,3,relax ,1).
entry (53, end_of_activity ,afternoon ,3,relax ,1).
entry (54, begin_of_activity ,afternoon ,3,coffee ,1).
entry (55, end_of_activity ,afternoon ,3,coffee ,1).
entry (56, begin_of_activity ,afternoon ,3,dress ,1).
entry (57, end_of_activity ,afternoon ,3,dress ,1).
entry (58, begin_of_activity ,afternoon ,3,out ,1).
entry (59, end_of_activity ,afternoon ,3,out ,1).
entry (61, end_of_process ,afternoon ,3,stop ,1).
...

Given a set of training instances C, WoMan learns the model as a set of atoms and
predicates. The core of the model is represented by the following predicates:

• task(t, Ct) — the task t is present in the Ct training cases;
• transition(I, O, t, Ct) — the t transition, present in Ct training cases, is enabled if all

input tasks in I are active; if executed (fired), the execution of all tasks in I (in any order)
is stopped and the execution of all tasks in O (again, in any order) is started. I and O
can be a multi-set.

A limit on the number of possible combinations among transitions is expressed using
the following predicate:

• transition_provider([τ1, . . . , τn], t, q): a transition t, comprising the input tasks in I, is
activated if each task in I is produced as the output of a transition τk, where τk are
placeholders (variables) to be interpreted according to the assumption that ”terms denoted
by different symbols must be distinct". Multiple combinations are allowed, numbered with
a progressive value of q, from the cases in Ctq.

Other constraints concern the agents that can complete a task. The following predicates
fulfil this function:

• task_agent(t, A): an agent with role A, can perform the task t;
• transition_agent([A′1 . . . A′n], [A′′1 . . . A′′m], t, Ctq, q): the transition t, which includes input

tasks in I and output tasks in O, can take place if each task in I is completed by an agent with
role A′k and each task in O is completed by an agent with role A′′j . Multiple combinations
are allowed; they are numbered with a sequential value q, starting with the cases Ctq.

Regarding time constraints, there are two possibilities in WoMan: the first is to consider
the timestamp of events, and the second is the step, a unique integer identifier assigned
internally by WoMan to each activity. The predicates of interest are as follows:

• task_time(t, [b′, b′′], [e′, e′′], d): the task t must begin at time ib ∈ [b′, b′′] and end at time
ie ∈ [e′, e′′], with an average duration equal to d;
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• transition_time(t, [b′, b′′], [e′, e′′], g, d): the transition t must begin at time ib ∈ [b′, b′′]
and end at time ie ∈ [e′, e′′], with an average duration equal to d (from the beginning
of the first task in I to the end of the last task in O), and requires an average time gap
equal to g, between the end of the last task in I and the activation of the first task in O;

• task_in_transition_time(t, p, [b′, b′′], [e′, e′′], d): the task t, when executed in the transi-
tion p, must begin at time ib ∈ [b′, b′′] and must end at time ie ∈ [e′, e′′], with an average
duration equal to d;

• task_step(t, [b′, b′′], [e′, e′′], d): the task t must begin at step sb ∈ [b′, b′′] and must end at
step se ∈ [e′, e′′], with an average number of steps equal to d;

• transition_step(t, [b′, b′′], [e′, e′′], g, d): the transition t must begin at step sb ∈ [b′, b′′] and
end at step se ∈ [e′, e′′], with an average number of steps equal to d (from the step of the
first task in I to the step of the last task in O) and requires an average gap equal to g
steps between the end of the last task in I and the activation of the first task in O;

• task_in_transition_step(t, p, [b′, b′′], [e′, e′′], d): the task t, when executed in the transition
p, must begin at step sb ∈ [b′, b′′] and end at step se ∈ [e′, e′′], with an average number
of steps equal to d;

where ib, b′, b′′, ie, e′, and e′′ are relative to the start of the process execution, i.e., they are
computed as the timestamp difference between the begin_process event and the event they
refer to.

Finally, WoMan can express pre-conditions and post-conditions about the tasks (in
general), transitions, and the tasks in the context of a given transition. The major difference
between pre- and post-conditions is that in the former case, we refer only to the steps up to
the current state, while in the latter case, they can refer to any step, either before or after
the current one.

• act_T(A, S, R) : − . . . that is, an activity A, of type T can be executed by an agent R, at
the step S of executing a case if the body of the rule is satisfied;

• trans_P(S) : − . . . a transition P can be executed at the S step of the execution of a case
if the body of the rule is satisfied;

• act_T_in_trans_P(A, S, R) : − . . . i.e., an activity A, of type T can be executed by an
agent R, in the context of a transition P at the step S of executing a case if the body of
the rule is satisfied;

where the premises ‘. . . ’ are conjunctions of atoms based on contextual and control
flow information.

Conditions refer not only to the current state of execution but can include the state of
several steps, using the two predicates:

• activity(s, t): at step s, the task t is executed.
• a f ter(s′, s′′, [n′, n′′], [m′, m′′]): step s′′ follows step s′ after a number of steps between n′

and n′′ and after a time between m′ and m′′.

After various transformations of the examined cases, the final representation of the
learned workflow is obtained. In addition to the list of tasks, this also contains the list of
transitions that are the starting point of this work. An example of how they are concretely
serialized is the one considered for the evaluation in Section 5.

3.2. The Semantic Web

The Semantic Web [38] was born as an evolution of the World Wide Web to provide a
general framework to facilitate machine-oriented sharing and reuse of Web content. The
Semantic Web Stack illustrates the architecture of the Semantic Web, highlighting the roles
and relationships of the various component elements. The proposed architecture is a source
of debate among researchers, as it requires solutions to theoretical problems such as the
trade-off between Open vs. closed World Assumption. A variant to the original stack
(depicted in Figure 1) proposed in the early years of the Semantic Web is the one described
in [45]. The most relevant components that have been developed in the Semantic Web
context can be summarised as follows:
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Figure 1. The Semantic Web stack [45].

• Uniform Resource Identifier (URI): provides the means to uniquely identify Semantic
Web resources. It has been generalised by the Internationalized Resource Identifier (IRI),
which extends the set of characters allowed in resource address specifications.

• eXtensible Markup Language (XML): provides the elementary syntax for structuring
content within documents. It does not yet associate any kind of semantics with content.

• Resource Description Framework (RDF): is a very simple language for describing web
resources and relationships in the form of subject-predicate-object triples.

• RDF Schema: extends RDF and its vocabulary, adding a semantic layer for hierarchies
formed from RDF classes and properties.

• Web Ontology Language (OWL): this is a family of languages suitable for representing
knowledge in ontological terms. It augments the vocabulary of the RDF substrate
with new properties and classes: for example, relations between classes, the concept
of cardinality, equality, characteristics of properties (e.g., symmetry), and enumerative
classes are introduced. From OWL, several dialects and derivations (e.g., OWL-Lite,
OWL-DL, and OWL-Full) are derived, with goals more focused on their context of use.
In 2012, OWL 2 was released; it extended OWL with a small but useful set of features for
which effective reasoning algorithms are now available, and those OWL tool developers
are willing to support them. The new features include extra syntactic sugar, additional
property and qualified cardinality constructors, extended datatype support, simple
meta-modelling, and extended annotations. In any case, the trade-off remains among
decidability and not fragments.

• Semantic Web Rule Language (SWRL): enriches OWL by allowing knowledge represen-
tation in the form of Horn-like clause-based rules.

• First-Order Logic: the abstract layer makes it possible to verify the trustworthiness of
the information.

For the purposes of this paper, OWL-S and SWRL will be detailed in greater depth.

3.3. OWL for Services (OWL-S)

OWL-S is an OWL ontology for the description of Semantic Web Services that allows
the declarative specification of the semantics of Web services syntactically described with
Web Service Description Language (WSDL) [39]. This ontology is designed to describe Web
services from three points of view identified by three subclasses:

• Service Profile. It describes the functionality of a service for which it has an ad-
vertisement purpose. It is commonly used for the discovery of web services, as it
provides different types of information. such as a list of functionalities, a list of service
parameters, and a list of service categories.

• Service Model. It specifies how to use the service by describing the semantic content of
the possible requests, the conditions to be fulfilled to obtain certain results and, if the
services are complex, the process leading to those results. It is possible to define three



Electronics 2023, 12, 4767 9 of 26

types of Process: Atomic, a non-decomposable service that takes a request message
and returns a message in response, Composite, which consists of a set of processes
specified by a control structure that defines a workflow, and Simple, which represents
the abstraction of a compound process that allows it to be seen as an atomic process.

• Service Grounding. This specifies the link from the semantic to the concrete (WSDL)
description of the elements that are needed to interact with the service. Thus, the
communication protocol, the format in which the message is written, and other useful
details are indicated.

Since this work concerns the automatic generation of workflow, as well as more general
processes, some details about the OWL-S process model are needed.

The IOPR (Inputs Outputs Preconditions Result) model is the basis of the OWL-S
process. Inputs are the information required for the execution of the process; Outputs are
the results that the process returns to the requester. The Preconditions are restrictions on
the Inputs that must be valid for the execution of the process. Since different results can be
obtained, it is possible to specify conditions, called inCondition, that specify when a certain
result occurs. The execution of the process produces an Result that can be of two types:
an output or an Effect ((intended as a change to the knowledge base). The Preconditions,
inConditions and Effects) can be represented with any logical rule language. One way is
to represent them as SWRL logical formulae. Finally, the OWL-S process model allows a
workflow to be specified using the following control constructs: Sequence, Split, Split-Join,
Any-Order, Choice, If-Then-Else, Iterate, Repeat-While and Repeat-Until, and AsProcess.

3.4. Semantic Web Rule Language (SWRL)

SWRL is defined by combining the OWL DL and OWL Lite languages, based on OWL
(Web Ontology Language), with a subset of the Rule ML (Rule Markup Language). It extends
the axioms and classes of OWL by introducing rule definition through Horn-like clauses.
An OWL ontology essentially consists of a sequence of axioms and facts. Axioms can be of
different natures and the main ones are mentioned here:

• Class: defines a group of individuals that have certain properties in common. For
example, Michael and Joan are both members of the class Person. Classes can be
organised into specialisation hierarchies using the subClassOf axiom. In addition, there
is a predefined class called Thing that is the superclass of all others, while its counterpart
Nothing is a subclass of every OWL class.

• Property: defines a relationship between two individuals (owl:ObjectProperty) or between
an individual and a datum (owl:DatatypeProperty). Examples of the first case include
properties such as hasChild, hasRelative or hasSibling that establish kinship relationships
between people (individuals). An example of the second case might be the hasAge
property that validates the age (numeric datum) of a single person (individual). In
addition, the domain of a property and its value range can be specified: the former
limits the individuals to which the property can be applied, while the latter identifies
the set of individuals that the property can have as its value.

• Individual: is an instance of a class or an object of a property. For example, an individual
Francesca can be described as an instance of the class Person and the hasEmployer property
can be used to bind Francesca to the individual StanfordUniversity itself an instance of a
more generic class University.

The core of the SWRL proposal is the addition of the rule construct as a logical formula
to the set of axioms available in OWL (using EBNF notation):

axiom ::= rule
A rule consists of an antecedent (body) and a consequent (head), each of which consists

in turn of a set of atoms (possibly empty). A rule can also be assigned a URI to uniquely
identify it. In the abstract syntax, this would correspond to the definition:
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rule ::= ’Implies(’ [ URIreference ] annotation antecedent consequent ’)’
antecedent ::= ’Antecedent(’ atom ’)’
consequent ::= ’Consequent(’ atom ’)’

Informally, a rule can be interpreted in this way: if the antecedent is true, then the
consequent must be also true. An empty antecedent is always true and an empty consequent
is always considered false. Antecedent and consequent are built by conjunctions of atoms:
an antecedent (or consequent) is considered true if all the component atoms are true. A
single atom can be described abstractly as:

atom ::= description ’(’ i-obj ’)’ | dataRange ’(’ d-obj ’)’ |
individualvaluedPropertyID ’(’ i-obj i-obj ’)’ |
datavaluedPropertyID ’(’ i-obj d-obj ’)’ |
sameAs ’(’ i-obj i-obj ’)’ | differentFrom ’(’ i-obj i-obj ’)’ |
builtIn ’(’ builtinID d-obj ’)’

builtinID ::= URIreference

In more detail, the atoms can be in the form C(x), P(x,y), sameAs(x,y), differentFrom(x,y) or
builtIn(r,x,. . . ) where C is an OWL description or primitive data type, P is an OWL property
and r is a built-in relationship; x and y can instead be variables, OWL individuals, or OWL
primitive data, as appropriate. Informally, an atom C(x) is true if x is an instance of the class or
data range C; an atom P(x,y) is true if x is related to y by the property P; a sameAs(x, y) atom
is true if x and y correspond to the same object; a differentFrom(x,y) atom is true if x and y are
interpretable as different objects; finally, builtin(r, x, . . . ) is true if the default relation r is true
based on the interpretation of its arguments.

SWRL has two different types of concrete syntax, one based on XML and one based on
RDF [41]. For the purpose of this paper, we adopt the RDF version as the reference syntax.
For example, if we want to represent the following logical rule with RDF syntax:

hasParent(?x1,?x2) ∧ hasBrother(?x2,?x3) ⇒ hasUncle(?x1,?x3)

we obtain the result reported in Listing 2.

Listing 2. Example of SWRL rule representation in RDF syntax.

<swrl : Var iab le rdf : ID=" x1"/>
<swrl : Var iab le rdf : ID=" x2"/>
<swrl : Var iab le rdf : ID=" x3"/>
<swrl : Imp>

<swrl : body rdf : parseType =" C o l l e c t i o n ">
<swrl : IndividualPropertyAtom >

<swrl : proper tyPredica te rdf : resource =" u r i : hasParent "/>
<swrl : argument1 rdf : resource ="# x1 " />
<swrl : argument2 rdf : resource ="# x2 " />

</swrl : IndividualPropertyAtom >
<swrl : IndividualPropertyAtom >

<swrl : proper tyPredica te rdf : resource =" u r i : h a s S i b l i n g "/>
<swrl : argument1 rdf : resource ="# x2 " />
<swrl : argument2 rdf : resource ="# x3 " />

</swrl : IndividualPropertyAtom >
<swrl : IndividualPropertyAtom >

<swrl : proper tyPredica te rdf : resource =" u r i : hasSex "/>
<swrl : argument1 rdf : resource ="# x3 " />
<swrl : argument2 rdf : resource ="# male " />

</swrl : IndividualPropertyAtom >
</swrl : body>
<swrl : head rdf : parseType =" C o l l e c t i o n ">

<swrl : IndividualPropertyAtom >
<swrl : proper tyPredica te rdf : resource =" u r i : hasUncle "/>
<swrl : argument1 rdf : resource ="# x1 " />
<swrl : argument2 rdf : resource ="# x3 " />

</swrl : IndividualPropertyAtom >
</swrl : head>

</swrl : Imp>
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The abbreviation uri: is intended only to aid readability. It can be considered as a
URI address of a truly defined OWL ontology. Clearly, there is a need for a mechanism
to associate a URI with a Prolog artefact in such a way as to ensure the Unique Name
Assumption required within the SW.

3.5. Composing OWL-S Process Encoded as SWRL Rules

In this section, we explain how to transform OWL-S process descriptions into a set of
SWRL rules to apply a rule-based composition algorithm capable of discovering possible
combinations of services.

Since the body and head of the SWRL rule are logical formulae, OWL-S conditions will
have to be identified using part of the body or head. Considering that these conditions are
expressed on service’s Inputs and Outputs, if the above requirement is met, the conditions
will also be expressed in terms of the domain ontology, and thus with the right level of
abstraction. After these considerations, we can summarise the procedure that is applied to
encode an OWL-S process in SWRL.

• For each result of the process, there is an inCondition that expresses the link between
the input and the result. This inCondition will appear in the body of each resulting rule,
while the Result will appear in the head. An inCondition is valid if it contains all the
variables that appear in the Result.

• If the result contains an effect composed of several atoms, the rule will be split into as
many rules as there are atoms with an inCondition in the body and a single atom in
the head.

• The PreConditions, since they involve only the Inputs, will appear in the body of each
resulting rule together with the inConditions.

Since it is not necessary for OWL-S atomic services to specify the inCondition, we create
an ad hoc one that makes the implicit link between inputs and results explicit. For example,
let us take a service that, given the name, returns the ISBN of the book. The process will be
defined by an input (?process:BookName), an output (?process:ISBN), and no condition. The
resulting rule would be kb:BookTitle(?process:BookName)→bibtex:Book(?process:ISBN), but
since the variable process:ISBN does not appear in the body of the rule, it would be invalid.
We can therefore add in the body of the rule a predicate hasTransf, which is always true, that
binds each input to the output, thus obtaining a valid rule. In cases where the OWL classes,
properties and individuals that form the SWRL rule are defined in different ontologies, it is
possible to apply ontology alignment methods [46] that produce OWL class equivalence
assertions and add them to the knowledge base containing the SWRL rules.

For our purposes, it is important to emphasise that the SWRL rules under consideration
respect two features of the language: each rule must fulfil the safety condition, and each
rule with a subjunctive consequent is transformed into multiple rules, each with an atomic
consequent, by applying Lloyd-Topor [47] transformations. In addition, we impose that a
service can be performed only if there are individuals of the knowledge base that make the
generated rule grounded, i.e., only SWRL DL-safe rules [48] are considered.

Once we have obtained the SWRL rules representing the services, we can apply
composition based merely on Semantic Web languages to obtain the possible combinations
of services.

The algorithm behind the Composer can be summarised in two basic steps: firstly, the
software transforms the OWL-S descriptions of a set of web services into corresponding
SWRL rules; subsequently, it uses the newly generated set of SWRL rules as input for an
backward search algorithm to produce all possible compositions. As a further possibility, the
software allows a goal, expressed as an SWRL atom, to be specified so that all compositions
are oriented towards satisfying the goal.

With reference to the automatic composition example shown in [42], the scope is to
automatically combine the following OWL-S service descriptions: BookFinder, BNPrice,
AmazonPrice and CurrencyConverter. Suppose you want to know the price of a certain book;
for example ’Computers and Brains’ by John von Neumann. For this purpose, the Composer
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will use the BookFinder service to find detailed information based on the title of the book,
compose it with the services BNPrice and AmazonPrice to obtain the price, and finally exploit
CurrencyConverter to change the currency of the result as needed.

The activities in WoMan workflows are typically generic, but nothing prevents them
from concealing calls to remote web services. Since the Composer works operationally
with SWRL, the aim of this work was aimed, from the outset, at a direct Prolog-SWRL
conversion; however, it did not rule out the concrete possibility of returning to OWL-S as a
composite service [43].

3.6. Restrictions in the Use of SWRL

In certain contexts, it may be useful to limit the form or expressiveness of rules written
in SWRL to increase interoperability, reusability, extensibility, computational scalability, or
simplicity of implementation [41].

A first guideline suggests using only classes already defined in OWL (in the same
ontology or an external one) in the antecedent and consequent of a rule, preferring them to
contextual definitions written directly in the SWRL rule. By following this simple guideline,
it becomes easier to translate rules to or from systems including Prolog, SQL, systems with
production rules (descendants of OPS5) and event–condition–action rules.

A more significant restriction would be to avoid the use of elements such as owl:someValuesFrom
and owl:minCardinality in the consequent of a rule, or owl:allValuesFrom and owl:maxCardinality in
the antecedent of a rule. Both cases are not expressible in Description Logic Programs, as they
would correspond to an existential quantification. It is recalled that only universally quantified
variables are considered in Horn clauses.

A further restriction concerns the requirement that only variables that appear in the
antecedent of the rule may appear in the consequent of the rule (safety condition). In our
case, this restriction is considered during the mapping of the OWL-S service by adding one
or more dummy properties, which are always true, that bind the consequent variables with
antecedent ones.

Regarding the inherent limitations of SWRL concerning Prolog, we recall that SWRL
only supports unary and binary predicates, thus preventing those with arity greater than
two, which are regularly allowed in Prolog. In this case, we recall that rules with conjunctive
consequents could easily be transformed (via Lloyd–Topor transformations) into multiple
rules, each with an atomic consequent. On the other hand, a name can be assigned to a
SWRL rule using a URI as a unique identifier; these features have no counterpart in Prolog.

4. Mapping Specification

In this section, the problem of mapping between the two formalisms is described in
more detail, as is the implementation of the Prolog programme that actually deals with
the transformation.

4.1. Formal Specification of the Problem

As mentioned above, the main task of WoMan is to extract a process description
from a certain number of cases. The process description is essentially composed of task,
transition and a series of additional properties and constraints related to them. Amongst
these, there is emphasis on the preconditions that may concern either the individual task or
the individual transition, but also a given task in the context of a transition. It is important
to emphasise that WoMan can learn several precondition clauses for a certain task, and
these clauses are mutually exclusive (the same applies to the two types of preconditions).
In particular, given a transition T (I, O, p, Cp), we wish to generate corresponding SWRL
rules where:

• The head of each rule is composed of a ClassAtom SWRL belonging to an OWL class,
representing an output to ∈ O of the transition. In fact, to facilitate service composition,
each rule that has a consequence consisting of a conjunction of several elements must be
transformed into several rules with an atomic consequent, as many as there are elements
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in conjunction in the consequent of the source rule (via Lloyd–Topor transformation, as
explained in Section 3.5).

• The body of each rule consists of two basic parts: the first contains the ClassAtom SWRLs
(each belonging to an OWL class) representing the input elements ti ∈ I of the transition;
the second includes the OWL properties that refer to the different preconditions related
to the task to, the transition p and the task to in the context of the transition p. In addition,
the body also includes a fixed OWL property named hasTransf, which binds the first
task ti to the output to, to respect the safety condition.

The entire procedure is reported in Algorithm 1.

Algorithm 1 Mapping SWRL in WoMan
for all transition(I, O, p, CP) ∈W do

for all task(tO , Ct) ∈ O do
for all combinationCo p ∈ C Generate a rule S such that do

Sbody = map(ti)|ti ∈ I ∪map(co p) ∪map(hasTrans f (ti , to))|ti ∈ I, to ∈ O
Shead = map(to)

end for
end for

end for

The function map() takes care of transforming a WoMan element into its corresponding
one in SWRL syntax. A generic task within the input or output of a transition is translated
using a ClassAtom tag. For example, for task(Sleeping,Ct) the corresponding translation in
SWRL is reported in Figure 2a.

Figure 2. SWRL Rendering of WoMan elements.

A unary predicate in Prolog of the type predicate(x) can be interpreted in two distinct
ways depending on the definition of x: if x represents an instance of the class predicate
then the correct transformation is with a ClassAtom, as shown in Figure 2b. If x represents
something conceptually different from predicate, then the most suitable SWRL counterpart
is a property such as the one in Figure 2c. For example, the predicate activity1(X) might
have been defined, where X represents the step or timestamp at which the activity activity1
occurred. Conversely, a predicate of the type agent(Y) might have been defined, such that
Y represents an agent. A binary Prolog predicate of the type predicate(x, y) may instead be
converted directly into an IndividualPropertyAtom, as shown in Figure 2d.

Finally, due to the limitation of SWRL, whereby no atoms have arity greater than two,
the n-ary predicates definable in Prolog must be decomposed. In order to work with n-ary,
some transformations can be applied [49]. For the sake of simplicity, only mapping with
binary atoms is considered in this paper.

Let consider the simple workflow learned by WoMan reported in Listing 3:

Listing 3. An example of workflow learned by WoMan.

task(start ,[1 -1]).
task(housekeeping ,[1 -3]).
task(prepare_snack ,[1 -1]).
transition ([start]-[ housekeeping],p1 ,[1 -1]).
transition ([ housekeeping ]-[ prepare_snack],p16 ,[1 -1]).
actpreparesnack(A,B):-activity(C,X,B),agent(B),next(A,C).
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Applying the Algorithm 1 to the example workflow, we obtain the SWRL rules re-
ported in Listing 4:

Listing 4. SWRL rules obtained from the WoMan workflow of Listing 3.

<swrl : Imp rdf : ID=" Rulep11 ">
<swrl : body parseType =" C o l l e c t i o n ">

<swrl : IndividualPropertyAtom >
<swrl : proper tyPredica te rdf : resource =" u r i : hasTransf "/>
<swrl : argument1 rdf : resource ="# s t a r t "/>
<swrl : argument2 rdf : resource ="# housekeeping"/>

</swrl : IndividualPropertyAtom >
<swrl : ClassAtom>

<swrl : c l a s s P r e d i c a t e rdf : resource =" u r i : S t a r t "/>
<swrl : argument1 rdf : resource ="# s t a r t "/>

</swrl : ClassAtom>
</swrl : body>
<swrl : head parseType =" C o l l e c t i o n ">

<swrl : ClassAtom>
<swrl : c l a s s P r e d i c a t e rdf : resource =" u r i : HouseKeeping"/>
<swrl : argument1 rdf : resource ="# housekeeping"/>

</swrl : ClassAtom>
</swrl : head>

</swrl : Imp>
<swrl : Imp rdf : ID=" Rulep161 ">

<swrl : body parseType =" C o l l e c t i o n ">
<swrl : IndividualPropertyAtom >

<swrl : proper tyPredica te rdf : resource =" u r i : hasTransf "/>
<swrl : argument1 rdf : resource ="# housekeeping"/>
<swrl : argument2 rdf : resource ="# preparesnack "/>

</swrl : IndividualPropertyAtom >
<swrl : IndividualPropertyAtom >

<swrl : proper tyPredica te rdf : resource =" u r i : PreTask"/>
<swrl : argument1 rdf : resource ="# x0"/>
<swrl : argument2 rdf : resource ="# x1"/>

</swrl : IndividualPropertyAtom >
<swrl : ClassAtom>

<swrl : c l a s s P r e d i c a t e rdf : resource =" u r i : A c t i v i t y "/>
<swrl : argument1 rdf : resource ="# a c t i v i t y "/>

</swrl : ClassAtom>
<swrl : IndividualPropertyAtom >

<swrl : proper tyPredica te rdf : resource =" u r i : hasStep "/>
<swrl : argument1 rdf : resource ="# x2"/>
<swrl : argument2 rdf : resource ="# a c t i v i t y "/>

</swrl : IndividualPropertyAtom >
<swrl : IndividualPropertyAtom >

<swrl : proper tyPredica te rdf : resource =" u r i : h a s A c t i v i t y "/>
<swrl : argument1 rdf : resource ="# x3"/>
<swrl : argument2 rdf : resource ="# a c t i v i t y "/>

</swrl : IndividualPropertyAtom >
<swrl : IndividualPropertyAtom >

<swrl : proper tyPredica te rdf : resource =" u r i : hasAgent"/>
<swrl : argument1 rdf : resource ="# x1"/>
<swrl : argument2 rdf : resource ="# a c t i v i t y "/>

</swrl : IndividualPropertyAtom >
<swrl : ClassAtom>

<swrl : c l a s s P r e d i c a t e rdf : resource =" u r i : Agent"/>
<swrl : argument1 rdf : resource ="# x1"/>

</swrl : ClassAtom>
<swrl : IndividualPropertyAtom >

<swrl : proper tyPredica te rdf : resource =" u r i : Next"/>
<swrl : argument1 rdf : resource ="# x0"/>
<swrl : argument2 rdf : resource ="# x2"/>

</swrl : IndividualPropertyAtom >
<swrl : ClassAtom>

<swrl : c l a s s P r e d i c a t e rdf : resource =" u r i : HouseKeeping"/>
<swrl : argument1 rdf : resource ="# housekeeping"/>

</swrl : ClassAtom>
</swrl : body>
<swrl : head parseType =" C o l l e c t i o n ">

<swrl : ClassAtom>
<swrl : c l a s s P r e d i c a t e rdf : resource =" u r i : PrepareSnack "/>
<swrl : argument1 rdf : resource ="# preparesnack "/>

</swrl : ClassAtom>
</swrl : head>

</swrl : Imp>
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4.2. Using of Ontologies

Before delving into the implementation phase, a premise must be selected: to enable
the association of WoMan concepts and relationships with related alter egos in SWRL, it is
necessary to identify existing OWL ontologies that semantically reflect Prolog predicates
and to create ad hoc OWL ontologies if these are not available.

Therefore, to test the operation of the application on a concrete WoMan model, two
OWL ontologies were created using Protégé ver. 5.5 with OWL support and published via a
generic Apache web server: the first, named womanOntology.owl, contains fixed WoMan
properties and concepts, independent of any workflow and usage scenario. Specifically, the
OWL classes identified are the following (Figure 3):

Figure 3. WoMan OWL classes.

• PreTrans: identifies the correspondent of the WoMan predicate trans_T(S) concerning
preconditions on transitions;

• PreTaskTrans: used in the decomposition of the ternary predicate act_T_in_trans_P(A,S,R)
to indicate the preconditions related to a task in the context of a transition;

• AgentUndef is a predicate that recurs in preconditions; it indicates that the argument is
an agent type that is not precisely defined.

In addition to these, the following properties have been identified and created (Figure 4):

Figure 4. WoMan OWL properties.

• PreTask: corresponds to the predicate used as the head in the preconditions related to a
task in WoMan;

• hasActivity: used in the decomposition of PreTaskTrans to indicate the relation with the
argument A, relating to an activity;

• hasStep: used in the decomposition of PreTaskTrans to indicate the relationship with the
S argument, relative to the execution step;

• hasAgent: used in the decomposition of PreTaskTrans to indicate the relationship with
the R argument, relating to the agent performing the task;

• Next: the corresponding concept of the predicate next(s1,s2), which specifies the order
relation between two distinct execution steps, whereby the first argument precedes
the second.
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The second ontology, known as exampleOntology.owl, contains only OWL classes related
to a specific test case used for the evaluation. At the highest level of the hierarchy, the
following OWL classes have been created (Figure 5):

Figure 5. OWL ontology example.

• Start: is the counterpart of the task start, which is used as a placeholder to indicate the start of
a process;

• Stop: is the counterpart of the task stop, which is used as a placeholder to indicate the end of
a process;

• Task: is the superclass of any specific task within a workflow or application scenario.
Since the test workflow concerns certain tasks typically carried out in-house, subclasses
such as HouseKeeping, Tea and Dress have been defined.

The declaration of the properties and characteristics of the various concepts, such as
Property domain and range, was not elaborated because it was considered unnecessary, so
the default values (both for domain and range set to owl:Thing) were left. Although not
currently needed for the purposes of this paper, these descriptions should be specified
according to the reasoning goals to be applied from the Semantic Web side.

4.3. Implementation

The The mapping procedure between a WoMan workflow and the corresponding set
of SWRL rules was developed in Prolog and tested with the Yet Another Prolog (YAP) [50]
compiler. This section briefly introduces the basic components and specifically discusses
on the most relevant predicates.

First of all, the Prolog code is divided into three separate parts:

• Predicates Mapping: represents the core of the procedure, where the main predicates
involved in the transformation process reside;

• Ontology Mapping: contains the associations between the names of tasks and predicates
used in a workflow and the URIs of the resources of some OWL ontologies;

• Utilities: contains a set of more general utility predicates that are exploited by the
Predicates Mapping part.

4.3.1. Predicates Mapping

In Predicates Mapping procedure the main predicate is map(Path) which is responsible
for transforming the WoMan workflow specified in the Path into a set of SWRL rules stored
in an output file. For this purpose, it calls the following predicates in the given order:

• load_input(Path,VarList): takes care of reading the input files required for mapping. In
particular, Path indicates the path to the workflow file from which the other three pre-
condition files are derived, i.e., tasks, transitions and tasks in the context of transitions,
respectively. All identified variables are stored in VarList;
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• print_section_header(Path): uses the contents of an auxiliary file (named basicStub.txt )
as the output file header. It represents a standard header for an OWL/SWRL file and
must contain the ontology references for all concepts that will appear in the rules. The
choice to use an external file instead of implementing the same logic within the code
stems from the need to facilitate the modification and addition of new ontologies in the
output file header, which is highly dependent on the specific input workflow;

• print_section_variables(VarList): writes all previously recognised variables in one macro-
block of the output file. As the variables read from the input files are identified by
Prolog through its internal representation (e.g., 6789), each variable is appropriately
renamed appending a numerical identifier (e.g., ×1, ×2, . . .×100 , etc.).

• print_section_rules: generates one or more rules for each transition in the knowledge
base and writes them to the output file.

Within the print section rules, the predicate that concretely implements the mapping
logic for a single transition is called, i.e., map_ transition(I,O,Id): this takes up the arguments
that characterise the definition of an transition in WoMan, avoiding the specification of
cases as irrelevant for mapping purposes. On the right-hand side of map_transition we can
distinguish two essential components:

• print_body(I,O,PreTasks,PreTransitions,PreTaskTransition): generates the body of a SWRL
rule with the tasks in I and the preconditions specified in PreTask, PreTransitions and
PreTaskTransition. As explained above, in the case in which several preconditions that can
be associated with the same transition, a rule is created for each possible combination.
Furthermore, to respect the safety condition, it adds a dummy property hasTransf that
links the first element in I with the task in O.

• print_head(O): generates the head of the SWRL rule, turning the task in O into an
ClassAtom OWL. It is important to note that for each rule, there is only one output
element: if a transition has n tasks in O (n >1), these are decomposed to form n rules
with identical input and atomic output.

A detailed description of all other minor program predicates and their operation are
documented in the source code.

4.3.2. Ontology Mapping

In Ontology Mapping the task associations are distinguished from the predicates that
appear in the WoMan preconditions by means of the following procedures:

• task_ontology_map(<name task>, <URI>)
• predicate_ontology_map(<predicate name>, [<URI>list])

In the first case, the association is direct, i.e., the name of a certain task in WoMan
corresponds to a reference to a specific concept of some ontology. The second case holds a
number of possibilities that are worth investigating: If the predicate we wish to associate is
unary, the correct specification of the association allows us to resolve the ambiguity in the
translation discussed in the previous paragraph. In fact, if the predicate is interpretable as a
ClassAtom, the list of URIs must consist of only one element: the class reference. Otherwise,
the predicate implies a binary property, so the list of URIs must be composed in order of:
reference to the property, reference to the class of the first argument, reference to the class of the
second argument. Currently, the last two references are not used in the mapping and may
also be empty. The list contains more than one item, which is relevant to the distinction.

If the predicate to be mapped is binary, the list of URI must consist of a single element:
the reference to the corresponding IndividualPropertyAtom.

The choice of the list as the second argument in all predicate types—even when not
strictly necessary, as for binary predicates—is motivated, on the one hand by reasons of
coherence and code cleanliness, and on the other hand by the desire to facilitate subsequent
software evolutionary interventions. The flexibility of the list allows the easy insertion of
additional elements to better describe a predicate and its characteristics.
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5. Evaluation

The functioning of the software programme was verified on the model learned by
WoMan from the dataset Afternoon (shown in Listing 5). The model contains the log of
approximately 1000 process executions. It is characterised by a set of household activities
typically carried out in the afternoon, such as household chores, preparing a snack, or
enjoying a hot tea.

A thorough quantitative analysis would require much effort from human experts to
manually check all the many process cases generated by the compositions to determine
why they are not compliant with the original model and whether they make sense or not.
For this reason, we will leave evaluation experiments for future work and will focus on a
qualitative evaluation on a sample real-world domain in this study. Still, a few quantitative
metrics useful for assessing the effectiveness and efficiency performance of our approach
can be identified. For efficiency, we may compute the total runtime for a mapping and
the average runtime per translated transition. For effectiveness, we may count how many
new cases are generated by the SWRL compositions, how many of them do or do not
make sense, the compositions that cause them, and associated percentages. Our qualitative
evaluation will investigate the mapping process from two different perspectives: on the
one hand, we wish to judge its formal correctness and highlight any open problems; on the
other hand, we wish to exploit it in conjunction with the web services Composer described
in [42], to analyse the compositions produced, and to compare them with the model learned
from WoMan.

These two perspectives are studied in detail in Sections 5.1 and 5.2.

Listing 5. WoMan-learned model based on the Afternoon dataset. For simplicity, only the model
transitions are reported.

. . .
t r a n s i t i o n ( [ act_magazine , a c t _ r a d i o ] −[ stop ] , 2 3 ) .
t r a n s i t i o n ( [ ac t_ea t_snack ] −[ act_magazine ] , 2 4 ) .
t r a n s i t i o n ( [ act_eat_snack , act_magazine ] −[ stop ] , 2 6 ) .
t r a n s i t i o n ( [ a c t _ r a d i o ] −[ act_magazine ] , 2 7 ) .
t r a n s i t i o n ( [ act_prepare_snack ] −[ act_eat_snack , a c t _ r a d i o ] , 2 5 ) .
t r a n s i t i o n ( [ a c t _ t e a ] −[ a c t _ d r e s s ] , 2 2 ) .
t r a n s i t i o n ( [ a c t _ c o f f e e ] −[ a c t _ d r e s s ] , 1 5 ) .
t r a n s i t i o n ( [ a c t _ r e l a x ] −[ a c t _ t o i l e t ] , 1 4 ) .
t r a n s i t i o n ( [ a c t _ t o i l e t ] −[ act_prepare_snack ] , 1 6 ) .
t r a n s i t i o n ( [ a c t _ t e a ] −[ a c t _ t o i l e t ] , 1 7 ) .
t r a n s i t i o n ( [ ac t_out ] −[ stop ] , 1 ) .
t r a n s i t i o n ( [ a c t _ d r e s s ] −[ ac t_out ] , 2 ) .
t r a n s i t i o n ( [ a c t _ t o i l e t ] −[ a c t _ d r e s s ] , 3 ) .
t r a n s i t i o n ( [ a c t _ c o f f e e ] −[ a c t _ t o i l e t ] , 4 ) .
t r a n s i t i o n ( [ act_housekeeping ] −[ a c t _ r e l a x ] , 6 ) .
t r a n s i t i o n ( [ act_eat_snack , act_magazine , a c t _ r a d i o ] −[ stop ] , 8 ) .
t r a n s i t i o n ( [ act_prepare_snack ] −[ act_eat_snack , act_magazine , a c t _ r a d i o ] , 9 ) .
t r a n s i t i o n ( [ act_magazine ] −[ a c t _ r a d i o ] , 1 9 ) .
t r a n s i t i o n ( [ act_prepare_snack ] −[ act_eat_snack , act_magazine ] , 2 0 ) .
t r a n s i t i o n ( [ a c t _ t e a ] −[ act_prepare_snack ] , 1 0 ) .
t r a n s i t i o n ( [ a c t _ r e l a x ] −[ a c t _ t e a ] , 1 1 ) .
t r a n s i t i o n ( [ act_eat_snack , a c t _ r a d i o ] −[ stop ] , 1 8 ) .
t r a n s i t i o n ( [ act_magazine ] −[ ac t_ea t_snack ] , 2 8 ) .
t r a n s i t i o n ( [ act_prepare_snack ] −[ act_magazine , a c t _ r a d i o ] , 2 9 ) .
t r a n s i t i o n ( [ a c t _ c o f f e e ] −[ act_prepare_snack ] , 2 1 ) .
t r a n s i t i o n ( [ a c t _ r e l a x ] −[ a c t _ c o f f e e ] , 5 ) .
t r a n s i t i o n ( [ a c t _ t o i l e t ] −[ a c t _ r e l a x ] , 1 2 ) .
t r a n s i t i o n ( [ act_housekeeping ] −[ a c t _ t o i l e t ] , 1 3 ) .
t r a n s i t i o n ( [ s t a r t ] −[ act_housekeeping ] , 7 ) .
. . .
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5.1. Mapping Analysis

The Prolog program in charge of mapping accurately fulfils the requirements outlined
in the formal analysis phase of the problem. Moreover, performs its task quickly, with
infinitesimal execution times for 36 transitions and 64 preconditions.

However, the execution of a concrete WoMan model revealed some relevant problems
to be highlighted.

The first problem concerns the presence of duplicate rules: it is configured as the result
of the rule decomposition mechanism having multiple tasks in output. Take, for example,
the following two transitions extracted from the model:

• transition([act_prepare_snack]−[act_eat_snack,act_magazine,act_radio], 9)
• transition([act_prepare_snack]−[act_eat_snack,act_magazine], 20)

In this case, the decomposition of the first transition will produce the three rules below
(described with simplified notation):

• act_eat_snack ← act_prepare_snack
• act_magazine ← act_prepare_snack
• act_radio ← act_prepare_snack

and for the second transition, they will be generated:

• act_eat_snack ← act_prepare_snack
• act_magazine ← act_prepare_snack

It can be observed that the first two rules are repeated. While the deletion of duplicates
would increase the efficiency of the Composer—which would not have to repeat the same
computation for all duplicates—on the other hand, the direct association with the source
transitions would be lost. In the example, if the rules generated by the second transition
were deleted, a complete trace of them would be lost in the output file.

A second set of problems concerns the management of preconditions. The addition
of all types of preconditions in the body of a SWRL rule makes it more complicated to
distinguish which predicates belong to one precondition rather than another. One way
around this problem exploits the special concepts PreTask, PreTrans, PreTaskTrans: in fact, all
properties and concepts that follow PreTask, PreTrans and PreTaskTrans in the body of the
rule will correspond to the specification of a precondition related to the task, the transition,
or the task in the context of the transition, respectively. This workaround may not be suitable
in all circumstances, which is why it may be required to introduce some way to formally
associate the body with the precondition reference.

Such reflections could actually be extended to all variables, even those within unary
and binary predicates, whereby a different name does not necessarily correspond to an
inequality on the semantic level.

5.2. Analysis of the Compositions

As pointed out in the introduction, the world of web services has numerous similarities
with that of processes, in which an activity can be seen as a service and a process as a
sequence of services linked together to achieve a particular goal. Consequently, there is a
strong interest in studying the results of a composition algorithm devised for Web services,
but which is instead applied to the domain of Process Mining. The functioning of the
Composer [42] is conceptually simple: given a set of SWRL rules, for each of them it takes,
one at a time, the elements of the body and looks for all possible correspondences with
the heads of the other rules; when a correspondence is found, it considers the body of
the identified rule and the process repeats, considering all possible paths. Since the rules
produced by the mapping process can only have the tasks in the head, all properties and
concepts related to the preconditions are not taken into account by the Composer; this is the
reason why preconditions are not reported.

In Listing 6, we can examine the list of rules used for composing (the property hasTransf
is abbreviated as hT.
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Looking at the set of Prolog rules and considering the mechanism of operation of the
composer, potential loops that can be triggered between two or more rules were detected.
For example, taking the rules 27 and 19:

• 27) hT(act_radio, act_magazine), act_radio→ act_magazine
• 19) hT(act_magazine, act_radio), act_magazine→ act_radio

Listing 6. List of input rules to the Composer, obtained as a result of mapping. The line number is
the rule identifier of the related transition in the model learned from WoMan. SWRL atom variables
were omitted for readability.

23) act_magazine ∧ a c t _ r a d i o ∧ hT ( act_magazine , stop ) → stop
24) ac t_ea t_snack ∧ hT ( act_eat_snack , act_magazine ) → act_magazine
26) ac t_ea t_snack ∧ act_magazine ∧ hT ( act_eat_snack , stop ) → stop
27) a c t _ r a d i o ∧ hT ( act_radio , act_magazine ) → act_magazine
2 5 . 1 ) act_prepare_snack ∧ hT ( act_prepare_snack , ac t_ea t_snack ) → ac t_ea t_snack
2 5 . 2 ) act_prepare_snack ∧ hT ( act_prepare_snack , a c t _ r a d i o ) → a c t _ r a d i o
22) a c t _ t e a ∧ hT ( ac t_ tea , a c t _ d r e s s ) → a c t _ d r e s s
15) a c t _ c o f f e e ∧ hT ( a c t _ c o f f e e , a c t _ d r e s s ) → a c t _ d r e s s
14) a c t _ r e l a x ∧ hT ( a c t _ r e l a x , a c t _ t o i l e t ) → a c t _ t o i l e t
16) a c t _ t o i l e t ∧ hT ( a c t _ t o i l e t , act_prepare_snack ) → act_prepare_snack
17) a c t _ t e a ∧ hT ( ac t_ tea , a c t _ t o i l e t ) → a c t _ t o i l e t
1 ) ac t_out ∧ hT ( act_out , stop ) → stop
2) a c t _ d r e s s ∧ hT ( act_dress , ac t_out ) → ac t_out
3 ) a c t _ t o i l e t ∧ hT ( a c t _ t o i l e t , a c t _ d r e s s ) → a c t _ d r e s s
4 ) a c t _ c o f f e e ∧ hT ( a c t _ c o f f e e , a c t _ t o i l e t ) → a c t _ t o i l e t
6 ) act_housekeeping ∧ hT ( act_housekeeping , a c t _ r e l a x ) → a c t _ r e l a x
8) ac t_ea t_snack ∧ act_magazine ∧ a c t _ r a d i o ∧ hT ( act_eat_snack , stop ) → stop
9 . 1 ) act_prepare_snack ∧ hT ( act_prepare_snack , ac t_ea t_snack ) → ac t_ea t_snack
9 . 2 ) act_prepare_snack ∧ hT ( act_prepare_snack , act_magazine ) → act_magazine
9 . 3 ) act_prepare_snack ∧ hT ( act_prepare_snack , a c t _ r a d i o ) → a c t _ r a d i o
19) act_magazine ∧ hT ( act_magazine , a c t _ r a d i o ) → a c t _ r a d i o
2 0 . 1 ) act_prepare_snack ∧ hT ( act_prepare_snack , ac t_ea t_snack ) → ac t_ea t_snack
2 0 . 2 ) act_prepare_snack ∧ hT ( act_prepare_snack , act_magazine ) → act_magazine
10) a c t _ t e a ∧ hT ( ac t_ tea , act_prepare_snack ) → act_prepare_snack
11) a c t _ r e l a x ∧ hT ( a c t _ r e l a x , a c t _ t e a ) → a c t _ t e a
18) ac t_ea t_snack ∧ a c t _ r a d i o ∧ hT ( act_eat_snack , stop ) → stop
28) act_magazine ∧ hT ( act_magazine , ac t_ea t_snack ) → ac t_ea t_snack
2 9 . 1 ) act_prepare_snack ∧ hT ( act_prepare_snack , act_magazine ) → act_magazine
2 9 . 2 ) act_prepare_snack ∧ hT ( act_prepare_snack , a c t _ r a d i o ) → a c t _ r a d i o
21) a c t _ c o f f e e ∧ hT ( a c t _ c o f f e e , act_prepare_snack ) → act_prepare_snack
5) a c t _ r e l a x ∧ hT ( a c t _ r e l a x , a c t _ c o f f e e ) → a c t _ c o f f e e
12) a c t _ t o i l e t ∧ hT ( a c t _ t o i l e t , a c t _ r e l a x ) → a c t _ r e l a x
13) act_housekeeping ∧ hT ( act_housekeeping , a c t _ t o i l e t ) → a c t _ t o i l e t
7 ) s t a r t ∧ hT ( s t a r t , act_housekeeping ) → act_housekeeping

In this case, the Composer sets as a target act_magazine from rule 27 and picks up the
body of it (act_radio), finding a match with the head of rule 19. At this point, the body of rule
19 is considered and the algorithm looks for all rules that present the task act_magazine in its
own head. Rule 27 is then chosen once again, causing the the loop to restart indefinitely. The
composer tool already manages this issue, but to enhance performances, all problematic
Prolog rules are identified and removed from the input: therefore, rules 19, 28 and 12 are
not considered.

Beyond the evaluation of the compositions themselves, what is interesting to study
here is whether the aforementioned compositions can provide a novel process cases con-
cerning the model learned from WoMan, possibly contributing to its enrichment. To this
end, each composition that had Start as its origin and Stop as its termination was converted
into a process case (in the syntax described in Section 3.1) and added to a log. The log was
then fed to the conformance checking module of WoMan to detect divergent cases from the
model. WoMan provides different types of warnings that can arise from the comparison
between a pre-existing model and a new process case. All warnings are reported at the level



Electronics 2023, 12, 4767 21 of 26

of a single event, and there are three types from which it can be inferred whether the case
in question represents a sequence of activities never encountered before. In details:

• task: an unknown task was detected;
• transition: a new transition was discovered;
• history: the case differs from the history of processes already analysed.

A practical evaluation was run on an Quad-Core Intel Core i5 (2 GHz) processor
with 16 GB of RAM under macOS 10.15.7. Submission of the log generated from the
compositions resulted in 36 new process cases and, for all of them, the type of warning
reported was transition, with a total runtime for a mapping of 76 milliseconds resulting in a
2.11 milliseconds for transition. From the point of view of effectiveness, 90 new cases were
generated from the SWRL compositions: 36 were new cases (i.e., 40 per cent), and 31 out
of 36 (i.e., about l86 per cent) make sense considering that the cases were observed in the
afternoon but that this domain also includes the morning and evening, when they might
also occur.

After further analysis of the results, it was discovered that the compositions of two
well-defined rules were responsible for all the new cases, and specifically rules 24 and 27. In
the remainder of this section, these cases are explained and commented on. To aid readability,
we assume the existence of a single ontology o in which all concepts of interest are defined
(which would constitute the union of the two ontologies described in Section 4.3).

Listing 7 reports the possible SWRL compositions for rule 24, where the indentation is
in line with the rule containing the atom to which the line refers. All compositions have the
task Magazine as their goal. Thus, matches are sought for the EatSnack atom, identifying the
PrepareSnack→ EatSnack rule. The latter is repeated identically in 25.1, 9.1 and 20.1, but is
considered by Composer only once. At this point, one looks for a match with PrepareSnack
and finds it at rules 16, 10 and 21. Based on 16, one considers the task toilet that appears in
the head of rules 14, 13, 4 and 17. Starting with 14, the only possible path is in composition
with rule 6, ending with rule 7. With 13, we come directly to 7, since it is the only one in
which the task housekeeping figures as the head. The last two cases are led back to rule 6
in the same way, and consequently to rule 7. Going back to PrepareSnack, in the last two
scenarios (rules 10 and 21), we arrive at the Relax atom with rules 11 and 5, respectively,
ending with the binomial Start→ HouseKeeping.

Listing 7. SWRL compositions starting from Rule 24.

o : PrepareSnack ( ? prepare_snack ) ∧ o : hT ( ? prepare_snack , ? eat_snack ) → o : EatSnack ( ? eat_snack )
o : T o i l e t ( ? t o i l e t ) ∧ o : hT ( ? t o i l e t , ? prepare_snack ) → o : PrepareSnack ( ? prepare_snack )

o : Relax ( ? r e l a x ) ∧ o : hT ( ? re lax , ? t o i l e t ) → o : T o i l e t ( ? t o i l e t )
o : HouseKeeping ( ? housekeeping ) ∧ o : hT ( ? housekeeping , ? r e l a x ) → o : Relax ( ? r e l a x )

o : S t a r t ( ? s t a r t ) ∧ o : hT ( ? s t a r t , ? housekeeping ) → o : HouseKeeping ( ? housekeeping )
o : HouseKeeping ( ? housekeeping ) ∧ o : hT ( ? housekeeping , ? t o i l e t ) → o : T o i l e t ( ? t o i l e t )

o : S t a r t ( ? s t a r t ) ∧ o : hT ( ? s t a r t , ? housekeeping ) → o : HouseKeeping ( ? housekeeping )
o : Coffee ( ? c o f f e e ) ∧ o : hT ( ? cof fee , ? t o i l e t ) → o : T o i l e t ( ? t o i l e t )

o : Relax ( ? r e l a x ) ∧ o : hT ( ? re lax , ? c o f f e e ) → o : Coffee ( ? c o f f e e )
o : HouseKeeping ( ? housekeeping ) ∧ o : hT ( ? housekeeping , ? r e l a x ) → o : Relax ( ? r e l a x )

o : S t a r t ( ? s t a r t ) ∧ o : hT ( ? s t a r t , ? housekeeping ) → o : HouseKeeping ( ? housekeeping )
o : Tea ( ? tea ) ∧ o : hT ( ? tea , ? t o i l e t ) → o : T o i l e t ( ? t o i l e t )

o : Relax ( ? r e l a x ) ∧ o : hT ( ? re lax , ? tea ) → o : Tea ( ? tea )
o : HouseKeeping ( ? housekeeping ) ∧ o : hT ( ? housekeeping , ? r e l a x ) → o : Relax ( ? r e l a x )

o : S t a r t ( ? s t a r t ) ∧ o : hT ( ? s t a r t , ? housekeeping ) → o : HouseKeeping ( ? housekeeping )
o : Tea ( ? tea ) ∧ o : hT ( ? tea , ? prepare_snack ) → o : PrepareSnack ( ? prepare_snack )

o : Relax ( ? r e l a x ) ∧ o : hT ( ? re lax , ? tea ) → o : Tea ( ? tea )
o : HouseKeeping ( ? housekeeping ) ∧ o : hT ( ? housekeeping , ? r e l a x ) → o : Relax ( ? r e l a x )

o : S t a r t ( ? s t a r t ) ∧ o : hT ( ? s t a r t , ? housekeeping ) → o : HouseKeeping ( ? housekeeping )
o : Coffee ( ? c o f f e e ) ∧ o : hT ( ? cof fee , ? prepare_snack ) → o : PrepareSnack ( ? prepare_snack )

o : Relax ( ? r e l a x ) ∧ o : hT ( ? re lax , ? c o f f e e ) → o : Coffee ( ? c o f f e e )
o : HouseKeeping ( ? housekeeping ) ∧ o : hT ( ? housekeeping , ? r e l a x ) → o : Relax ( ? r e l a x )

o : S t a r t ( ? s t a r t ) ∧ o : hT ( ? s t a r t , ? housekeeping ) → o : HouseKeeping ( ? housekeeping )

For all reported compositions, the task from which the case stood out from the model
was precisely the goal Magazine. Since the sequence up to the task EatSnack—in any
reported combination—turned out to be consistent with the model and it seems plausible
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to engage in reading a newspaper immediately after eating a snack, it must be inferred that
the compositions up to goal Magazine are also entirely plausible. As a further confirmation,
it is pointed out that there were no previously performed activities that may conflict with
Magazine, nor was the reading of the newspaper previously performed (it remains possible,
however, that a newspaper may be read at two different times in the afternoon or that the
object of reading is a different newspaper from time to time).

In rule 27, whose SWRL compositions are reported in Listing 8, the goal Magazine
leads immediately to the atom Radio that appears as the head in the PrepareSnack rule.
Radio is repeated in the input three times (rules 9.3, 25.2, 29.2) but considered only once.
The atom PrepareSnack finally generates the paths already seen in the previous cases.

Again, the novelty here is the placement of the goal Magazine in the sequence of
activities, while the coherence of the flow is preserved. In fact, reading the newspaper
immediately after listening to the radio could be motivated by a desire to learn more about
a news item heard on some radio station. In any case, even if the two activities were
completely disconnected, the sequence would remain plausible. The only anomaly from
the case above is that the action PrepareSnack is not followed by EatSnack, but there is
nothing to prevent the snack from being prepared for someone else, such as by a parent for
a child.

Listing 8. SWRL compositions starting from Rule 27.

o : PrepareSnack ( ? prepare_snack ) ∧ o : hT ( ? prepare_snack , ? radio ) → o : Radio ( ? radio )
o : T o i l e t ( ? t o i l e t ) ∧ o : hT ( ? t o i l e t , ? prepare_snack ) → o : PrepareSnack ( ? prepare_snack )

o : Relax ( ? r e l a x ) ∧ o : hT ( ? re lax , ? t o i l e t ) → o : T o i l e t ( ? t o i l e t )
o : HouseKeeping ( ? housekeeping ) ∧ o : hT ( ? housekeeping , ? r e l a x ) → o : Relax ( ? r e l a x )

o : S t a r t ( ? s t a r t ) ∧ o : hT ( ? s t a r t , ? housekeeping ) → o : HouseKeeping ( ? housekeeping )
o : HouseKeeping ( ? housekeeping ) ∧ o : hT ( ? housekeeping , ? t o i l e t ) → o : T o i l e t ( ? t o i l e t )

o : S t a r t ( ? s t a r t ) ∧ o : hT ( ? s t a r t , ? housekeeping ) → o : HouseKeeping ( ? housekeeping )
o : Coffee ( ? c o f f e e ) ∧ o : hT ( ? cof fee , ? t o i l e t ) → o : T o i l e t ( ? t o i l e t )

o : Relax ( ? r e l a x ) ∧ o : hT ( ? re lax , ? c o f f e e ) → o : Coffee ( ? c o f f e e )
o : HouseKeeping ( ? housekeeping ) ∧ o : hT ( ? housekeeping , ? r e l a x ) → o : Relax ( ? r e l a x )

o : S t a r t ( ? s t a r t ) ∧ o : hT ( ? s t a r t , ? housekeeping ) → o : HouseKeeping ( ? housekeeping )
o : Tea ( ? tea ) ∧ o : hT ( ? tea , ? t o i l e t ) → o : T o i l e t ( ? t o i l e t )

o : Relax ( ? r e l a x ) ∧ o : hT ( ? re lax , ? tea ) → o : Tea ( ? tea )
o : HouseKeeping ( ? housekeeping ) ∧ o : hT ( ? housekeeping , ? r e l a x ) → o : Relax ( ? r e l a x )

o : S t a r t ( ? s t a r t ) ∧ o : hT ( ? s t a r t , ? housekeeping ) → o : HouseKeeping ( ? housekeeping )
o : Tea ( ? tea ) ∧ o : hT ( ? tea , ? prepare_snack ) → o : PrepareSnack ( ? prepare_snack )

o : Relax ( ? r e l a x ) ∧ o : hT ( ? re lax , ? tea ) → o : Tea ( ? tea )
o : HouseKeeping ( ? housekeeping ) ∧ o : hT ( ? housekeeping , ? r e l a x ) → o : Relax ( ? r e l a x )

o : S t a r t ( ? s t a r t ) ∧ o : hT ( ? s t a r t , ? housekeeping ) → o : HouseKeeping ( ? housekeeping )
o : Coffee ( ? c o f f e e ) ∧ o : hT ( ? cof fee , ? prepare_snack ) → o : PrepareSnack ( ? prepare_snack )

o : Relax ( ? r e l a x ) ∧ o : hT ( ? re lax , ? c o f f e e ) → o : Coffee ( ? c o f f e e )
o : HouseKeeping ( ? housekeeping ) ∧ o : hT ( ? housekeeping , ? r e l a x ) → o : Relax ( ? r e l a x )

o : S t a r t ( ? s t a r t ) ∧ o : hT ( ? s t a r t , ? housekeeping ) → o : HouseKeeping ( ? housekeeping )

Analysing the Rules that have the consequent Stop as their goal (i.e., 23, 26, 1, 8, and
18), we observe that they reuse the already obtained compositions except for rule 1 which
does not compose with any other rule.

In particular, for rule 23, for each possible composition, the tasks from which the
case was distinguished from the model are Magazine and EatSnack within the body of
the starting rule. Similarly, for rule 26, the tasks from which the case was distinguished
from the model are Magazine and Radio, whereas in rule 8, we have three atoms: EatSnack,
Magazine and Radio. Finally, rule 18 has, in the body, the conjunction of EatSnack and Radio.
It can easily recognise that for these rules, all the sub-compositions seen for rules 24 and 27
are re-applicable; in particular, paths departing from Magazine are the only ones of interest
for analysis.

For all other conforming compositions, the genesis is briefly commented on based on
the list of rules reported in Listing 6.

According to rule 7, the goal housekeeping is set and the algorithm proceeds to examine
the body, namely the task Start. Since it represents the start signal of a process, it can never
appear in the head of a rule; therefore, no compositions are expected.
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In all three cases in which the goal is PrepareSnack, the compositions are those already
covered by most of the rules seen above.

Take the objectives dress of rule 3 and PrepareSnack of rule 16; the task toilet that appears
in the head of rules 14, 13, 4 and 17 is considered the next objective. From 14, the only
possible path is in composition with rule 6, ending in rule 7. From 13, we come directly to
7, since it is the only one in which the task housekeeping appears as the head. The last two
cases lead back in the same way to rule 6 and, consequently, to rule 7.

Rules 22, 17 and 10, though they have different goals, have the same body (only the
Tea atom), and thus share the same set of compositions. Since the atom Tea appears as a
head only in Rule 11, it represents the only possible composition path.

As in the previous case, rules 4, 15 and 21 have the same atom Coffee in their bodies.
Again, the atom appears as a head in only one rule: rule 5.

The goal Out recalls Dress atom in rule 2. Dress appears as a head in rules 3, 22 and 15
from which, again, known paths depart.

As can be seen, rules 14, 6, 13, 5 and 11 do not generate interesting compositions,
but ones with very limited depth. As can be inferred by looking at the results, all the
compositions presented appear correct and consistent with the starting model. Furthermore,
the new process cases identified from the compositions appear plausible and represent
excellent candidates for extending the WoMan model.

Finally, a note of credit goes to the Composer software version 2.1, which, thanks to
optimised handling of duplicate rules, makes it possible to maintain a 1:1 mapping with
the relevant WoMan model, without decreasing efficiency.

6. Conclusions and Outlook

The relationship between Process Mining and Semantic Web represents a field of
research that has only been partially explored. This paper contributes to the direction of
possible combinations between the Prolog and SWRL languages, but there are numerous
aspects to be further investigated and possible future developments to consider.

A first extension concerns the enrichment of SWRL rules by including WoMan post-
conditions. At the current state, only tasks, transitions and preconditions are considered
for transformation. In addition, there exist in WoMan some predefined predicates—such
as next or after—in which there is an implicit order relation between the arguments, the
semantics of which could be made explicit in SWRL through the use of the built-in.

Another aspect that would deserve further investigation concerns the possibility of
mapping involving multiple WoMan models. The resulting set of rules could be given as
input to the Composer, under the probable assumption that completely new activity plans
unknown to the models taken individually would be generated.

Furthermore, there are two aspects related to the single research areas to be tackled:
from the WoMan-side in relation to the fact that rarer process components could be elim-
inated in favour of using only those that are more recurrent and thus presumably more
stable; from OWL-S-side, the management of the knowledge base to ensure that the rules
are SWRL DL-safe since, if two services consume the same last resource in the knowledge
base at the same time, one of them will be invalid (information that may not be updated
during the composition phase). Having investigated these aspects, a valid indication of the
robustness of the proposed method can be obtained.

Finally, the need to manually write associations between Prolog predicates and OWL
ontologies opens the way for ambitious conjectures in which the same operations are
performed automatically or semi-automatically. This would require both the ability to
handle and index large amounts of remote ontologies, but more importantly, to exploit
complex natural language processing algorithms to detect, or at least suggest, potential
correct associations. This perspective, although beyond the scope of this paper, would
represent a remarkable breakthrough, which is able to intersect and merge, under a common
goal, several areas of Computer Science research.
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The following abbreviations are used in this manuscript:

FOL First-Order Logic.
ILP Inductive Logic Programming.
BPM Business process management.
WFM Workflow Management.
PAIS Process-aware information systems.
BPMN Business Process Management Notation.
WSDL Web Service Description Language.
URI Uniform Resource Location.
XML eXtensible Markup Language.
RDF Resource Description Framework.
OWL Web Ontology Language.
OWL-S OWL for services.
SWRL Semantic Web Rule Language.
WoMan Workflow Manager.
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