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Abstract: Medical data are an intangible asset and an important resource for the entire society.
The mining and application of medical data can generate enormous value. Currently, medical
data management is mostly centralized and heavily relies on central servers, which are prone to
malfunctions or malicious attacks, making it difficult to form a consensus among multiple parties
and achieve secure sharing. Blockchain technology offers a solution to enhance medical data security.
However, in medical data security sharing schemes based on blockchain, the widely adopted Practical
Byzantine Fault-Tolerant (PBFT) algorithm encounters challenges, including intricate communication,
limited scalability, and the inability to dynamically add or remove nodes. These issues make it
challenging to address practical requirements effectively. In this paper, we implement an efficient
and scalable consensus algorithm based on the PBFT consensus algorithm, referred to as Me-PBFT,
which is more suitable for the field of medical data security. First, we design a reputation evaluation
model to select more trusted nodes to participate in the system consensus, which is implemented
based on a sigmoid function with adjustable difficulty. Second, we implement the division of node
roles to construct a dual consensus layer structure. Finally, we design a node dynamic join and
exit mechanism on the overall framework of the algorithm. Analysis shows that compared to PBFT
and RAFT, ME-PBFT can reduce communication complexity, improve fault tolerance, and have
good scalability. It can meet the need for consensus and secure sharing of medical data among
multiple parties.

Keywords: blockchain; consensus algorithm; PBFT; medical

1. Introduction

The Bitcoin System [1], as described by Satoshi Nakamoto in 2008, utilizes blockchain
as its foundational technology. Blockchain is a distributed database system that is de-
centralized, cannot be tampered with, and allows for traceability [2]. Blockchain tech-
nology integrates a variety of computer technologies, such as P2P network protocol [3],
blockchain structure, consensus algorithm, asymmetric encryption [4], smart contracts [5],
etc. Blockchain technology bridges secure communication between parties that cannot be
trusted with each other. In terms of blockchain deployment, it can be categorized into two
types: public chain and permissioned chain. The permissioned chain further consists of
a consortium chain and a private chain [6,7]. The public chain is the most decentralized
and has no special restrictions on the operation of nodes accessing the network, such
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as Bitcoin [1], Ethereum [8], etc. The consortium blockchain will authenticate the nodes
participating in the network, and only the nodes that meet the requirements can access
the network, such as Hyperledger [9]. The consortium blockchain can be regarded as a
multicenter system, while the private blockchain is controlled by a node. Due to these
transparent, reliable, and secure characteristics, blockchain technology can provide new
solutions for medical data security [10].

The consensus algorithm serves as the fundamental mechanism of the blockchain
system. The consensus algorithm is utilized to guarantee the uniformity of data across
every node within the blockchain, promote the consensus of medical data among medical
institutions, and promote the secure sharing of data [11,12]. Currently, numerous consensus
algorithms exist, including RAFT [13], Proof-of-Work (PoW) [1], Proof-of-Stake (PoS) [14],
Delegated Proof-of-Stake (DPoS) [15], and Practical Byzantine Fault Tolerance (PBFT) [16],
among others. RAFT is primarily employed in private blockchain networks. It does
not take into account the presence of malicious nodes within the system, thus it fails to
address the issue of byzantine fault tolerance. The PoW consensus algorithm has strong
stability, high security, and strong fault tolerance, but nodes compete for the master node
through computing resources, resulting in a large amount of power consumption. The PoS
consensus algorithm uses the coin age to compete, which reduces the waste of resources,
but may cause the problem of decentralization reduction due to the coin age concentration.
The DPoS consensus algorithm elects representative nodes to participate in data packaging,
which reduces the confirmation time and improves the consensus efficiency. However,
DPoS still has the risk of centralization, and DPoS introduces 21 super nodes, which
increases the starting cost of the medical data management system. The PBFT consensus
algorithm does not need resource competition, does not have an equity mortgage, has a
large data processing capacity, and has a low starting cost. It only needs more than four
nodes to start, which is more suitable as the consensus algorithm of a medical data security
system. However, the PBFT algorithm also has many shortcomings. (1) When the number
of nodes increases, the number of messages passing through the PBFT algorithm increases
dramatically, reducing the efficiency of system consensus. (2) The primary node is selected
randomly. If the primary node selected continuously is malicious, it will greatly affect the
security of the system. (3) It cannot join or exit nodes dynamically.

The emergence of blockchain technology has opened up possibilities for the secure
sharing of medical data, offering a means to prevent privacy breaches and data tampering.
In existing blockchain systems designed for securing medical data, Azaria et al. [17] im-
plemented the MedRec platform using the Ethereum blockchain. MedRec utilized PoW as
its consensus algorithm, requiring token incentives and resulting in a wasteful consump-
tion of computational resources. Teng-Fei et al. [18] proposed the Medical Data Sharing
Mechanism (MDSM), combining Medical Institution Federation Servers (MIFS) and Audit
Federation Servers (AFS). MDSM adopted an improved DPOS consensus mechanism,
necessitating a committee of at least 21 nodes for the audit federation server group, thereby
raising the system’s initial costs. ModelChain [19] integrated online machine learning
with blockchain to protect medical data and implement predictive modeling. ModelChain
utilized the Proof-of-Information (POI) algorithm as its consensus mechanism, combin-
ing machine learning with Proof-of-Work, requiring substantial computational support.
Qu [20] employed a practical Byzantine fault-tolerant algorithm to construct a consortium
medical blockchain with lower initiation costs and reduced computational consumption.
However, it did not optimize the performance of the Practical Byzantine Fault Tolerance
(PBFT) algorithm, making it challenging to meet the demands of large-scale dynamic
sharing of medical data. Designing an efficient, reliable, and well-matched consensus
algorithm to facilitate the secure sharing of medical data among multiple parties is a critical
research focus.

This paper introduces a new optimized Byzantine Fault Tolerance consensus algorithm
that is more suitable for the medical field, with higher efficiency and better scalability,
referred to as ME-PBFT. The key contributions of this paper are as follows:
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• We propose a reputation evaluation model that incorporates a sigmoid function to
determine the reputation value of nodes. This approach allows us to adjust the diffi-
culty level, thereby reducing the number of consensus nodes involved and enhancing
consensus efficiency.

• We propose the double-consensus layer structure of the ME-PBFT algorithm, namely,
the large consensus layer and the small consensus layer, and introduce the construction
process of the consensus layer and the selection method of the primary node.

• Based on the ME-PBFT framework, we design the dynamic node joining and exiting
mechanism to improve the efficiency of node joining and exiting and the flexibility
and scalability of the system.

The rest of this paper is structured as follows: In Section 2, we present the related work.
Section 3 provides an overview of ME-PBFT. Section 4 outlines the system framework of ME-
PBFT. Section 5 explains the construction process, consensus process, and the mechanism
for node dynamic joining and exiting in ME-PBFT. Section 6 presents an analysis and
comparison. Finally, Section 7 concludes the paper.

2. Related Work

In blockchain consensus algorithms, two widely applied categories are Proof-of-X
(POX) and Byzantine Fault Tolerance (BFT) [21] algorithms.

POX algorithms typically involve reaching a consensus based on the competition for
certain resources. PoW achieves a consensus through computational competition, ensuring
the security of the Bitcoin system. However, the intense computational competition in PoW
results in a significant consumption of electrical resources. Ateniese et al. [22] introduced
Proof-of-Space (PoSpace), which utilizes storage space as a competitive resource. The larger
the data occupying the space, the higher the probability of obtaining the right to record
transactions. Ball et al. [23] proposed Proof-of-Useful Work (PoUW), which leverages the
hashrate in PoW to solve meaningful problems. To solve the problem of waste of power
resources in PoW, PoS uses coin age as equity instead of computing power competition,
which to some extent solves the problem of power resource consumption, but also faces
the risk of reduced decentralization. DPoS is an extension of PoS that introduces 21 super
nodes, enhancing the scalability of PoS while reducing decentralization.

The BFT consensus algorithm is one of the important solutions for consensus mecha-
nisms in medical data security systems based on blockchain. In 1982, Leslie Lamport, Robert
Shostak, and Marshall Pease formally introduced the Byzantine General problem [24] and
gave solutions based on verbal messages and signed messages, which pioneered the re-
search of BFT algorithms. In 1999, Castro and Liskov introduced the Practical Byzantine
Fault-Tolerant algorithm, commonly known as PBFT. PBFT significantly lowers the com-
plexity of the Byzantine protocol, shifting it from an exponential level to a polynomial
one. This advancement enhances the practicality and feasibility of implementing Byzantine
Fault-Tolerant algorithms in engineering applications. However, the PBFT algorithm still
faces the problems of poor dynamics, poor scalability, and high communication complexity,
which restrict the application of PBFT in practice. As a result, several researchers have
introduced numerous enhancements and advancements to the BFT algorithm.

In terms of innovation in the consensus method of the BFT consensus algorithm, [25]
proposed Zyzzyva to reduce communication complexity by adopting the main request and
the client’s immediate response. Miller et al. [26] proposed HoneyBadgerBFT, which was
mainly used to solve the problem of reaching a consensus in an asynchronous network. Its
process involves atomic broadcast and asynchronous common subsets, resulting in a high
degree of communication complexity. Biryukov et al. [27] proposed a reputation model to
select consensus groups according to the results of consensus rounds. Ref. [28] proposed
Egalitarian Practical Byzantine Fault Tolerance (ePBFT), improved the selection strategy
of a primary node in PBFT, optimized the consensus process of blockchain, improved
the efficiency of data verification, and accelerated the consensus process. In the work
by Gao et al. [29], they introduced T-PBFT, which employs a feature trust model for the
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purpose of selecting high-caliber nodes within the network to establish consensus groups.
This approach effectively trims down the count of consensus nodes and mitigates communi-
cation complexity. DBFT, as described in [30], introduces a dual-response mechanism and a
self-conflict checking mechanism, effectively addressing issues associated with view change.
Meanwhile, Wang et al. proposed vBFT [31], which employs a voting-based approach to
categorize network nodes into three groups. This method enhances decentralization to a
certain degree, and it offers the advantage of not requiring system restarts when the number
of nodes changes, thus conserving system resources. Additionally, Li et al. [32] devised
a hierarchical structure to enhance scalability and consensus efficiency. Zhan et al. [33]
introduced the DRBFT consensus protocol, which is a Byzantine fault-tolerant protocol
that utilizes a commissioned randomization approach. They also developed an RS random
selection algorithm in conjunction with a voting mechanism. This algorithm helps to
decrease the number of nodes involved in the consensus process, thereby enhancing the
efficiency and reliability of the overall consensus program.

In terms of innovation in combination with specific application scenarios regarding
the BFT consensus algorithm, Lao et al. [34] proposed G-PBFT, which is mainly aimed
at the blockchain for the Internet of Things. It is a scalable consensus protocol based on
location, reducing network overhead and improving consensus efficiency and scalability.
Xu et al. [35] proposed SG-PBFT, suitable for the Internet of Vehicles, which used a score
grouping mechanism to improve consensus efficiency. In reference [36], a consensus
algorithm known as sc-PBFT (node-state-checkable Practical Byzantine Fault Tolerance)
was introduced. This algorithm safeguards against the infiltration of Byzantine nodes into
the alliance chain system by continually monitoring node statuses. Any malicious nodes
detected are appropriately flagged and isolated within a designated area. Ref. [37] proposed
a consensus algorithm combining PoS and PBFT in the Internet of Things environment,
combined the initial equity and voting mechanism, and analyzed the impact of the number
of nodes with different voting behaviors on the consensus probability.

It can be seen that the purpose of researchers is to design an efficient, scalable, and
secure consensus mechanism.

3. Preliminaries

In this section, we will offer a summary of the core elements of our algorithm optimiza-
tion, with a primary focus on PBFT and the reputation evaluation model that incorporates
adjustable difficulty based on the sigmoid function.

3.1. Overview of PBFT

PBFT is a state machine replication algorithm that addresses the Byzantine general
problem by ensuring consistency among nodes in the presence of malicious nodes. It
divides all nodes into two categories: a primary node and multiple replica nodes, both
of which participate in the consensus process. The primary node receives client requests
and initiates voting. The replica node is responsible for verifying voting information and
participating in the specific voting process, promoting a consensus among all nodes.

In PBFT, the primary node selection formula is as follows:

P = vmodN (1)

P is the number of the primary node, v is the number of the view, and N is the total
number of nodes.

The selection of the primary node in PBFT is based on a random selection method,
resulting in an equal probability for each node to be elected as the primary node. This means
that even Byzantine nodes have a chance to become primary nodes. When a Byzantine
node becomes the primary node, the view-switching protocol is activated to choose a
new primary node. This leads to a slower consensus process and adds complexity to
the algorithm.
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The consensus process of PBFT consists of five stages, which are request, pre-prepare,
prepare, commit, and reply, as depicted in Figure 1. For more details, see [16].
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(1) In the request phase, the client node transmits a request message to the primary node.
(2) In the pre-prepare phase, the primary node examines and handles the message

upon receiving it, and subsequently disseminates a pre-prepare message to the replica
nodes. Each replica node receives and validates the message. Upon successful validation,
the replica node acknowledges the request and proceeds to the prepare phase.

(3) In the preparation phase, replica nodes exchange and receive prepared messages
from other different replica nodes. The prepare phase concludes when each replica node
has received 2f + 1 valid prepared messages from distinct replica nodes, where f represents
the number of Byzantine nodes in the system.

(4) In the commit phase, each node transmits a commit message to the other replica
nodes for verification. When each node has received 2f + 1 commit messages that are
consistent with the prepared messages, the commit phase is achieved.

(5) In the reply phase, each node sends reply messages to the client node. Upon
receiving f + 1 reply messages from distinct nodes, the request is successfully executed,
and a consensus is achieved.

3.2. The Reputation Evaluation Model with Adjustable Difficulty Based on the Sigmoid Function

A node’s reputation directly mirrors its behavioral inclination. Nodes with good
reputations tend to exhibit honest behavior, whereas nodes with poor reputations are more
inclined to engage in Byzantine behavior. Therefore, we propose a reputation evaluation
model to evaluate node reputation and select nodes with higher reputations to participate
in the consensus process. In the model, reputation is reflected by the degree of participation
of a node in the system. If a node actively participates in transactions with other nodes, it
indicates that the node has a high reputation and other nodes are more willing to conduct
transactions with it; otherwise, it indicates that the node has a poor reputation. We divide
the transaction between nodes into two types, one is a direct transaction and the other
is an indirect transaction, which is reflected in the degree of direct participation and the
degree of indirect participation in the reputation evaluation model: (1) the degree of
direct participation (DP): evaluation is carried out among nodes of direct transaction.
(2) the degree of indirect participation (IP): It is evaluated between nodes without direct
transactions and is related to DP. Therefore, the global degree of participation of node
i can be expressed as Ti = DPi + IPi. The specific calculation process of the degree of
participation is shown in Section 5.

The sigmoid function [38] is an S-type function, which has a good threshold value and
can more conveniently screen nodes with higher reputation values. The Sigmoid function
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can suppress the good and bad extremes and ensure the stability of system nodes. The
formula of the sigmoid function adopted in this paper is:

f (x) =
1

1 + e−b(x−a)
(2)

The function when a = 0 is shown in Figure 2. By adjusting parameter b of the sigmoid
function, we can change the difficulty of reputation evaluation and better control the
quantity and quality of nodes participating in consensus. Parameter a can control the
function center point, f (a) = 0.5. Let the node’s initial reputation value R′ = a.
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Finally, according to the global degree of participation and initial reputation value of
the node, the reputation value of the node can be obtained by using the Sigmoid function.
The reputation value of the node i is expressed as:

Ri = sigmoid(R′ + Ti) (3)

4. System Overview

Due to its anonymity, non-tampering, traceability, and other characteristics, blockchain
provides a new solution for information security storage and security sharing, especially
for medical data that involve more privacy. Medical data themselves have great value.
Making full use of medical data can provide better medical services for patients. However,
medical data involve a lot of personal privacy and cannot be stored and shared at will.
Blockchain provides a solution for information security. However, it also faces the attack
of Byzantine nodes. Reducing the presence of Byzantine nodes and improving consensus
speed is a crucial area of research in blockchain technology. To address this, we introduce
a novel consensus algorithm called ME-PBFT, which is based on the Practical Byzantine
Fault Tolerance (PBFT) algorithm. The overall framework of our proposed algorithm is
depicted in Figure 3.

As evident from Figure 3, our scheme is mainly divided into three parts: reputation
evaluation model, consensus layer construction, and consensus process. Firstly, we in-
troduce a reputation evaluation model based on the Sigmoid function to quantify node
reputation value through the degree of participation. Then, different identities of nodes are
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determined according to the reputation value of nodes, and different consensus layers are
constructed from nodes with different identities. The structure of the consensus layer is
shown in Figure 4. After the construction of the consensus layer structure, the consensus
process begins.
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We divided the consensus structure into two layers. There are two distinct consensus
layers: the large consensus layer and the small consensus layer. The large consensus
layer comprises each organization node, while the small consensus layer consists of the
organization node and its associated member nodes. The two-layer consensus structure
reduces the process of member node consensus among institutions, reduces the number of
message propagations during the consensus process, and reduces algorithm complexity.

Our scheme defines four types of nodes, which are the primary node, organization
node, consensus member node, and ordinary member node. A brief description of each
node follows, and details are described in Section 5.
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1. Primary node: The selection of the primary node is a random process carried out
within the primary node group, which consists of organization nodes. The primary
node is tasked with receiving client requests and initiating voting procedures.

2. Organization node: The organization node is formed by consensus member nodes
that actively engage in the large consensus layer’s consensus process, serving as the
primary node group. Within the small consensus layer, the organization node assumes
the role of the primary node.

3. Consensus member node: Member nodes with high reputation value participate in
the small consensus.

4. Ordinary member node: Ordinary member nodes do not participate in the consensus.

In PBFT, all nodes participate in the consensus process. However, in our ME-PBFT
scheme, the consensus process primarily involves the primary node, organization node,
and consensus member node. By reducing the number of participating nodes, we are able
to speed up the consensus process and simplify the algorithm. Moreover, these nodes are
selected based on their high reputation value according to our reputation evaluation model,
which helps in reducing the count of Byzantine nodes participating in the consensus and
enhances the system’s resilience. We have also improved the selection of primary nodes by
having them randomly generated by the primary node group. If a primary node exhibits
Byzantine behavior, the next node in the primary node group takes over as the primary
node instead of triggering the view-switching protocol. This optimization helps in reducing
the additional overhead caused by the view-switching protocol.

5. The Process of ME-PBFT

In this chapter, we mainly introduce the working process of ME-PBFT, including node
reputation evaluation and consensus layer construction, the consensus process, and node
dynamic entry and exit.

5.1. Node Reputation Evaluation and Consensus Layer Construction

In this part, we first evaluate the reputation of nodes, and then determine the identity
of nodes according to the evaluation results so as to build the consensus layer.

5.1.1. Node Reputation Evaluation

Let us assume there are n nodes in this blockchain network. At the beginning of
reputation evaluation, let R′ = a, Ti = 0 for each node. Then, the reputation value
Ri = sigmoid(R′ + Ti) = 0.5. Thus, regardless of the specific difficulty parameter b, when
the reputation evaluation commences, each node’s reputation value is positioned at the
midpoint of the reputation value range.

Algorithm 1 divides nodes based on whether there are direct transactions between
nodes in ME-PBFT, in order to calculate the degree of direct and indirect participation
of nodes in the next step. For a nodei, those that have direct transactions with nodei are
divided into the direct transaction node set TxSetsi of nodei; otherwise, they are divided
into the non-direct transaction node set NonTxSetsi.

Algorithm 1: Divide nodes

Input: nodei, all nodes
Output: TxSetsi, NonTxSetsi
1 TxSetsi ← Ø, NonTxSetsi ← Ø;
2 for nodej ∈ all nodes do
3 if nodej transactions with nodei then
4 TxSetsi ← nodej;
5 else
6 NonTxSetsi ← nodej;
7 end
8 end
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Algorithm 2 describes the calculation process of the degree of direct participation,
measuring the performance of nodes directly engaging in transactions in the algorithm.
For nodei, if the direct transaction node set TxSetsi is not an empty set, we inquire about
the count of successful transactions and unsuccessful transactions between the entities
nodei and nodej. The degree of mutual direct participation DPij between nodei and nodej is
calculated according to the query results. Finally, the degree of direct participation DPi of
nodei is equal to the sum of all the degrees of mutual direct participation of nodei.

Algorithm 2: Calculate direct participation

Input: nodei,TxSetsi
Output: DPi
1 DPi ← 0, DPij ← 0;
2 if TxSetsi = Ø then
3 DPi = 0
4 else
5 for nodej ∈ TxSetsi do
6 DPij = success(i, j)− f ail(i, j);
7 end
8 end
9 DPi = ∑

x
DPix

Algorithm 3 describes the degree of the indirect participation calculation process,
measuring the performance of nodes in indirect transactions in the algorithm. When
calculating the degree of indirect participation, we mainly consider nodes whose transaction
path with nodei is 2. Nodes with transaction paths greater than 2 are considered to have
less impact on nodei′s reputation evaluation. First, the indirect participation IPi is equal
to zero if the direct transaction node set of nodei is an empty set. If the direct transaction
node set of nodei is not an empty set, we find whether there exists an intermediate node
that belongs to both the direct transaction node set of nodei and the direct transaction node
set of nodej. If it exists, the degree of mutual indirect participation IPij = 1/n, and n is the
total number of nodes. Finally, for nodei, the degree of indirect participation IPi is equal to
the sum of all the degrees of mutual indirect participation of nodei.

Algorithm 3: Calculate indirect participation

Input: nodei,TxSetsi,NonTxSetsi
Output: IPi
1 IPi ← 0;
2 if TxSetsi = Ø then
3 IPi = 0
4 else
5 for nodej ∈ NonTxSetsi do
6 if nodek ∈ TxSetsi&nodek ∈ TxSetsj then
7 IPij = 1/n
8 else
9 Compute IPij iteratively;
10 end
11 end
12 end
13 IPi = ∑

x
IPix

Algorithm 4 describes the calculation method of the global reputation value, which
measures the reputation level of nodes in the algorithm, in order to select higher quality
nodes in the next step. Firstly, the degree of global participation Ti of nodei is calculated
according to its degree of direct and indirect participation. Then, the global reputation
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value Ri can be obtained by obtaining the sigmoid function of nodei
′s initial reputation

value R′ and the degree of global participation Ti.

Algorithm 4: Calc reputation value

1 Input: nodei, all nodes
2 Output: Ri
3 Ri ← 0;
4 for nodei ∈ all nodes do
5 Ti = DPi + IPi;
6 Ri = sigmoid(R′ + Ti);
7 end

5.1.2. Construction of Consensus Layer

There are two consensus layers in our algorithm, namely the small consensus layer
and the large consensus layer. The small consensus layer is mainly composed of consensus
member nodes, while the large consensus layer is mainly composed of organization nodes
and the primary node. The construction process of the consensus layer is mainly to
determine the identity of nodes according to reputation value. Firstly, we use Algorithm 5
to divide nodes belonging to the same institution into the same node set, in order to meet
the distribution characteristics of actual medical data and accelerate the consensus speed
of the ME-PBFT algorithm. If nodei belongs to k institution, put nodei into the node set
InstNodesk.

Algorithm 5: Divide instituion

1 Input: nodei, all nodes
2 Output: InstNodesk
3 InstNodesk ← Ø;
4 for nodei ∈ all nodes do
5 if nodei ∈ InstNodesk then
6 InstNodesk ← nodei;
7 end
8 end

We describe the determination of consensus member nodes and organization nodes in
Algorithm 6 and Algorithm 7, respectively. Algorithm 6 describes the process of determin-
ing consensus member nodes, reducing the number of nodes participating in the consensus
and ensuring that high-reputation nodes participate in the consensus. At the same time,
the small consensus layer is composed of consensus member nodes. In Algorithm 6,Ri
is the reputation value of nodei. If Ri ≥ 0.8, nodei will be divided into ConNodesk, the
consensus member node set of its affiliated institution. Otherwise, nodei will be divided
into NonConNodesk, the non-consensus node set. Algorithm 7 describes the process of
determining organization nodes, selecting the node with the highest reputation value
within the institution as the organization node to participate in the consensus of the big
consensus layer. In Algorithm 7, we first rank all consensus member nodes ConNodesk of
institution k according to reputation value. If the reputation value of nodei ranks first, we
define it as the organization node of the institution k.

The consensus layer Is constructed by dividing the identities of nodes, and the large
consensus layer is constructed by the organization nodes, in which the primary node will be
taken turns by the organization nodes. Apart from the primary node and the organization
nodes, the member nodes participating in the consensus together constitute the small
consensus layer.
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Algorithm 6: Identify consensus nodes

1 Input: nodei, InstNodesk, Ri
2 Output: ConNodesk, NonConNodesk
3 ConNodesk ← Ø, NonConNodesk ← Ø;
4 for nodei ∈ InstNodesk do
5 if Ri ≥ 0.8 then
6 ConNodesk ← nodei;
7 else
8 NonConNodesk ← nodei;
9 end
10 end

Algorithm 7: Identify organization nodes

1 Input: ConNodesk, Reputation set R in Instituionk
2 Output: OrgNodesk
3 OrgNodesk ← Ø;
4 Sort ConNodesk by R
5 for nodei ∈ ConNodesk do
6 if Ri is in the top1 then
7 OrgNodesk ← nodei;
8 end
9 end

5.2. Consensus Process

Our algorithm consensus process mainly includes two parts, namely the large con-
sensus process and the small consensus process. The two consensus processes add up to a
total of 9 consensus phases. The consensus process is depicted in Figure 5, and here are the
specific details of the consensus:
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(1) In the request phase of the large consensus layer, the client transmits a message
⟨REQUEST, o, t, c⟩σm

to the primary node. Here, o represents a state machine operation,
and t signifies the current timestamp, c is the client identity, and σm is the signature of the
message m.
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(2) In the pre_prepare phase of the large consensus layer, the primary node checks
the received information, and then broadcasts a message

〈
⟨PRE_PREPARE, v, n, d⟩σp

, m
〉

to the organization node, where v is the view number, n is the serial number assigned by
the primary node to the request, d is the hashed value of m, and σp is the signature of the
primary node. Each organization node receives the message and verifies it.

(3) In the s_pre_prepare phase of the small consensus layer, the organization node
broadcasts the a message

〈
⟨S_PRE_PREPARE, v, n, d, i⟩σi

, m
〉

to the consensus member
node of the organization, where i represents the identifier of the current node, and σi is
the signature of the current node. Consensus member nodes of the small consensus layer
will verify the message after receiving it. Once the verification passes, consensus member
nodes will enter the s_prepare phase.

(4) During the s_prepare phase of the small consensus layer, the consensus mem-
ber nodes broadcast a message ⟨S_PREPARE, v, n, d, i⟩σi

to each other and receive the
S_PREPARE message from other consensus member nodes of the organization. The s_prepare
phase is completed when each consensus member node obtains 2 f1 + 1 valid S_PREPARE mes-
sages. Here, f1 represents the number of Byzantine nodes within the organization.

(5) In the s_commit phase of the small consensus layer, each consensus member node
will broadcast a S_COMMIT message ⟨S_COMMIT, v, n, i⟩σi

to other consensus member
nodes of the organization for verification. When each consensus member node has received
2 f1 + 1 S_COMMIT messages that are consistent with the S_PRE_PREPARE messages, the
s_commit phase ends.

(6) In the s_reply phase of the small consensus layer, each consensus member node
transmits an S_REPLY message denoted as ⟨S_REPLY, v, n, d, i⟩σi

to the organization node
of its own organization. When the organization node receives the same S_REPLY message
sent by f1 + 1 different consensus member nodes, the small consensus phase is completed
and the prepare phase of the large consensus layer is entered.

(7) During the prepare phase of the large consensus layer, each organization node
broadcasts a PREPARE message ⟨PREPARE, v, n, d, i⟩σi

to other organization nodes and re-
ceives the PREPARE message from other organization nodes. The prepare phase concludes
when every organization node acquires 2 f2 + 1 valid PREPARE messages, where f2 is the
count of Byzantine nodes in the large consensus layer.

(8) In the commit phase of the large consensus layer, each organization node broad-
casts a COMMIT message denoted as ⟨COMMIT, v, n, i⟩σi

to other organization nodes for
verification. When each node has received 2 f2 + 1 COMMIT messages that match with the
PRE_PREPARE messages, the commit phase of the large consensus layer is complete.

(9) In the reply phase of the large consensus layer, the organization nodes send REPLY
messages ⟨REPLY, v, t, c, i, r⟩σi

to the client. Here, r stands for the result of the operation.
When the client receives the same REPLY messages sent by f2 + 1 different nodes, the
request is successfully executed and the final consensus is reached.

5.3. Dynamic Join and Exit

The procedure of node joining and exiting in this paper is based on the overall archi-
tecture of this algorithm. When a node joins or exits, it first selects its own organization,
and then completes the joining request among the consensus member nodes within the
organization. It does not need to verify the whole network nodes, which greatly reduces
the communication complexity when nodes join or exit. The specific node joining process
is shown in Figure 6, and the details are as follows.

(1) During the join_request phase, the new node transmits a JOIN_REQUEST message
⟨JOIN_REQUEST, t, j, PK⟩σj

to all participating nodes in the organization’s consensus.
Here, t stands for the current timestamp, j represents the identifier of the new node, PK is
the public key of the new node, and σj signifies the signature of the new node.

(2) During the join phase, upon receipt of the JOIN_REQUEST message, the consensus-
participating nodes within the organization perform identity verification on the new node.



Electronics 2023, 12, 5045 13 of 18

Once the new node’s identity is confirmed, these consensus nodes broadcast a JOIN
message ⟨JOIN, v, h, C, j, i⟩σi

, where v corresponds to the view number, h represents the
number of the nearest stable checkpoint known to the node, C is a set containing valid
checkpoint information, i is the identifier of the current node, and σi is the signature of the
current node.

(3) During the view_change phase, when the organization node receives 2 f + 1 valid
JOIN messages, the organization node transmits a VIEW_CHANGE message in the large
consensus layer to trigger the view conversion.

(4) During the new_view phase, the organization node broadcasts to the new node
and other consensus member nodes ⟨NEW_VIEW, v + 1, D, O, j, i⟩σi

, where D represents
a collection of 2 f + 1 valid VIEW_CHANGE messages and O is a set of PRE_PREPARE
messages. After the consensus member node in the organization passes the verification,
the new node will be added to the system.

(5) During the join_reply phase, all nodes engaged in a consensus within the organi-
zation transmit JOIN_REPLY messages ⟨JOIN_REPLY, v + 1, p, t, j, i⟩σi

to the new node.
These messages include set p, which is a set of client requests related to the message in O,
enabling nodej to handle these requests in the new view. Once nodej receives f + 1 valid
JOIN_REPLY message, it can commence participation in the consensus.

Electronics 2023, 12, x FOR PEER REVIEW 14 of 19 
 

 

(1) During the join_request phase,the new node transmits a JOIN_REQUEST message 

j
PKjtREQUESTJOIN  ,,,_  to all participating nodes in the organization’s consensus. 

Here, t stands for the current timestamp, j represents the identifier of the new node, PK  

is the public key of the new node, and j  signifies the signature of the new node. 

(2) During the join phase, upon receipt of the JOIN_REQUEST message, the consen-

sus-participating nodes within the organization perform identity verification on the new 

node. Once the new node’s identity is confirmed, these consensus nodes broadcast a JOIN 

message 
i

ijChvJOIN  ,,,,, , where v corresponds to the view number, h represents the 

number of the nearest stable checkpoint known to the node, C is a set containing valid 

checkpoint information, i is the identifier of the current node, and i  is the signature of 

the current node. 

(3) During the view_change phase, when the organization node receives 12 +f  

valid JOIN messages, the organization node transmits a VIEW_CHANGE message in the 

large consensus layer to trigger the view conversion. 

(4) During the new_view phase, the organization node broadcasts to the new node 

and other consensus member nodes 
i

ijODvVIEWNEW + ,,,,1,_ , where D represents a 

collection of 12 +f  valid VIEW_CHANGE messages and O is a set of PRE_PREPARE 

messages. After the consensus member node in the organization passes the verification, 

the new node will be added to the system. 

(5) During the join_reply phase, all nodes engaged in a consensus within the organi-

zation transmit JOIN_REPLY messages 
i

ijtpvREPLYJOIN + ,,,,1,_  to the new node. 

These messages include set p, which is a set of client requests related to the message in O, 

enabling jnode   to handle these requests in the new view. Once jnode   receives 1+f  

valid JOIN_REPLY message, it can commence participation in the consensus. 

 

Figure 6. New node joining process. 

6. Analysis and Comparison 

In this section, we initially performed a theoretical analysis of our scheme, focusing 

on three key aspects: communication complexity, fault tolerance, and scalability. Then, in 

Section 6.4, we compared our scheme with PBFT and RAFT algorithms through experi-

ments. 

6.1. Communication Complexity 

We study the communication complexity of algorithms by analyzing the number of 

transmitted messages. In PBFT, all nodes participate in a consensus and propagate infor-

mation. Its algorithm complexity is )( 2nO , where n denotes the overall number of nodes 

in the system. In our scheme, a two-layer consensus model was established, and through 

a reputation evaluation model, nodes with high reputation value were selected to partici-

pate in the system consensus. Therefore, the number of nodes involved in the consensus 

Figure 6. New node joining process.

6. Analysis and Comparison

In this section, we initially performed a theoretical analysis of our scheme, focusing
on three key aspects: communication complexity, fault tolerance, and scalability. Then, in
Section 6.4, we compared our scheme with PBFT and RAFT algorithms through experiments.

6.1. Communication Complexity

We study the communication complexity of algorithms by analyzing the number
of transmitted messages. In PBFT, all nodes participate in a consensus and propagate
information. Its algorithm complexity is O(n2), where n denotes the overall number of
nodes in the system. In our scheme, a two-layer consensus model was established, and
through a reputation evaluation model, nodes with high reputation value were selected
to participate in the system consensus. Therefore, the number of nodes involved in the
consensus is fewer than n. In addition, we introduce the sigmoid function with adjustable
parameters to adjust the difficulty of reputation evaluation and control the number of nodes
entering the consensus.

Conclusion: The communication complexity of ME-PBFT is better than that of PBFT.

Proof. Suppose there are a total of K institutions in the system, and the number of nodes
excluding the institutional nodes in each institution is M1, M2, . . . , Mk, respectively.
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The proportional coefficients of nodes participating in consensus in each institution
are X1, X2, . . . , Xk, 0 < (X1, X2, . . . , Xk) < 1.

The total number of nodes:

N = M1 + M2 + . . . + Mk + K (4)

The algorithm complexity of PBFT is:

A = N2 = (M1 + M2 + . . . + Mk + K)2 (5)

ME-PBFT can be regarded as K + 1 PBFT groups, and the algorithm complexity of
ME-PBFT is:

B = (X1M1)
2 + (X2M2)

2 + . . . + (Xk Mk)
2 + K2 (6)

When B < A, the communication complexity of ME-PBFT is better than that of PBFT.
□

6.2. Fault Tolerance

The goal of consensus algorithms is to enable distributed nodes to quickly reach
consensus. In actual systems, there may be network errors, malicious attacks, Byzantine
nodes, and other situations that affect system consensus. Therefore, the fault tolerance
capability of algorithms has a direct impact on the security of consensus algorithms. In
PBFT, all nodes will participate in a consensus, and any malicious behavior of nodes
will cause a decrease in the system’s fault tolerance. In our scheme, the fault tolerance
ability of the algorithm has been optimized. We employ a reputation assessment model
to carefully choose a subset of trustworthy nodes from the entire system to engage in the
consensus process.

Conclusion: ME-PBFT exhibits superior fault tolerance compared to PBFT.

Proof. Suppose there are a total of K institutions in the system, and the count of nodes
excluding the institutional nodes in each institution is M1, M2, . . . , Mk, respectively.

The proportional coefficients of nodes participating in a consensus in each institution
are X1, X2, . . . , Xk, 0 < (X1, X2, . . . , Xk) < 1.

The fault tolerance capability of PBFT is:

C =
N − 1

3
=

M1 + M2 + . . . + Mk + K− 1
3

(7)

ME-PBFT can be regarded as K + 1 independent PBFT groups. The fault tolerance
capability of ME-PBFT is:

D = X1 M1+X2 M2+...+Xk Mk+K−1
3 + (1− X1)M1 + (1− X2)M2 + . . . + (1− Xk)Mk

= 3M1−2X1 M1+3M2−2X2 M2+...+3Mk−2Xk Mk+K−1
3

(8)

(1− Xk)Mk indicates the count of nodes in organization K that do not participate in
the consensus, which does not impact the fault tolerance capability of the system.

3Mk − 2Xk Mk > Mk, D > C. (9)

ME-PBFT exhibits superior fault tolerance compared to PBFT. □

6.3. Scalability

In the PBFT algorithm, if the number of nodes becomes excessively large, it signifi-
cantly degrades the algorithm’s performance, imposing limitations on the practicality of
blockchain systems employing PBFT. In our proposed approach, we implement a reputation
assessment model based on the Sigmoid function to select nodes with higher reputation
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values for participation in the consensus process. This effectively reduces the number
of nodes actively involved in a consensus. Moreover, as the number of nodes continues
to grow, we can adjust the difficulty parameter of the Sigmoid function to fine-tune the
reputation evaluation process, enabling better control over the number of nodes engaged
in the consensus. Consequently, our solution can accommodate a larger number of nodes
without the need for arbitrary restrictions on the blockchain system’s node count. Further-
more, we have developed a dynamic node enrollment and exit mechanism to facilitate
the onboarding of high-quality nodes and the removal of Byzantine nodes. This program
enhances system scalability and provides assistance in maintaining the network’s integrity
and performance.

6.4. Comparison

To demonstrate the performance of the ME-PBFT algorithm, we conducted compar-
ative simulation experiments in the same environment with a classical RAFT algorithm
and the commonly used consensus algorithm PBFT, focusing on communication times
and data throughput. The simulation environment included Windows 10, AMD Ryzen 7
5800 H with Radeon Graphics 3.20 GHz CPU, and 16.0 GB RAM. We developed a prototype
system for medical data sharing based on ME-PBFT. Monitoring points were set for each
network node to observe performance changes. We compared and analyzed the differences
in consensus efficiency and throughput among the three algorithms.

1. Communication times: Communication times refers to the amount of communica-
tion needed by nodes during the consensus process. It serves as an indicator of the
consensus algorithm’s efficiency. Figure 7 illustrates the communication times for the
RAFT, PBFT, and ME-PBFT algorithms. As the number of nodes increases, the com-
munication times for all three algorithms gradually rises. Notably, RAFT exhibits the
most moderate increase in communication latency. Conversely, the PBFT algorithm
experiences the fastest increase due to each node having to communicate in three
phases. Our approach mitigates this by reducing the number of nodes actively partici-
pating in a consensus and employing a two-layer consensus structure to effectively
minimize communication volume. As a result, ME-PBFT demonstrates significantly
slower growth in communication times compared to PBFT.
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2. Data Throughput: Data throughput is commonly considered a critical indicator of
algorithm performance, and this holds true for blockchain consensus algorithms as
well. In the context of blockchain, data throughput can be defined as the quantity of
transactions processed within a specific time frame, typically measured in terms of
TPS (Transactions Per Second):

TPS =
transactions

∆t
(10)

Figure 8 illustrates the trend of the number of packaged transactions as the running
time increases for the three algorithms. According to the TPS formula, the tangent line’s
slope corresponds to data throughput. It was observed that the TPS of ME-PBFT was
greater than that of PBFT and RAFT with increasing time.
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7. Conclusions

This paper introduces ME-PBFT, a new consensus algorithm based on PBFT, specifi-
cally designed for medical data security. The algorithm proposes a reputation evaluation
model using the sigmoid function to select high-quality nodes for consensus, reducing
the number of nodes involved and improving communication efficiency. The paper also
presents a double-consensus layer structure to speed up the consensus process and achieve
global consensus through local consensus. Additionally, a node dynamic join and exit
mechanism is introduced to allow for the inclusion of new nodes and the removal of mali-
cious nodes, further enhancing system security and scalability. The analysis demonstrates
that ME-PBFT improves consensus efficiency, security, and scalability, making it suitable for
medical data security scenarios. Future work will focus on optimizing the system model to
make it applicable to a wider range of scenarios.
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