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Abstract: As an important infrastructure in the era of big data, the knowledge graph can integrate
and manage data resources. Therefore, the construction of tourism knowledge graphs with wide
coverage and of high quality in terms of information from the perspective of tourists’ needs is an
effective solution to the problem of information clutter in the tourism field. This paper first analyzes
the current state of domestic and international research on constructing tourism knowledge graphs
and highlights the problems associated with constructing knowledge graphs, which are that they are
time-consuming, laborious and have a single function. In order to make up for these shortcomings,
this paper proposes a set of systematic methods to build a tourism knowledge graph. This method
integrates the BiLSTM and BERT models and combines these with the attention mechanism. The
steps of this methods are as follows: First, data preprocessing is carried out by word segmentation
and removing stop words; second, after extracting the features and vectorization of the words, the
cosine similarity method is used to classify the tourism text, with the text classification based on
naive Bayes being compared through experiments; third, the popular tourism words are obtained
through the popularity analysis model. This paper proposes two models to obtain popular words:
One is a multi-dimensional tourism product popularity analysis model based on principal component
analysis; the other is a popularity analysis model based on emotion analysis; fourth, this paper uses
the BiLSTM-CRF model to identify entities and the cosine similarity method to predict the relationship
between entities so as to extract high-quality tourism knowledge triplets. In order to improve the
effect of entity recognition, this paper proposes entity recognition based on the BiLSTM-LPT and
BiLSTM-Hanlp models. The experimental results show that the model can effectively improve the
efficiency of entity recognition; finally, a high-quality tourism knowledge was imported into the
Neo4j graphic database to build a tourism knowledge graph.

Keywords: tourism knowledge graph; word segmentation; text classification; popular words; knowledge
extraction; entity recognition

1. Introduction

In recent years, the rapid development of Chinese tourism has become the most active
industry in the economic industry. According to statistics, from 2011 to 2018, China’s total
domestic tourism reception and revenue grew at an average annual rate of 13.7% and
20.7%, respectively. In 2019, the combined contribution of tourism to GDP was 10.94 trillion
RMB, accounting for 11.05% of total GDP. With the continuous development of internet
technology, the tourism market has exploded in terms of data on the internet. The tourism
market has generated a massive amount of data on the internet, including many tourism
entities such as scenic spots, hotels, restaurants, shopping places and so on.

In order to grasp the future trends of the tourism market and tourists’ consumption
behaviors and demands, we can use association rule mining, deep learning and knowledge
map methods to conduct professional analyses. Tourists can systematically understand
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the tourist destination and lay a good foundation for a comfortable tourism experience by
viewing the correlation between tourism elements on the tourism knowledge graph.

Online tourism comments are a public resource. Tourists express their opinions freely
through online comment platforms, which also leads to a large number of useless and
repeated garbage corpora. The knowledge graph can structure heterogeneous knowledge
in the field, build associations between difference sources of knowledge, easily realize
the joint analysis of complex data and enable users to retrieve information more directly,
conveniently and accurately [1]. Therefore, tourism knowledge graphs are an important
structured knowledge base for tourism data mining and knowledge storage in the era of
big data. In this paper, we first analyze the current state of domestic and international
research on tourism knowledge graphs.

JIA Zhonghao et al. proposed integrating the network embedding method into the
feature extraction method and established a scenic spots recommendation system based
on a tourism knowledge graph [2]. The authors of a different paper took tourism websites
as the main data source, carried out the entity extraction and entity alignment of the
heterogeneous data and constructed a Chinese tourism knowledge graph [3]. In order to
construct the tourism knowledge graph, the authors proposed the GRU_ATT distantly
supervised relation extraction model for text extraction [4]. Elsewhere, a translation-based
method was used to train the knowledge graph so as to realize the knowledge vectorization
of the knowledge graph and finally establish a domain tourism knowledge graph [5].
The authors of another paper constructed a knowledge graph of tourist scenic spots and
combined the traditional question-answering model and the fine-grained knowledge graph
question-answering model based on BiLSTM+CRF to realize the knowledge question-
answering system [6]. The authors used a method based on template matching to construct
a knowledge graph of Inner Mongolia tourist attractions, achieving good results [7].

In a further paper, the BERT-BiLSTM model was used to construct a tourism knowl-
edge graph of national tourism information, and the final experimental results proved the
effectiveness of the model [8]. Zhang et al. [9] mined tourism knowledge from tourism
graphs and used the PCNN model in deep learning to build a tourism knowledge graph.
Through comparative experimental analysis, this method can improve the precision and
recall rate. Elsewhere, two ontology construction methods were integrated to complete the
establishment of a tourism knowledge graph [10]. The authors also used deep learning
methods to construct an intelligent question-answering model based on a knowledge graph,
which illustrates the effectiveness of deep learning models in the application of knowledge
graphs. Other authors demonstrated am improvement in terms of CNN in named entity
recognition tasks by adding a CNN structure to the front end of an LSTM [11]. Jianyong
DUAN et al. achieved good results on new word detection using BiLSTM+CRF [12]. Else-
where, a new extension model for medical text personification was proposed. This model
starts with the preprocessing of medical text and uses a combination of different text vector
representations. The proposed model solves the problem efficiently [13].

The authors of another paper proposed the introduction of a gating mechanism be-
tween two layers of GCNs to balance the contextual information and graph embedding
information obtained by Bert. The final experiment results in terms of short text classifi-
cation achieved good results [14]. Li et al. proposed a hybrid model of a neural network
architecture with a gated attention mechanism and an attention-guided classifier based
on regular expressions [15]. This model can effectively improve the efficiency of text clas-
sification by placing high-weight words in the key parts of sentences. In Chinese text
classification, the BERT model can dynamically optimize the word vector for specific tasks
and extract the contextual relationship between words [16]. Therefore, this model has been
widely adopted in various text classification problems.

However, the functions of these tourism knowledge graphs are too narrow, their costs
in terms of manpower and time in the construction process is high, and the effects of
their knowledge graph representations are insufficient. Therefore, the main aim of this
paper was to build a high-quality tourism knowledge graph system. The system can
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help tourists accurately and quickly obtain the tourism information they want from the
numerous and complicated data on the network and upgrade the tourism industry from a
tourism information service to a tourism knowledge service. This paper offers a complete
set of methods to construct a tourism knowledge graph. The following is a summary of the
rest of this paper.

This paper first analyzes the related technologies, including BiLSTM and BERT; sec-
ondly, Chinese word segmentation and the removal of stop words are carried out for
tourism texts; third, following the vectorization of tourism words, the cosine similarity
method is used to classify tourism texts. The classification effect of the naive Bayes method
is compared via experiments, proving that classification based on the cosine similarity
method is more effective. In order to accurately obtain popular tourism words, this paper
defines the popularity value of tourism products through multiple dimensions and con-
structs the popularity analysis model of tourism products with emotional analysis. For
the popular tourism words obtained, this paper proposes the extraction of knowledge
based on BiLSTM-CRF. The knowledge fusion based on the BERT model is carried out
to obtain knowledge graph triplet data. In this paper, LPT and Hanlp are integrated into
BiLSTM-CRF to build BiLSTM-LPT and BiLSTM-Hanlp models. The experiment shows that
the model can significantly improve the efficiency of entity recognition. Finally, standard
data is loaded into the Neo4j graphic database, and py2neo is used to build the tourism
knowledge graph.

2. Relevant Technology Analysis
2.1. BiLSTM

This paper analyzes the characteristics of BiLSTM and illustrates the role of the BiLSTM
model in constructing a tourism knowledge graph. The design features of the long short-
term memory network model are suitable for modeling text data [17]. LSTM sets up three
gate structures of input, forgetting and output to control the transmission, forgetting the
less important information and retaining the information that needs to be remembered
for a long period, which, to a certain extent, solves the long dependency problem. LSTM
is able to deal with long dependency problems, mainly due to the introduction of self-
cycling weights that can be used internally [18]. The output of the implicit layer goes to the
output and the implicit layer the next time, so the information can be retained continuously.
According to the previous state, the model can deduce the later state and has stronger
memory [19]. The formula is as follows:

it = σ(Wi[ht−1, xt] + bi) (1)

ft = σ
(

W f [ht−1, xt] + b f

)
(2)

Ot = σ(Wo[ht−1, xt] + bo) (3)

LSTM can learn the historical information above but cannot contact the information
below, thus reducing the effect of named entity recognition. Therefore, this paper adopts
the BiLSTM model [20,21]. The training sequence is input into the forward propagation

LSTM network model, and the forward characteristic information,
←
h t, is obtained through a

forward propagation calculation [22]. The LSTM network model with input back transmis-

sion obtains the back characteristic information,
→
h t, through a back propagation calculation.

Then, the forward feature information,
←
h t, and the backward feature information,

→
h t, are

combined to obtain the final hidden state, H. This combines the forward and backward
bidirectional semantic features. The formula is as follows.

H =

[→
h t;
←
h t

]
∈ Rm (4)
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2.2. BERT

In this paper, the BERT model is used for the purpose of tourism knowledge fusion.
The BERT model is a bi-directional encoder constructed by overlaying transformer net-
works. The transformer network is a feature extraction network based on the self-attention
mechanism [23]. Because the transformer network contains multiple encoders and de-
coders and uses multiple attention layers and residual mechanisms, it supports the parallel
processing of sequence data and has a higher efficiency and performance than LSTM [24].

The upper and lower sentences generated from BERT indicate that they pass through
the full connection layer, so the self-assertion mechanism is integrated after the full connec-
tion layer. Self-attention can focus on all the words in the question and help the encoder to
better represent the word. The formula for calculating attention is:

Attention(Q, K, V) = so f tmax
(

QKT
√

dk

)
V (5)

The core idea of MLM is to randomly select 15% words in the text to mask during
model training. After selecting the words to be masked, 80% of the selected words are
replaced with [Mask] symbols. Then, 10% of the words are replaced by other words, and
10% of the words remain the same. Since only 15% of these words are predicted for each
training, the convergence rate of the model can be significantly reduced. The pre training
method of NSP selects the previous sentence, A, and the next sentence, B, for each pre
training corpus. In 40% of the cases in the corpus, B is the correct next sentence of A. In all,
60% of the next sentences are randomly generated from the corpus [25].

The multi-head self-attention model enhances the attention capability of the model
and is calculated as shown below.

MultiHead(Q, K, V) = Concat(head1, . . . , headm)WO (6)

headj = Attention(QWQ
j , KWK

j , VWV
j ) (7)

In the above formula, QWQ
j , KWK

j , VWV
j represents the weight matrix of the jth head,

m represents the number of heads and WO is the additional weight matrix. Finally, the
matrix is spliced together to obtain the multi head attention calculation result of the jth
character in the text. The task of tourism named entity recognition and relation extraction is
carried out by using the word feature representation self-supervised on the tourism corpus
by the BERT model.

3. Data Preprocessing

The raw data used in this paper were obtained using crawling techniques on ency-
clopedic and vertical travel websites. More than 5000 pieces of tourism text information
were collected, and the collected tourism information includes: attractions, cities, hotels,
specialties, food, shopping malls and other aspects. These text types mainly include scenic
spot introductions, strategies and evaluations, etc. These texts are not directly applicable
to the model learning, the data set had to be preprocessed, including text cleaning, text
segmentation and the removal of stop words (including punctuation, numbers, words and
other meaningless words). The feature of variable text content leads to a significant amount
of unnecessary content, such as noise, text duplication and text redundancy, etc. If the text
content is not processed, the classification effect of the classifier will be affected.

3.1. Text Word Segmentation

Chinese word segmentation is the basic function of Chinese human–computer natural
language interaction [26]. In natural language processing, word segmentation is usually
required first, and the effect of word segmentation will directly affect the effect aspects of
speech and syntax tree construction. Text segmentation is an indispensable operation in the
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preprocessing process because text classification needs to use words in the text to represent
the text. This paper provides a comparative analysis of word segmentation tools:

(1) The word segmentation of Jieba

Jieba is at present the best Python Chinese word segmentation component. It has the
following three features: it supports three-word segmentation modes: a precise mode, a
full mode and a search engine mode; it supports traditional word segmentation; and it has
support for custom dictionaries.

(2) Tsinghua University’s THULAC

THULAC features Chinese word segmentation and aspects of speech tagging functions.
THULAC has the following characteristics: 1. A strong ability: It is trained by using the
largest Chinese corpus (approximately 58 million words) of artificial word segmentation in
the world, can tag of parts of speech and has a strong model tagging ability; 2. It has a high
accuracy; and 3. it is fast.

(3) The word segmentation of FoolNLTK

FoolNLTK is a Chinese word segmentation tool based on deep learning. Its character-
istics are that it has a high accuracy and it is trained based on the BiLSTM model.

(4) The word segmentation of HanLP

HanLP is an NLP toolkit composed of a selection of models and algorithms. Its
goal was to popularize the application of natural language processing in the production
environment. The main functions of HanLP include: word segmentation, tagging, keyword
extraction, automatic summarization and named entity recognition, etc.

(5) The word segmentation of the Chinese Academy of Sciences, NLPIR

The NLPIR system supports multiple codes, operating systems, development lan-
guages and platforms. The main functions of NLPIR include Chinese word segmentation,
English word segmentation, word tagging, named entity recognition, new word recognition
and support for users’ professional dictionaries.

(6) The word segmentation of LTP

LTP is an open Chinese natural language processing system. Its main functions include
Chinese word segmentation, the tagging of parts of speech, named entity recognition,
dependency parsing and semantic role tagging, etc.

In order to test which word segmentation method was more suitable for the word
segmentation task in this paper, the above six word segmentation methods were tested.
The test results are as follows:

(1) In terms of time, the same text was tested twice. The times of the six word segmenta-
tion methods is shown in Table 1.

(2) In terms of accuracy and effect of word segmentation, FoolNLTK easily combines
interference word segmentation into one word and Thulac makes mistakes in person
name segmentation. However, HanLP’s word segmentation granularity is relatively
large, while FoolNLTK’s word segmentation granularity is relatively small, resulting
in a large error in word segmentation. Hanlp, meanwhile, is better at handling the
names of organizations.

(3) In terms of installation and code migration capabilities, the comparison results are
as follows: Jieba’s installation is simple. There are three modes of Jieba, which
support a wide range of languages, have a high popularity and feature a better way
to operate files. In terms of code migration, it is easy to operate and has strong
universality. Although the installation of NLPIR’s word segmentation and LTP’s
word segmentation are not difficult, they are a little cumbersome compared with the
installation of Jieba, and their code migration is relatively weak.

(4) According to the characteristics of tourism text, Jieba’s precise mode can segment
sentences most precisely, which is suitable for tourism text analysis; Jieba’s search
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engine mode can segment long words again, which can effectively improve the
recall rate compared with other word segmentation methods. According to the
word segmentation rate, Jieba is faster than other word segmentation methods; Jieba
includes a variety of functions such as word segmentation, word annotation and
named entity recognition, which are embedded in Python. Jieba is the most commonly
used tool for word segmentation in Python. Therefore, compared with other word
segmentation tools, Jieba was more suitable for constructing the tourism knowledge
graph in this paper.

Table 1. Test time of different word segmentation methods.

Word Segmentation Tool First Time Second Time

Jieba 0.019 1.878
THULAC 12.119 8.698
FoolNLTK 2.259 2.592

HanLP 3.799 1.843
NLPIR 0.008 0.032

LTP 0.086 0.072

Based on the above comparison results, we selected the exact Jieba segmentation
model for tourism article classification. The specific operation steps are as follows: (1) In-
troduce the open-source word segmentation tool, the Jieba Word Segmentation Toolkit, for
word segmentation; (2) import all data; and (3) merge the title and article of the tourism
text and subject each merged corpus to Jieba segmentation. In order to prevent the re-
quired keywords from being segmented, theme keywords similar to “tourism”, “activities”,
“festivals” and other words are generated into user-defined dictionaries.

To illustrate the Jieba word segmentation process, consider the following sentence: “I
go to park for tourism”. Figure 1 is as an example of the segmentation of a word by Jieba.
When calculating the maximum probability path, the Jieba word segmentation is calculated
from back to front.
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Figure 1. Example of the segmentation of a word by Jieba.

3.2. Remove Stop Words

Removing stop words is also an important part of the preprocessing process. Because
not every word or character in the text can represent the text, such as “this”, “month”,
“day”, “one, two, three, four”, “I, you and he” or “0, 12... 9”, these words are large in
number and have no practical effect. The Baidu and Harbin Institute of Technology stop
word lists are currently the most commonly used stop word lists to remove stop words
in Chinese. They cover 1335 characters in total, including English characters, numbers
and punctuation marks, etc. The process behind removing stop words in this paper was:
We screened the Chinese stop words in the authoritative website and used the Baidu
and Harbin Institute of Technology stop words lists to filter stop words. Combined with
the word segmentation results, the final word segmentation results were obtained after
constantly modifying the deactivated word list. In addition, words with high frequency
and no contribution were also added to the disabled vocabulary. Table 2 shows the contents
of the disabled vocabulary used in this article.
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Table 2. Stop word list.

No. Stop Word

1 This
2 That
3 There
4 Year
5 Month
6 Day
7 Those
8 The
9 By
10 Of

4. Tourism Text Classification

For the collected travel texts, we used two methods for text classification. One is
the cosine similarity method and the other is the naive Bayes model. Finally, this chapter
compares the classification effects of the two methods on tourism text from five aspects.

4.1. Classification Methods for Tourism Texts
4.1.1. Tourism Text Classification Based on Cosine Similarity

1. Text feature extraction

Text feature extraction is an important part of text classification. The words in the text
represent the document in the form of probability. The higher the probability, the better the
word can represent the document; otherwise, this word cannot represent the document.

This paper uses the TF-IDF algorithm to extract text features. TF-IDF is a statistical
method used to evaluate the importance of a word in a file set or corpus [27]. Its main idea
is: if a word appears frequently in one article and rarely in other articles, it is considered
that the term has good ability to distinguish and classify, so it can represent the article. It
can be seen that the importance of a word increases proportionally with the number of
times it appears in the file but decreases inversely with the frequency of its appearance in
the corpus. Since TF-IDF=TF × IDF, the high-frequency words in a specific file and the low
file frequency of the words in the entire file set can produce TF-IDF with a high weight.
The calculation formula is as follows:

TF× TDFi =
∑n

i=1 dijk

∑n
i=1 dij

×WeightingFactor(Tk) (8)

dijk = t fijk × log10(
N

d f jk
× wj) (9)

dij = t fij × log10(
N
d f j
× wj) (10)

WeightingFactor(Tk) =
log10

N
d fk

log10 N
(11)

The formula is described as follows: N represents the total number of files, and wj
represents the number of files without vocabulary j. dijk is determined by the number
of simultaneous occurrences of the word Tk and Tj and the number of files that do not
exist in a file. tfijk indicates the number of times the words j and k appear together in file
i. dfjk represents the total number of files where the terms j and k occur simultaneously.
WeightingFactor (Tk) indicates the particularity of the word Tk to files. The more common
the word Tk is, the smaller the value of WeightingFactor (Tk) will be.

2. Text vectorization
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Text vectorization is used to represent text as a real number vector that can be rec-
ognized by a computer. According to different granularities, text feature representation
can be divided into several levels: word, sentence or text. Most classification algorithms
are only applicable to discrete numerical types, so the text is quantized in space, that is, a
text is represented by multidimensional feature vectors. For example, take the following
two documents:

d1(A, B, C, D, E, F, G)
d2(C, E, F, G, A, B)
d1 and d2 are expressed as vector models, and the values of each dimension in

parentheses are expressed by document characteristics. Then, we convert the feature words
into numerical expressions, which are expressed by probability. This is illustrated by this
example. Table 3 shows the number of feature words in the document.

Table 3. Number of feature words in the document.

Word Document 1 Document 2 Document 3

A 2 1 3
B 2 2 4
C 2 1 3
D 1 0 1
E 4 3 7
F 2 1 3
G 2 2 4

Total words 15 10 25

The next step is to calculate the probability and standardize it. To prevent text features
from being controlled by feature words with large values, the values are mapped between
−1 and 1. The calculated values are shown in Table 4. Table 5 shows the reverse frequency
of feature words in documents. Finally, the resulting text vector table is shown in Table 6.

Table 4. Frequency of feature words in documents.

Word D1 D2

A 0.08 0.04
B 0.08 0.08
C 0.08 0.04
D 0.04 0.00
E 0.16 0.12
F 0.08 0.04
G 0.08 0.08

Table 5. Reverse frequency of feature words in documents.

Word Reverse Frequency

A 0.4
B 0.4
C 0.4
D 1.1
E 0.4
F 0.4
G 0.4
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Table 6. Representation probability value of feature words.

Word d1 d2

A 0.032 0.016
B 0.032 0.032
C 0.032 0.016
D 0.044 0.000
E 0.064 0.048
F 0.032 0.016
G 0.032 0.032

Finally, d1 and d2 can be expressed as space vectors as follows: d1 = (0.032, 0.032, 0.032, 0.044, 0.064, 0.032, 0.032);
d2 = (0.016, 0.032, 0.016, 0.000, 0.048, 0.016, 0.032). The dimension feature variables corresponding to the vector
are: A,B,C,D,E,F,G.

3. Cosine similarity model

The basic principle of cosine similarity is to use the cosine value of the angle between
two vectors in the vector space as a measure of the difference between two individuals. The
closer the value is to 1, the closer the angle is to 0 ◦, with the two vectors being more similar.
The model measures the similarity between two variables in all directions (attributes). The
cosine value between two vectors can be determined by using the following formula.

a× b = ‖a‖‖b‖ cos(θ) (12)

Given two attribute vectors, A and B, the similarity of other chords is given by the
following formula:

similarity = cos(θ) =
A× B
‖A‖‖B‖ =

n
∑

i=1
Ai × Bi√

n
∑

i=1
(Ai)

2

√
n
∑

i=1
(Bi)

2
(13)

In Formula (13), Ai and Bi represent the components of vectors A and B, respectively.
The cosine similarity calculation is a part of the collaborative filtering algorithm. The

key problem with a collaborative filtering algorithm-based user is how to calculate the
similarity between users. There are three common algorithms for computing user similarity:
cosine similarity, the Pearson coefficient and adjusted cosine similarity. These three methods
are calculated based on the data structure of the user item matrix. The latter two methods
are described below. The Pearson coefficient similarity method measures the similarity
of two users through the Pearson correlation coefficient. The core idea of this method is
to first find the item set that two users score together and then calculate the correlation
coefficient of these two vectors. The formula is as follows:

sim(i, j) = corri,j =
∑u∈U (Ru,i − Ri)(Ru,j − Rj)√

∑u∈U (Ru,i − Ri)
2
√

∑u∈U (Ru,j − Rj)
2

(14)

In the formula, Ru,i represents the rating of item i given by user u. The core idea of
adjusting cosine similarity is to subtract the average user score vector from the vector in
cosine similarity. The cosine of the included angle is calculated to correct the difference of
the scoring scales of different users.

In the case of sparse data, these methods all have certain problems: For items not
evaluated by the user, the score of the adjusted cosine similarity method is 0, and the set of
items scored jointly by users in the Pearson coefficient may be very small.

To solve the sparsity problem in terms of user data. This paper proposes the following
methods to eliminate this sparsity:
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(1) If you score from top to bottom, the sub item score and the parent item score will be
calculated according to certain rules as the final score. Thus, the sparse matrix is filled
into a dense matrix.

(2) This method recommends user data according to the dense matrix.

Therefore, this paper proposes tourism text classification based on cosine similar-
ity. The specific steps are as follows: (1) According to the keywords related to cultural
tourism, this paper constructs a customized thesaurus with strong cultural tourism rel-
evance; (2) word segmentation for each travel article is conducted; (3) then, the TF-IDF
algorithm is used to give weight to the word segmentation and extract the first 15 words
with high frequency; and (4) finally, the cosine similarity model is used to calculate the
similarity value of the extracted tourism products.

4.1.2. Tourism Text Classification Based on Naive Bayes

The classification of tourism texts is mainly divided into two processes: the training
process and the testing process. The main goal of the training process is to obtain a
text classifier based on the existing training data. This paper proposes a tourism text
classification based on Naive Bayes. The main steps are:

Step 1: The tourism text is preprocessed, tourism description text is automatically
segmented and stop words are removed;

Step 2: Through word frequency analysis of the relevant cultural topic texts, the key
words of cultural topics are manually selected, and the key vocabulary of cultural topics
is constructed;

Step 3: The word bag model text vectorization method is used to represent the tourism
description text;

Step 4: Feature selection is carried out via the information gain method;
Step 5: The TF-IDF method is used to assign values to lexical features, and the weights

are changed according to the tourism keyword database;
Step 6: The naive Bayesian algorithm is used to classify tourism text. The formula is

as follows:

P
(
di
∣∣cj
)
=

1 + ∑
|D|
t=1 BitP

(
cj
∣∣di
)

2 + ∑
|D|
t=1 P

(
cj
∣∣di
) (j = 1, 2, · · ·, |C|; t = 1, 2, · · ·, n) (15)

Step 7: The data in the test process are processed in the same way and filtered according
to the characteristics of the training process. Finally, the trained naive Bayesian classifier is
used to classify the text.

4.2. Experimental Results of Tourism Text Classification

This study collected 22,600 tourism texts for classification experiments, and compared
them in terms of five aspects: service, location, facilities, health and cost performance. Two
text classification methods were adopted: one is the naive Bayesian method and the other
is the cosine similarity method. For the evaluation of the classification effects, we used the
accuracy, precision, recall and F1-score in the classification model evaluation indicators to
conduct experiments. The comparison results of the accuracy, precision, recall and F1-score
of the two classification algorithms are shown in Figure 2.

Through the comprehensive analysis of the experimental results, the cosine similarity
classification method has a significant advantage in the classification evaluation indicators,
so it was more suitable for the tourism text collected in this paper.
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5. Analysis on the Popularity of Tourism Products

In order to obtain the popular words in tourism, it is necessary to conduct a popularity
analysis of tourism products. This paper adopts two methods to build the popularity
analysis model, including: one based on the principal component analysis method and
another based on the sentiment analysis model. In order to verify the two popularity
analysis models, Recall@K and Precision@K were selected as evaluation indicators to carry
out popularity analysis comparative experiments.

5.1. Methods for Tourism Products Popularity Analysis
5.1.1. Construction of Multidimensional Tourism Product Popularity Analysis Model
Based on Principal Component Analysis

Popularity is an important indicator for tourists to choose tourism related products,
which directly reflects the popularity of products and passenger flow. According to the
OTA and UGC data provided, examples of scenic spots, hotels, online popular scenic spots,
home stays and special catering tourism products were extracted.

When analyzing the popularity of scenic spots, hotels and restaurants, it is necessary
to identify the entity attributes contained in the opinion sentences. Then, through the
attribute-based emotional analysis, the comprehensive emotional scores of scenic spots,
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hotels and restaurants with respect to the five aspects of service, location, facilities, health
and cost performance are calculated respectively. The user’s attention to each evaluation di-
mension and the number of comments are used as weights to establish a multi-dimensional
popularity analysis model. The next step is to calculate the total score of each scenic spot,
hotel and catering. In this regard, this paper provides a multi-dimensional comprehensive
popularity analysis of the destination.

1. Extract tourism products

Based on the collected tourism data, it is possible to extract specific tourism products
and relevant useful information from scenic spot reviews, catering reviews and hotel
reviews. First, define the names of tourism products in the comments as scenic spot names,
catering names and hotel names.

Taking hotel reviews as an example, we extract product names to facilitate data
consolidation. The specific steps are as follows:

Step 1: Group by product name through ‘groupby’ function;
Step 2: Use the apply function to perform the lambda expression for a multi column

operation;
Step 3: Delete the original product name column.
Because the groupby function causes index disorder, we can use the reset_ index

function to reset the index. In Python, the groupby function can perform data grouping and
intra-group operations after grouping to obtain a groupby object without any operations.

We assign the product names one by one. Through the vlookup function in Excel, the
newly listed products are sorted out. Next, we will do the same for scenic area reviews and
catering reviews.

2. Construction of tourism product popularity analysis model

For multi-dimensional popularity analysis, we chose to analyze tourism products
from three perspectives. We weighted the product popularity from three dimensions:
emotional score, frequency of occurrence and effectiveness of comments. SnowNLP is a
class library written in Python which is a natural language processing library for Chinese. It
has complete functions, including Chinese word segmentation, word annotation, emotion
analysis and text classification, etc.

The three dimensions are described below. (1) The emotional analysis in this paper in-
volves calculating the emotional score of comments by building a model through SnowNLP.
The SnowNLP emotion score range is 0–1. The closer to 1, the more positive the emotion is.
On the contrary, the closer to 0, the more negative the emotion is. (2) The frequency is the
number of occurrences of each product. The more occurrences of a product, the higher the
popularity of the product. (3) The validity is the number of words in each comment. For a
product, the number of words in a comment will also affect the popularity.

Since the magnitudes of the three dimensions are different, we used standardization to
map the validity and frequency to 0–1. Since the weight proportion of the three dimensions
will affect the analysis result in terms of popularity, we used principal component analysis
to determine the weight of the three dimensions. The results are shown in Table 7.

Table 7. Three-dimensional weight table in annual popularity analysis.

Year Frequency (W1) Sentiment (W2) Length (W3)

2018 0.468 0.31 0.22
2019 0.414 0.31 0.277
2020 0.421 0.315 0.263
2021 0.431 0.31 0.259

Average 0.4335 0.31125 0.25475

According to the experimental results in Table 7, the popularity formula is as follows:

P(W) = W1 × Frequence + W2 × Sentiments + W3 × Length (16)
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This paper proposes a multi-dimensional tourism product popularity analysis model
based on principal component analysis. The number of tourism products collected in the
experiment reached 13,890. The experiment was primarily used to calculate the popularity
value of tourism products in 2018, 2019, 2020 and 2021. The popularity values were
standardized between 0–1 in the experiment.

5.1.2. Construction of Tourism Product Popularity Analysis Model Based on
Emotion Analysis

1. Extracting tourism products based on ATF * PDF model and traversal method

There is no specific tourism product in the WeChat official account and travel guide,
so a model needs to be established to extract the names of tourism products. The tourism
strategy is a descriptive tourism text with an irregular structure, and its content is very
complex and diverse. We have adopted two methods to extract tourism products from
tourism strategies. The first involves using ATF * PDF model extraction. The second is
extraction through traversal.

(1) Extracting tourism products based on ATF * PDF model
The steps of the method are: (1) carry out Chinese word segmentation and the removal

of stop words for tourism strategies; (2) through the word frequency analysis of the tourism
related words provided in the topic, select the key words of tourism topics, and build a key
vocabulary of tourism topics; (3) use VSM to represent scenic spot description text; (4) carry
out feature selection by the information gain method; (5) assign the lexical features with the
ATF * PDF method as the weight, and change the weight according to the key vocabulary
of cultural topics; (6) finally, extract the tourism products.

(2) Extract tourism products by traversal method
The steps of the method are: (1) Create a custom dictionary with two parts: tourism

products extracted from scenic spots and hotels data above; search the internet to obtain
tourism products such as scenic spots, hotels and popular online attractions; (2) traverse
travel strategies through a user-defined dictionary to extract tourism products matching the
dictionary; (3) extract product names from scenic spot reviews, hotel reviews and tourism
products to be duplicated; (4) finally, map the product names extracted from scenic spot
reviews, hotel reviews and tourism products to the corpus ID.

2. Emotional analysis

The primary purposes behind text emotion analysis is to analyze subjective text
with emotional factors, excavate the emotional tendency contained in it and divide the
emotional attitudes. The process of text sentiment analysis includes data preprocessing,
feature extraction, classifiers and the output of sentiment categories. Two methods of
emotion analysis are introduced below.

(1) Emotion analysis method based on emotion dictionary
The method based on emotion dictionary divides the emotion polarity in different

granularities according to the emotion polarity of emotion words provided by different
emotion dictionaries. The process of this method is: to input the text first and then
preprocess the data (including denoising, removing invalid characters, etc.). Then, the
word segmentation operation is carried out. Words of different types and degrees in
emotional dictionaries are trained. Finally, the emotion type is output according to the
emotion judgment rules.

(2) Emotion analysis method based on machine learning
The main idea behind the emotion analysis method based on machine learning is

to extract features from a large number of labeled or unlabeled corpora using statistical
machine learning algorithms and finally output the results of emotion analysis. The emotion
classification methods based on machine learning can be divided into three categories:
supervised, semi-supervised and unsupervised methods. Common supervised methods
include KNN, naive Bayes, SVM and decision tree.

3. Construction of popularity analysis model
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The popularity of tourism products reflects the popularity of a certain tourism product
among people at a certain time. When defining the heat evaluation indicators, it is necessary
to comprehensively consider the time period, the number of relevant comments and
their emotional orientation. By analyzing the evaluation indicators of popularity, this
paper provides a popularity analysis model of tourism products, as is shown by the
following formula:

P(w) = − log2
1

α + 1
+ 0.3× α

λ + α
+ 0.7β (17)

In the above formula, α represents the frequency at which tourism products are
mentioned, λ represents the maximum time difference of a product review and β represents
the emotional score of tourism products.

The next step is to normalize the heat value to 0–1, as shown in the following formula:

wi =
mi

n
∑
1

mi

× 100% (18)

In the formula, mi represents the popularity value of the i th tourism product.

5.2. Experimental Results of Tourism Products Popularity Analysis

This paper proposes a tourism product popularity analysis model based on emotion
analysis, as shown in Formula (17). Experiments were carried out to verify the effectiveness
of the heat analysis model. A total of 21,900 tourism products related to emotional analysis
were collected. The experiment calculated the popularity value of tourism products in 2018,
2019, 2020 and 2021, respectively. The popularity values were normalized according to
Formula (18).

In order to validate the tourism product popularity analysis model, we selected
Recall@K and Precision@K as the evaluation indicators to analyze the generated tourism
products in terms of popularity. The performances of the models based on principal
component analysis (PCA) and the model based on emotion analysis (EA) were compared
for the collected tourism product data in 2018, 2019, 2020 and 2021. The experimental
results are shown below.

From the experimental results in Figure 3, it can be seen that the recall rates of both
models increase significantly with the increase in K value. The recall rate of the PCA model
is 2% higher than that of the EA model, which indicates that PCA has obvious advantages
in the recall rate as an evaluation indicator. As can be seen from the experimental results
in Figure 4, the precision of both models tends to decrease with the increase in K value.
The precision of the EA model is 1.6% higher than that of the PCA model, indicating that
EA has an obvious advantage in precision as an evaluation indicator. Therefore, when we
conduct the popularity analysis of tourism products, we can synthesize the two models
and average the popularity values obtained from the two models, so as to obtain a more
reasonable tourism product popularity value.
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6. Building and Analysis of Tourism Knowledge Graph

A knowledge graph is a semantic network that reveals the relationships between
entities. Knowledge graphs can harness, preserve and organize massive amounts of data,
bringing internet information representations closer to human forms of cognition. The
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process of building a knowledge graph starts with the pre-processing of raw data. Data
sources may be structured, unstructured or semi-structured. Through a series of automatic
or semi-automatic technical means, knowledge elements are extracted from the original
data. This generates a mass of entity relationships (entity–relationship–entity) or entity
attributes (entity–attribute–value). The extracted knowledge elements are fused, with this
primarily including entity alignment and attribute alignment. The process of building a
knowledge graph can lead to the discovery of new knowledge based on certain inference
rules. The knowledge is stored in the pattern and data layers of the knowledge base after
quality evaluation. The process of constructing the tourism knowledge graph proposed in
this paper is shown in Figure 5.
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6.1. Methods for Building Tourism Knowledge Graphs
6.1.1. Knowledge Extraction Based on BiLSTM-CRF

We needed to build an unstructured dataset before building a knowledge graph. We
stored multi-dimensional tourism products into a triplet model. Knowledge extraction
is the most basic process involved in the construction of a tourism knowledge graph.
According to the results of the popularity analysis of tourism products, the knowledge of
product types, product names and product association types was extracted.

The following problems are encountered after entity extraction: (1) The entities ex-
tracted from each tourism text are the same product, but the names are different, which
may lead to ambiguity, and (2) the different quantities of products extracted from each
article will lead to a different “length” in terms of the extracted products, which will lead
to null filling. In order to solve the above problems, we use CRF method for named entity
recognition. The CRF algorithm is briefly introduced below.

CRF is a kind of sequential annotation model algorithm. The BiLSTM model combines
text context information [28]. Its principle is to infer the corresponding state sequence
according to the given observation sequence and use the label relationship before and after
the adjacent to obtain the current optimal label. Therefore, this paper overlays a layer of
CRF after the output of BiLSTM to mark the category of named entities.

The CRF model is a sequence annotation on the sentence level. In order to effectively
predict the relationship between tags, the CRF model uses the dependency information
between tags at the sentence level. In this paper, the state transition matrix Q is defined as
a parameter adjoint model to train together. Qij represents the transfer probability value,
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that is, the probability value of transferring from the i th label to the j th label. y is the tag
sequence to be predicted, and the formula is as follows:

y = (y1, y2, y3, . . . yn) (19)

The prediction probability of the model for sequence y is determined by the word
feature vector output by the attention level and the parameter matrix of CRF. Then the sum
formula of the probabilities of each location is:

S(x, y) =
n

∑
i=1

ci,yi +
n+1

∑
i=1

Qyi−1−yi (20)

Therefore, this paper selects the BiLSTM-CRF model for entity recognition. The cosine
similarity method proposed above is used to predict the relationship between entities.
Finally, the triple of “scenic spot entity, attribute, attribute value” required for research is
extracted. The core ideas behind this are: (1) BiLSTM is used to recognize and extract the
global features of text sequence data; (2) the output of the network layer is connected to
the CRF layer for learning the labeling rules between tags; (3) and the scores of each word
calculated and the best label outputted.

6.1.2. Knowledge Fusion Based on BERT Model

After information extraction, entities, attributes and attribute values were extracted
from massive heterogeneous texts. A triad of knowledge for the knowledge graph was
preliminarily formed. However, the quality of these triads was not high enough, and
there was a significant amount of redundant or even wrong information. Therefore, it was
necessary to correct and fuse this information through knowledge fusion to ensure the
reliability and integrity of the constructed knowledge graph.

The idea of knowledge fusion is to align triples in pairs, compare their entities, relation-
ships/attributes and calculate their similarity. When entities and relationships/attributes
are similar, alignment is required. The data source confidence of two triples is calculated.
The entity, relationship/attribute of a low confidence triplet is replaced by the correspond-
ing term of another triplet.

We first use the BERT model to represent the word features of self-monitoring learning
on a large number of corpora and learn a significant amount of priori syntax and word
meaning information from tourism texts. According to tourism entity recognition and
relationship extraction tasks, small adjustments are made through BERT [29]. Finally, this
method obtains the features related to the tasks in the tourism field.

Several word vector models are used to encode entities: one-pot, word vector trained by
the word2vec toolkit and word vector trained by the BERT model based on character training.
After the word vector represents the entity, the cosine similarity proposed previously is used
to calculate the similarity between the two entities, as shown in the Formula (13).

When the similarity is greater than the threshold value, it is considered that two entities
(relationships/attributes) are similar. According to the parameter adjustment experiment,
the threshold of entity pair is set to 0.86, and the relationship/attribute similarity threshold
is set to 0.91.

6.2. Results for Building a Tourism Knowledge Graph
6.2.1. Results of Named Entity Recognition Experiments

The experimental data in this paper are from the triplet data of the Chinese tourism
knowledge graph constructed in the previous section. We separately extracted the triple
data containing the entity profile from all the triple data as the final experimental data. After
data pre-processing, the triple set, entity set, relationship set and their corresponding data
dictionaries were established. Both the entity recognition model and entity relationship
extraction model in this paper use the pre training language model BERT on the Chinese
tourism corpus. The main parameter settings of the model are shown in Table 8.
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Table 8. The main parameter settings.

Parameter Name Entity Recognition Relationship Extraction

Epoch 12 20
Max length 756 523
Batch_size 18 56

Learning rate 4 × 10−8 4 × 10−6

The super parameters of the experiment are shown in Table 9. The parameters rep-
resent the best parameters after combining experimental conditions and training effects,
including network structure parameters and experimental super parameters.

Table 9. The super parameters of experiment.

Parameter Name Parameter Value

Hide Layer Dimension of BERT 986
Batch size 38
Dropout 0.8

Number of BiLSTM layers 2
Learning rate 0.0002

Hide layer dimension of BiLSTM 562
Iterations 68

The model was applied to three groups of experiments on the tourism text corpus.
We used the natural language processing tools LPT and Hanlp to label tourism data in
sequence. In order to improve the effect of entity recognition, LPT and Hanlp were each
integrated into BiLSTM-CRF for adjustment. The purpose of this experiment was to verify
that the BiLSTM-LPT and BiLSTM-Hanlp models have indeed improved the efficiency of
entity recognition. In order to better verify the recognition effect, the test set was primarily
used for named entity recognition. We used the precision and recall general evaluation
indexes to judge the performance of the model in the experiment.

precision =
TP

TP + FP
(21)

recall =
TP

TP + FN
(22)

In the above formula, TP represents the number of correctly identified entities or rela-
tionships in the test set; FP represents the number of entities or relationships identified as
errors in the test set; and FN represents the number of unrecognized entities or relationships
in the test set.

The deep learning baseline model selected in this paper is PCNN. The model separates
the sentence into three segments by positioning the head entity and the tail entity. On this
basis, the CNN convolution is introduced, and the maximum pooling is performed on each
segment. The results of this comparative experiment are shown in Tables 10 and 11. The
experimental results are shown in Figures 6 and 7.

Table 10. Experimental results of Precision@K.

Model K = 2 K = 5 K = 10 K = 20 K = 50

LPT 0.07 0.048 0.03 0.025 0.013
Hanlp 0.1 0.08 0.06 0.03 0.022

BiLSTM-LPT 0.153 0.123 0.1 0.065 0.048
PCNN 0.149 0.118 0.104 0.06 0.043

BiLSTM-Hanlp 0.16 0.13 0.12 0.07 0.05



Electronics 2023, 12, 1010 19 of 22

Table 11. Experimental results of Recall@K.

Model K = 2 K = 5 K = 10 K = 20 K = 50

LPT 0.02 0.055 0.115 0.165 0.27
Hanlp 0.03 0.06 0.12 0.18 0.293

BiLSTM-LPT 0.06 0.095 0.188 0.26 0.348
PCNN 0.05 0.072 0.17 0.27 0.335

BiLSTM-Hanlp 0.065 0.1 0.2 0.28 0.37
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The experimental results show that two natural language processing tools, LPT and
Hanlp, were successfully integrated into the model built in this paper. Therefore, the
identification precision of the BiLSTM-LPT model is significantly higher than that of the
LPT model. Compared with the model with only Hanlp added, the precision of the BiLSTM-
Hanlp model increased by 15 percentage points. Compared with the PCNN model of deep
learning, the BiLSTM-Hanlp model has obvious advantages in both precision and recall.
The experiments show that the two natural language processing tools combined with the
attention mechanism can improve the recognition effect of the model, and the precision and
recall value are improved. Therefore, the entity recognition rate of a tourism knowledge
graph based on BiLSTM+Hanlp+LPT model is significantly improved compared with the
use of single natural language processing model.

6.2.2. Knowledge Graph Storage Based on Neo4j

Neo4j is a high-performance NOSQL graphic database, which stores structured data
on the network rather than in tables. Neo4j can also be seen as a high-performance graph
engine with all the features of a mature database. The data insertion and query operations
in Neo4j are very convenient, regardless of the relationship between tables or databases.
There are two basic data types in the drawing process: nodes and relationships. Nodes are
connected through the relationships defined by relationships to form a relational network
structure. Neo4j is characterized by diversification, beauty and powerful functions, so
Neo4j was selected as the storage carrier of tourism knowledge in this paper.

The process of building a tourism knowledge graph presented in this paper is as
follows. First, the corpus in the tourism text is screened to obtain the hot words of each
tourist destination. Then, the processed data is transformed into a triple storage form for
knowledge fusion. Then, the standardized data of the quality assessment is imported into
the Neo4j graphic database. Therefore, 56,023 nodes and 86,500 attributes of entities are
obtained. Finally, py2neo is used to construct and draw the local tourism knowledge graph.

7. Conclusions

In recent years, knowledge graphs, with their strong semantic organization abilities,
have become the foundation of tourism knowledge-based organization and intelligent
applications. The tourism knowledge graph in presented here connects the six elements of
“food, accommodation, travel, shopping and entertainment” required by users in the form
of triplets, facilitating the integration of complex tourism data.

This paper first analyzed the construction of tourism knowledge graphs at home and
abroad, and founds that the existing tourism knowledge map has the problems of being
time-consuming, laborious and having a single function. In order to build a high-quality
tourism knowledge graph more efficiently, this paper has proposed a complete tourism
knowledge graph system. The process of constructing the knowledge graph involves the
following: In the data preprocessing stage, Jieba word segmentation and the removal of
stop words are employed; in the text classification stage, after feature extraction and the
vectorization of the text, the cosine similarity method is used to classify the tourism text;
in the knowledge extraction stage, this paper proposes two methods to obtain popularity
tourism words: One is a multi-dimensional tourism product popularity analysis model
based on principal component analysis, and the other is a tourism product popularity
analysis model based on emotional analysis; then, this paper proposes entity recognition
based on the BiLSTM-CRF model, with the <tourism entity, attribute, attribute value >
triplet being extracted; in the knowledge fusion stage, this paper adopts the pre training
language model BERT and applies it to the Chinese tourism corpus. It integrates two natural
language processing tools, LTP and Hanlp, and adopts the BiLSTM-LPT and BiLSTM-Hanlp
models to improve the efficiency in terms of entity recognition. The experiments show that
the proposed model can effectively improve the efficiency in terms of entity recognition.
In the stage of knowledge graph generation, py2neo in Neo4j graphic database is used to
build a high-quality tourism knowledge graph.
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The limitations of this study include the following aspects: (1) Although this paper
has constructed a relatively perfect tourism knowledge graphic, the influence of the time
factor has been ignored in the construction process. That is, knowledge is time sensitive;
(2) concerning the relationship extraction model proposed in this paper, there remain certain
deficiencies in the application of the Chinese corpus. Therefore, attribute information of
scenic spot entities should be added to improve the description of scenic spots.

Our future research includes the following. (1) The functions of the tourism knowledge
graph system are relatively basic. In the future, certain functions can be added to the system,
such as personalized recommendations by analyzing users’ search, browsing and other
records. (2) In the future, the expansion of existing data can reduce the consumption of
manpower and time while automatically obtaining high-quality and high-volume training
samples. (3) Additionally, in the future, more triplet information can be added to render
the knowledge covered by the knowledge graph more comprehensive and substantial.
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