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Abstract: Surface electromyography signal (sEMG) recognition technology requires a large number
of samples to ensure the accuracy of the training results. However, sEMG signals generally have
the problems of a small amount of data, complicated acquisition process and large environmental
influence, which hinders the improvement of the accuracy of sEMG classification. In order to
improve the accuracy of sEMG classification, an sEMG feature generation method based on an energy
generative adversarial network (EBGAN) is proposed in this paper for the first time. The energy
concept is introduced into the discriminant network instead of the traditional binary judgment, and
the distribution of the real EMG dataset is learned and captured by multiple fully connected layers,
with similar sEMG data being generated. The experimental results show that, compared with other
types of GAN networks, this method achieves a small maximum mean discrepancy in comparison
with that of the original data. The experimental results using different typical classification models
show that the data augmentation method proposed can effectively improve the classification accuracy
of typical classification models, and the accuracy increase range is 1~5%.

Keywords: surface EMG signal; generative adversarial network; data generation; EMG feature;
classification

1. Introduction

With the aging of the population, stroke, hemiplegia and other diseases have a great
impact on the lives of the elderly [1]. Rehabilitation training for patients using an ex-
oskeleton robot is an ideal rehabilitation method. However, a core problem to be solved
in exoskeleton motion control is how to coordinate the exoskeleton and body motion [2].
Using human–robot interaction technology to accurately obtain human motion intention
is an important pre-requisite to achieve its motion. Generally speaking, the signal source
of the human–robot interaction includes detection force, position or physiological signal
(EEG, EMG) [3]. Among them, because the generation of surface EMG signals is ahead of
limb movements, it has the advantage of being non−invasive and has become one of the
most ideal control signal sources in human–robot interaction systems [4].

Surface electromyography (sEMG) in the field of myoelectric control and human–
computer interaction is a research hotspot in the field of human–robot interaction. For
example, the EMG control system uses the characteristic value of the EMG signal for action
recognition and drives the lower limbs according to the patient’s motion intention, so as to
promote the patient to actively participate in rehabilitation training and restore the muscle
strength of the lower limbs [5]. Another example is the recognition of the body’s movement
intention through sEMG [6] and the control of exoskeleton robots using sEMG signals [7].
However, due to the cumbersome experiments of collecting EMG data, subjects need to
pay attention for a long time and wear uncomfortable EMG collection equipment. In the
medical field, the data of stroke patients are scattered among different laboratories and it
is difficult to achieve data sharing, which easily leads to a lack of EMG datasets and an
imbalance in data categories. However, sharing medical data can lead to major privacy
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issues. All of these issues affect the improvement of the accuracy of EMG classification
and hinder the development of sEMG signal research. In order to study the rehabilitation
system based on EMG signals in more depth, the amount of data must be increased.

The main contributions of this paper are centered on four aspects:

(1) We propose a feature generation method of sEMG based on an energy−based gen-
erative adversarial network (EBGAN), which explores the feasibility of a data en-
hancement method for improving EMG recognition technology and provides a new
research idea for further research on machine learning in EMG recognition;

(2) The concept of energy is introduced into the discriminant network to replace the
traditional binary judgment. Through multiple full connection layers, the distribution
of real EMG datasets is learned and captured, and similar EMG data are generated;

(3) Compared with other types of GANs, this method achieves a maximum mean dis-
crepancy that is smaller than that of the original data;

(4) The experimental results of different typical classification models show that the pro-
posed data enhancement method can effectively improve the classification accuracy
of typical classification models, and the accuracy rate is improved by 1~5%.

2. Related Work

For small samples and unbalanced EMG signal datasets, the neural network model
is likely to overfit, the generalization performance of the model is poor and the classi-
fication accuracy is not high, so the amplification of EMG training data is particularly
important [8]. At present, there are enhancement algorithms, such as machine learning
and a small number of oversampling SMOTE [9] and ADASYN [10] of adaptive synthetic
sampling. There are also ways to enhance the rotation and translation of the data. However,
most of these studies focus on image generation, and not all of them are applicable to
one−dimensional time−series data of EMG signals. In 2014, Goodfellow [11] proposed
a generative adversarial network (GAN), which provides a new and effective framework
for the study of time−series signal enhancement. Its generation model can fit known
datasets to produce realistic data that conform to the known data distribution. This can
expand a small sample or unbalanced sample. Over the years, there have been many
studies on GAN in the field of biological signals and medical data generation. Sharaj [12]
used WGAN (Wasserstein GAN) with a gradient penalty term to synthesize EEG data;
the network solves the problems of frequency artifacts and the training instability of the
generated sequence, and tests its classification performance, which proves the effectiveness
of the generated samples. Haradal [13] successfully synthesized corresponding biological
signals in electrocardiogram (ECG) and EEG datasets using a GAN model based on long
short−term memory (LSTM) units. Xiang Xia Yu [14] proposed a generative adversarial
network technology based on Gaussian coupling for the synthesis of structured electronic
health records in 2022. However, at present, due to the traditional thinking of GAN in
two−dimensional image application, or due to the inherent low signal−to−noise ratio and
non−stationary characteristics of EMG signals, the significance of EMG signal enhancement
has not received widespread attention, and there are few related studies on data generation
and enhancement of surface EMG signals at home and abroad.

In view of the above problems, this paper focuses on the enhancement of EMG signal
features in view of the importance of EMG signal features in pattern recognition, human–
computer interaction and EMG control. The concept of energy [15] is introduced into the
discrimination network to replace the traditional binary judgment, and a method of EMG
signal feature generation based on an energy generation antagonism network is proposed.
This paper focuses on the pretreatment of EMG signals, the construction and optimization
of the EBGAN model, data enhancement and the verification of enhanced data classification.
It also explores the feasibility and effectiveness of the EMG feature generation method to
improve the accuracy of EMG classification.
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3. Signal Acquisition and Feature Extraction

In this section, we mainly introduce the surface EMG signal acquisition, prepro-
cessing and feature extraction under the target action to form the feature dataset of the
generation network.

3.1. Experimental Data Acquisition and Preprocessing

The collection of human EMG signals mainly includes two types: invasive and nonin-
vasive [16]. Invasive acquisition equipment needs to be inserted into the muscle, which can
effectively detect the myoelectric signal deep in the muscle and has a good signal−to−noise
ratio and resolution ability. However, in the invasive collection method, the needle needs to
be inserted into the muscle, which will damage the muscle, so it is not suitable for acceptance.
The non−invasive method is performed by attaching EMG detection electrodes to the skin
without causing any damage to the body. Therefore, this paper adopted a non−invasive
acquisition method to analyze surface EMG signals.

We utilized the OT BioLab surface EMG acquisition device, a wearable wireless EMG
acquisition system developed by OT Bioeletronica s.n.c in Italy. The detection device includes
a Due probe and an electrode sheet to detect the strength of the surface EMG signal by the
voltage difference between the two electrodes. The electrode sheet adopts Ag/AgCl and
electrode adhesive, which can prevent skin sensitivity caused by long−term contact with
the skin, and has good conductivity and adhesion properties, which can prevent the surface
EMG signal inaccuracy or data loss caused by the movement or fall of the electrode during
the acquisition process. Table 1 shows the data parameters of the testers.

Table 1. Basic parameters of the testers.

Number Gender Age Height/cm Weight/kg

1 Male 25 172 60
2 Male 23 178 67
3 Female 24 168 52
4 Male 25 170 55
5 Male 26 182 76

Average 24.6 174.0 62.0

The surface EMG signal is a weak electrical signal with an amplitude between
100~1500 µV [17], which is easily affected by external noise. Before collecting surface
EMG signals, appropriate methods should be used to reduce the measurement error. The
muscle area where the electrode sheet is attached should be wiped with medical alcohol
to ensure that the electrode has good contact with the skin to reduce the impedance
between the electrode and the skin and avoid falling or moving during the test. In the
experiment, three muscles, biceps femoris (BF), vastus lateralis (VL) and vastus medialis
(VM), were selected for surface EMG signal acquisition, and five action modes were
selected: flat walking, going upstairs, going downstairs, sitting down and standing up.
In this paper, the data of tester No. 1 were selected for follow−up work. The acquisition
scenario is shown in Figure 1.
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Since the effective signal range of sEMG is in the range of 0~500 Hz, and the main
energy is concentrated at 20~400 Hz, the notch was first used to remove the power frequency
interference, and then the Butterworth filter was used to perform 20~400 Hz bandpass
filtering of the original signal [18] to eliminate the interference of high−frequency and
low−frequency noise and retain those required frequency components. Taking the flat
walking action as an example, the filtered surface EMG signal is shown in Figure 2, and the
filtered surface EMG signals of the biceps femoris (BF), vastus lateralis and vastus medialis
muscle are shown from top to bottom.
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Figure 2. Filtered surface EMG signal for each muscle.

3.2. Feature Extraction

At present, there are three methods for the feature extraction of EMG signals: time
domain method, frequency domain method and time–frequency domain method. The
time–domain mapping feature is obtained directly from the time series representing the
original surface EMG signal, which can reflect the change in surface EMG signal with time,
and because it does not need to be transformed, it is easy to implement and the computing
load is small, so it is more commonly used [19]. Since the frequency domain characteristics
need to be obtained by Fourier transform, the real−time performance is relatively low.
The time–frequency characteristic is an abstract characteristic and generally has many
parameters to set.

The frequency domain characteristic can only show its distribution in various fre-
quency bands, but cannot reflect the energy of sEMG in time, that is, the strength of sEMG
with time. Therefore, the eigenvalues obtained by the frequency domain method were not
suitable for the study of this paper. Moreover, the sEMG feature values extracted by this
method are input as real samples of generative adversarial networks, so that the generator
G generates samples with false reality, and it is more appropriate to select time−related
time domain methods to extract feature values. Therefore, it is better to use the time domain
analysis method for feature value extraction.

Common time−domain feature extraction methods include mean absolute value
(MAV), root mean square (RMS) and variance (VAR). We extracted three time−domain
feature values of EMG signals on the surface of each muscle as the real sample input of the
model. The extraction of the three time−domain features is shown in Figure 3.
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Figure 3. Three time−domain feature diagrams.

The absolute mean (MAV) reflects the average change in the energy of surface EMG
signals during muscle movement and is expressed as

FMAV =
1
N

N

∑
i=1
|xi| (1)

The root mean square (RMS) reflects the change in the effective value of the EMG
signal during movement and is expressed as

FRMS =

√√√√ 1
N

N

∑
i=1

x2
i (2)

The variance (VAR) reflects the rate at which the energy of the EMG signal changes
during movement and is expressed as

FVAR =
1
N

N

∑
i=1
|xi|2 (3)

In the formula, xi is the time–varying surface EMG signal value and N is the length of
the time window for each feature extraction. The above amplitude feature constitutes the
real samples’ x input to generative adversarial networks.

4. Energy Generative Adversarial Network

This section introduces the basic principles of EBGAN as well as its model construction
and optimization process in detail.
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4.1. GAN Principle

Generative adversarial networks derive from game theory, which consists of two
components: generator G and discriminator D. The function of the generator is to learn
the random noise z of the input, so that it can produce a generated samples G(z) close
to the actual pdata, which can fool discriminator D. Discriminator D is used to identify
the input samples and determine whether they are real samples x or generated samples
G(z). These two different networks continue to confront each other, and the generator
constantly produces samples that can confuse the discriminator, and the discriminator
will constantly learn, thereby improving the ability to distinguish between true and false.
The two networks will eventually reach Nash equilibrium [13], which means that the
two loss functions of the generator and discriminator are minimized and balanced. The
distribution of the samples and datasets generated by the generator G is indistinguishable.
As a result, the generator G can generate a generated sample G(z). Because G(z) is close
to the actual distribution, the discriminator D cannot correctly distinguish the generated
sample G(z) from the real sample x. Figure 4 shows the architecture diagram of the
generated countermeasure network.
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The discriminator D distinguishes the generated sample G(z) from the real sample
x, which is a binary classification problem. When inputting x, set the output probability
to 1 as much as possible. When the input is G(z), ensure that the output possibility is 0 as
much as possible. Therefore, the loss function of D is

max
D

V(D, G) = Ex∼pdata(x)[log(D(x))]+

Ez∼p(z)[log(1− D(G(z)))]
(4)

where D(x) indicates the possibility that the discriminator outputs are real samples and
D(G(z)) indicates the possibility that the discriminator outputs are generated samples.
The generator learns the true distribution pdata, and the generator constantly inputs the
generated high−quality samples into the discriminator to confuse the discriminator’s
judgment and increase the possibility of the generated samples being recognized as real
samples, thus increasing the possibility of G(z) being recognized as a real sample, that is,
the output probability of D approaches 1. So, the loss function of the generator is expressed
as follows:

max
G

V(D, G) = Ez∼p(z)[log(1− D(G(z)))] (5)

The judgment probability of D is between 0 and 1; so, Equation (5) is equivalent to

min
G

V(D, G) = Ez∼p(z)[log(1− D(G(z)))] (6)

Thus, Equation (7) represents the confrontation process between the discriminator D
and generator G:

min
G

max
D

V(D, G) = Ex∼pdata(x)[log(D(x))]+

Ez∼p(z)[log(1− D(G(z)))]
(7)
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4.2. EBGAN Model Construction and Optimization

Generative adversarial network is a probability−based model, which is unstable in
training and prone to gradient−vanishing and gradient−bursting problems, which makes
GANs difficult to train. The EBGAN regards the discriminator as an energy function
from the perspective of energy concept, and it introduces the energy concept into the
discriminator network to replace traditional binary judgment. It does not need to consider
factors such as production distribution, actual distribution and distribution spacing, but
regards the discriminator as an energy function. If the generated data are close to the real
data distribution, it affords the generated data low energy, and if the generated data are
far away from the real data, it affords the state unstable high energy. Therefore, EBGAN
does not have too many restrictions on the model structure and loss function, and it has a
greater flexibility. Based on the energy model, the loss function of the EBGAN generator is
expressed as follows:

LG(z) = D(G(z)) (8)

The loss function of the discriminator is

LD(x, z) = D(x) + [m− D(G(z))]+ (9)

In the formula, m is a super parameter greater than 0, [·]+ = max(0, ·) LG is the loss
function of the generator and LD is the loss function of the discriminator, which is also the
energy function of the discriminator. The architecture of EBGAN is shown in Figure 5.
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In this paper, the EBGAN model was constructed based on the one−dimensional fully
connected layer (Dense), and the architecture of network G and discriminant network D
were generated as shown in Table 2. The input to G is random noise, which learns and
captures the distribution of the true EMG dataset through multiple fully connected layers
and generates similar EMG data. In order to prevent gradient disappearance or gradient
explosion during training, batch standardization was carried out within G.

Table 2. One−dimensional EBGAN model structure.

Generator Discriminator

Layer type Output Data Dimension Activation function Layer type Output Data Dimension Activation function
Dense1 (None, 128) LeakyReLU Encon1 (None, 1024) LeakyReLU

BatchNormalization1 (None, 128) BatchNormalization1 (None, 1024)
Dense2 (None, 256) LeakyReLU Encon2 (None, 512) LeakyReLU

BatchNormalization2 (None, 256) BatchNormalization2 (None, 512)
Dense3 (None, 512) LeakyReLU Encon3 (None, 256) LeakyReLU

BatchNormalization3 (None, 512) Decon1 (None, 256) LeakyReLU
Dense4 (None, 1024) tanh BatchNormalization3 (None, 256)

Decon2 (None, 512) LeakyReLU
BatchNormalization4 (None, 512)

Decon3 (None, 1024) LeakyReLU

EBGAN’s discriminator D is an improvement on Autoencoder, which first pre−trains
Autoencoder with actual data, so that the bias between the reconstructed data and the
original data is reduced. After the pre−training is completed, the discriminator has recog-
nition ability. The original input data and the reconstruction data are calculated, and the
L2 norm is used to calculate the error between the original data and the reconstructed
data, and it is used as the basis for judgment, which is defined as energy. In the initial
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stage, the reconstruction error of the real data is very small, that is, the energy is very low.
The reconstruction error of the generated data is large and has great energy instability.
Therefore, in the training process, it is necessary to continuously reduce the reconstruction
error of the generated data, and when the energy difference is smaller, it is closer to the
actual data distribution, so as to achieve iterative optimization. The discriminator is mainly
composed of a three−layer encoder and a three−layer decoder, where the encoder module
is used to learn the implicit characteristics of the input data. The decoder module is used
to reconstruct the new learned features into the original input data. Compared with other
unsupervised learning, the EBGAN model treats the discriminator as an energy function,
which helps the model to converge and effectively avoids the model collapse.

During model training, the Adam algorithm was selected as the optimization al-
gorithm for generator network G and discriminator network D [20], among which the
parameter of the first moment estimation β1 was set to 0.9, initial learning rate was set to
0.001, epochs was set to 200, batch size was set to 64, and the generator and discriminator
were alternately trained according to the ratio of 1:3, that is, training D for 3 times and
training G for 1 time. Figure 6 summarizes the process of EBGAN data generation and
classification performance test proposed in this paper, including data preprocessing, feature
extraction, EBGAN training, data generation and classification verification.
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5. Experimental Results
5.1. Authenticity of the Generated Data

We used the MAV feature of the EMG signal as an example to discuss the authenticity
of the generated data. Figure 7 shows the comparison between the sEMG feature data
generated by EBGAN and the original sEMG feature data. It can be seen intuitively that
the sEMG feature data generated by EBGAN has enough authenticity.
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Figure 8 shows the values of the loss functions of the discriminator and generator
after the proposed EBGAN was trained on the training set. In this experiment, the smaller
the discriminator loss, the better the discriminator performs in identifying true and false
samples. The smaller the generator loss, the better the quality of generated samples. It
can be seen from the figure that, after 150 iterations of training, the losses of the generator
and discriminator remain stable in a small range, which indicates that the network has
converged at this time and the generator can produce high−quality samples.
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5.2. Maximum Mean Discrepancy

The maximum mean discrepancy (MMD) [21,22] was used to measure the similarity
between the generated data of EBGAN and the sample distribution of real data. The MMD
indexes of EBGAN and traditional GAN, WGAN [23], DCGAN [24] and WGAN−GP [25]
were further compared. The lower the value of the indicator, the closer the generated data
is to the real data, which indicates that the quality of the generated data is better. Taking
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the three−muscle EMG signal of the flat walking motion as an example, the MMD values
between the three time−domain features and the original data were generated as shown in
Table 3.

Table 3. MMD values of various data generation methods.

BF VM VL

MAV RMS VAR MAV RMS VAR MAV RMS VAR

GAN 0.183 0.209 0.203 0.156 0.217 0.243 0.358 0.294 0.263

WGAN 0.182 0.205 0.191 0.154 0.216 0.204 0.325 0.246 0.227

DCGAN 0.179 0.202 0.190 0.144 0.198 0.205 0.314 0.196 0.204

WGAN−GP 0.180 0.205 0.192 0.150 0.201 0.202 0.319 0.225 0.216

EBGAN 0.177 0.200 0.189 0.132 0.188 0.197 0.276 0.175 0.185

It can be seen from the table that the MMD value of EBGAN is generally smaller than
that of the traditional GAN, WGAN, DCGAN and WGAN−GP, indicating that the results
are better and the data are more realistic. It also shows that the EBGAN model is better
than the traditional GAN, WGAN, DCGAN and WGAN−GP models.

5.3. Classification Performance of the Generated Data

This section presents the EMG signal classification task, taking the five movement
modes of walking on the flat ground, going upstairs, going downstairs, sitting down and
standing up as the classification objects, and comparing the changes in the classification
ability of the various classification models before and after data generation to verify the
effectiveness of the data generation method, the data quality of the generated samples and
the universality of the generated samples to different models.

5.3.1. Quality and Universality of the Generated Sample Data

Firstly, according to the parameter setting of EBGAN in the previous section, the
model was applied to the EMG feature dataset and adversarial training was carried out,
so that the G network model had the ability to generate EMG features. Secondly, the
G−network model was used to generate synthetic sample sets comparable to the scale of
the EMG feature dataset and they were labeled. These generated samples, together with
the original EMG feature data samples, constitute the EBGAN synthetic dataset. Further,
this paper selected five typical classification models, including linear discriminant analysis
(LDA), Gaussian Naive Bayes (GNB), support vector machine (SVM), k−nearest neighbor
(KNN) and multilayer perceptron, MLP), trained on the original dataset and the synthetic
dataset [26]. Then, the trained model was applied to the test set for the classification test;
among them, the training samples accounted for 80% and the test samples accounted for
20%. The classification accuracy is shown in Table 4.

Table 4. Classification accuracy of each classification model on the test set.

Method LDA GNB SVM KNN MLP

Original dataset 59.82% 51.03% 85.54% 89.61% 78.98%

Synthetic dataset 61.14% 54.36% 89.70% 93.47% 83.66%

The basic information of each classification model is as follows:
LDA is used to project multi−dimensional sample data into a low−dimensional space

to minimize the point variance of each category after projection, while maximizing the
variance between different categories. It has the advantages of not needing to adjust
learning parameters and having a high efficiency.
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GNB, which is applicable to continuous variables, assumes that each feature xi is
subject to a normal distribution under each category y. The probability density function of
normal distribution is used to calculate the probability inside the algorithm.

SVM, which has many unique advantages in solving small sample, nonlinear and
high−dimensional pattern recognition, can be extended to other machine learning prob-
lems, such as function fitting. In SVM, the hyperplane is selected to optimally separate the
points in the input variable space from their classes.

KNN is centered on the fact that, if most of the k−nearest samples in the feature
space belong to a certain category, the sample also belongs to this category and has the
characteristics of the samples in this category. In this method, only the category of the
nearest sample or several samples is used to determine the classification decision.

MLP is a forward structure artificial neural network. In addition to the input and output
layers, it can have multiple hidden layers in the middle, mapping a group of input vectors to
a group of output vectors. It can solve nonlinear problems and conduct real−time learning.

As shown in Table 4, each classification model achieved better classification results
than the original training set by being trained on the EBGAN synthetic dataset, with the
accuracy rate improving by 1~5%. The KNN algorithm has the highest accuracy, reaching
93.4%. Among them, the improvement effect of the MLP model is the most obvious. We
believe that this is because the MLP model adopts a full connection structure, with a large
parameter scale, and it is very easy to over fit small−scale original data training sets.
The experimental results show that the data generation method is helpful to improve the
training effect of typical machine learning models, which verifies the effectiveness of the
data generation method and the generalization ability of the synthetic samples. At the same
time, it also proves that the synthetic samples and real samples have similar characteristics
and high data quality.

5.3.2. Influence of Sample Generation Size on Classification Accuracy

For machine learning models, in addition to the quality of the data samples, the size
of the training set samples will also significantly affect the training effect of the model.
This section explores the changes in the classification accuracy of each classification
model under different sample generation scales to reveal the impact of sample genera-
tion scales on machine learning models. Specifically, the trained EBGAN model was
obtained by referring to the steps in the previous section, which was used to generate
the EMG feature data samples and limit the size of the original data to 0.5~3.0 times.
The scale of the newly generated data in the mixed set was 0.5~3 times that of the
original dataset, so the synthetic data ratios in differently mixed sets were 33%, 50%,
66% and 75%. Secondly, these generated samples were mixed with the original dataset
to form a synthetic dataset. The symbols “synthetic dataset * 0.5~synthetic dataset * 3.0”
were used to represent these datasets. The asterisk * represents a multiple of the dataset.
Then, we applied the five typical classification models, mentioned in the previous
section, to the original dataset and the synthetic dataset for classification training, and
conducted classification tests on the test set. The classification accuracy of each model is
shown in Table 5. According to the analysis results, most classification models achieved
good training results on the “synthetic dataset * 1.0~synthetic dataset * 2.0” synthetic
dataset, and the test classification accuracy was the highest. This shows that the rela-
tionship between the model training effect and the data generation scale is not linear.
The excessive introduction of synthetic data samples changes the sample subject in the
augmented dataset from real data to synthetic data, and the characteristics of synthetic
samples cannot be infinitely close to the real samples, which leads to the decline in
classification accuracy.
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Table 5. Classification accuracy of each classification model under different generation scales.

Method LDA GNB SVM KNN MLP

Original dataset 59.83% 51.07% 85.54% 89.60% 78.94%

Synthetic dataset * 0.5 60.37% 52.35% 87.06% 90.71% 79.90%

Synthetic dataset * 1.0 61.15% 54.33% 89.73% 93.43% 83.66%

Synthetic dataset * 2.0 63.26% 52.98% 88.45% 93.10% 84.23%

Synthetic dataset * 3.0 63.02% 51.44% 88.57% 91.74% 84.01%

5.3.3. Applicability and Superiority of the EBGAN Model Structure for EMG
Feature Enhancement

In order to fully verify the applicability and superiority of the EBGAN model structure
to EMG characteristics, this section applies the composite datasets of traditional GAN,
WGAN, DCGAN, WGAN−GP and EBGAN to the above five classification models, such
as LDA. In this paper, we compared the change in the classification ability of several
typical classification models on different synthetic datasets to quantify the effectiveness
of the proposed EBGAN model for EMG feature generation methods. Specifically, in this
section, we selected the GAN, WGAN, DCGAN, WGAN−GP and EBGAN models to train
on the dataset [27], and doubled the size of the original dataset. Secondly, the typical
classification models were applied to the datasets constructed by each generation model
for classification training, and the classification results were compared with the test set.
As shown in Table 6, the classification model trained under the EBGAN augmented set
achieved optimal classification results.

Table 6. Classification accuracy of each classification model under different generation models.

Method LDA GNB SVM KNN MLP

GAN 59.41% 52.11% 88.25% 90.94% 80.89%

WGAN 60.20% 52.75% 88.63% 92.02% 81.35%

DCGAN 60.53% 53.14% 89.08% 92.11% 82.21%

WGAN−GP 60.68% 53.03% 88.66% 92.36% 81.90%

EBGAN 61.15% 54.35% 89.78% 93.45% 83.61%

6. Conclusions and Future Work

Aiming at solving the problem of the low accuracy of EMG classification due to
the small amount of data, complicated collection difficulties and large environmental
influences of EMG signals, this paper proposed a myoelectric signal feature generation
method based on an energy generation adversarial network for the first time, exploring
the feasibility of a data enhancement method for improving EMG recognition technology
and providing a new research path for further research on machine learning in EMG
recognition. Research on EMG signal acquisition, feature extraction, EBGAN model
construction and optimization, and enhancement effect evaluation was carried out. Fi-
nally, EBGAN−based EMG data generation was objectively evaluated using quantifiable
indicators and typical classification methods. The results show that the proposed method
can effectively generate sufficient real EMG features and, compared with the traditional
GAN, WGAN, DCGAN and WGAN−GP models, the generated data of EBGAN is more
realistic, which helps to improve the classification effect of typical machine learning
models, and verifies the effectiveness of the proposed data generation method and the
generalization ability of synthetic samples. At the same time, such synthetic datasets will
not pose major privacy problems or data leakage to the original sensitive training data,
and they have high application prospects. The results not only promote the beneficial
development of machine learning in EMG recognition, reduce the time and material cost
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of the manual collection of EMG data, but also provide an important research basis for
the in−depth exploration of EMG signaling mechanism.

In this paper, we used the time−domain feature generation of EMG signal as the
starting point, and we carried out research on the effectiveness of data enhancement
technology in improving the accuracy of model recognition. Other types of characteristics
of EMG signal, such as frequency domain characteristics, time–frequency characteristics
and other nonlinear characteristics, have not yet been considered. In addition, due to the
small number of subjects, the sample diversity may be insufficient. The generalization
performance of the generator for the data of different subjects needs further study.
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