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Abstract: Recently, the use of Automated Guided Vehicles (AGVs) at production sites has been
increasing due to industrial development, such as the introduction of smart factories. AGVs utilizing
the wired induction method, which is cheaper and faster than the wireless induction method, are
mainly used at production sites. However, the wired guidance AGV operation system has the
disadvantage of being limited to small-batch or collaboration-based production sites, since it is
difficult to change the driving route. In this paper, we propose an AGV line-scan algorithm that
can perform route recognition, driving commands, and operation through color-code recognition
using an Arduino controller and a low-cost vision sensor, instead of the optical sensor conventionally
used for these functions. When the proposed algorithm is applied to the AGV car, the CMUcam
5 Pixy2 camera identifies the driving path to follow by tracking a black line using the Otsu method.
In addition, it can be confirmed that the driving command is executed using the proposed color code
by applying the color recognition function of the CMUcam 5 Pixy2.

Keywords: AGV; color code; HSI; RGB; vision sensor

1. Introduction

Recently, the Fourth Industrial Revolution has been in the spotlight due to the remark-
able evolution of information and telecommunication technology. Consequently, various
research studies are being conducted on the core technologies of the Fourth Industrial
Revolution, such as big data, artificial intelligence, and the Internet of Things. In addition
to the core technology of the Fourth Industrial Revolution, the industries affecting change
through the revolution are also attracting a great deal of attention. For example, smart
factories are leading a wave of major change, with many additional cases in other fields
that began to develop during the Fourth Industrial Revolution.

Among the various technologies being utilized by smart factories, one technology
that leaders in the industry are paying close attention to is AGV technology [1,2]. The
AGV was first used in 1953 as a means of pulling a trailer. By the early 1960s, it was
being used in various factories and warehouses. Subsequently, in the 1970s, the use of
AGVs expanded throughout the industry, with AGVs replacing the conveyor previously
used in the assembly line of Swedish automaker Volvo. The modern AGV is powered
by a battery. The AGV travels to the desired position along given travel lines [3–6]. The
methods of guiding the traveling route of the AGV include laser navigation and wireless
guidance using RFID. In addition, wired guidance methods such as magnetic, optical,
electromagnetic, and magnetic-gyro guidance may be utilized [7–17]. As for the wireless
guidance method, this is a method of guiding the AGV to the target point by first creating a
virtual route in advance, and then using the current position of the AGV obtained through
the positioning sensor to navigate. Since there is no guidance line, the AGV can travel
autonomously, making it easy to change and maintain the travel line. However, the wireless
induction may cause a risk of error in measurement due to obstacles and signal distortion
triggered by the disturbance of radio waves or the refraction of light. Furthermore, it
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has the drawback that the difference in accuracy becomes significant, depending on the
workplace environment and the characteristics of the transceiver installed in the AGV. At
present, at industrial sites, the wired guidance method is mainly used due to the advantage
of inexpensively implementing the tracking method and driving the AGV. However, the
wired guidance method has the drawback of posing difficulty in changing and maintaining
guidance lines, as it is a method of embedding or attaching guidance lines to the floor of the
workplace. Therefore, various studies are underway to overcome such problems [18–21].
Various attempts have been made, such as a pattern-recognition method that uses simple
barcode-like location-specific symbols, which are then identified using a line-scan camera or
other method of recognizing the surrounding environment, such as a deep learning-based
vision system [22–25].

In this paper, we propose an AGV line-scan algorithm that can perform route recogni-
tion driving commands, and operation through color-code recognition using an Arduino
controller and a low-cost vision sensor, instead of the existing method of recognizing and
driving along a line using an optical sensor. The proposed method is a path-recognition
technology that reduces computing and is easy to maintain and change at a low cost
compared to methods using images or RFID tags, by utilizing pattern recognition with an
existing line-scan camera and a simple barcode-like identification symbol. In addition, the
proposed method has the advantage of being able to solve the problem of driving via path
recognition, which used to be performed using various sensors, using only a vision sensor.

When the proposed algorithm is applied to the AGV car, the CMUcam 5 Pixy2 camera
identifies the driving path to follow by tracking a black line using the Otsu method. In
addition, it can be confirmed that the driving command is executed using the proposed
color code by applying the color recognition function of the CMUcam 5 Pixy2.

2. AGVA-Robot Driving System
2.1. Materials

Introducing the composition of the AGVA-Robot used for the study discussed in this
paper: The main CPU of the AGVA-Robot was manufactured by ARDUINO, which is
open-source based hardware with good accessibility. An L298N, which is highly versatile,
was used as a driver for operating the motors of the AGVA-Robot. A CMUcam5 Pixy2 was
used as a vision sensor.

2.1.1. CMUcam5 Pixy2

The vision sensor selected for the study discussed in this paper is CMUcam5 Pixy2.
The CMUcam5 Pixy2 vision sensor is a fast image sensor that tracks objects and can directly
connect to Arduino Uno R3 through the ICSP port on the Arduino Uno R3 circuit board.
CMUcam5 Pixy2 has its own powerful processor with which to process the image. Since
CMUcam5 Pixy2 has its own processor, it processes the images captured from the sensor
and extracts the useful information. Additionally, CMUcam5 Pixy2 comes with a color-
recognition algorithm that enables it to detect an object’s color. Normally, RGB (red, green,
and blue) is used to represent colors. Instead, CMUcam5 Pixy2 calculates the hue, color,
and saturation of each RGB pixel from the image sensor and uses these as the primary
filtering parameters.

2.1.2. Arduino Uno R3

Arduino Uno R3 is a microcontroller board based on the ATmega328P. It has 14 digital
input/output pins (of which 6 can be used as PWM outputs), 6 analog inputs, a 16 MHz
ceramic resonator, a USB connection, a power jack, an ICSP header, and a reset button. It
contains everything needed to support the microcontroller; simply connect it to a computer
with a USB cable or power it with an AC-to-DC adapter or battery to begin.
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2.1.3. L298N Motor Driver

This L298N-based motor driver module is a high-voltage, high-current DUAL FULL-
BRIDGE driver suitable for driving DC motors and stepper motors. It can control up to
four DC motors, or two DC motors with directional and speed controls.

2.2. Circuit Design

Figure 1 shows the overall block diagram of the AGVA-Robot we used in the paper.
Arduino Uno was used as the main board and an ISP port was used to interface with the
vision sensor [26]. The CMUcam5 Pixy2 camera was used for color recognition and line
tracking [27]. Two servo motors were used to allow the vision sensor to move up, down,
left, and right. As the engine of the AGVA-Robot, four servo-type DC motors were used
(two on the left and two on the right), and the L298N was used as a driver for operating the
four motors [28]. An independent power supply was also equipped.
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Figure 2 shows the overall circuit diagram of the AGVA-Robot we used for the study
discussed in this paper.
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Figure 3 shows the final result of the AGVA-Robot’s hardware design. It consists of: a
CAMcam5 pixy2, two pan/tilt motors, an Arduino Uno R3, a power pack, a motor drive
L298N, and four DC motors.
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2.3. Operating Flowchart

The AGVA-Robot is designed to use a vision sensor to photograph the traveling route,
indicated by a black line on a white background, recognize the route by means of the line-
tracking algorithm, and follow the color code when it is detected during travel. Figure 4
shows the overall traveling algorithm. After extracting an image from a video, in order
to obtain information from the image, it is necessary to separate the objects contained in
the image. One of the representative methods for separating objects is binarization. For
the study discussed in this paper, the Otsu method was used as the binarization algorithm
for line recognition [22]. Additionally, the color coding function of CAMcam5 pixy2 was
used to give the driving command from the color code. In CAMcam5 pixy2, the HSI color
model was used for color detection. The order of the detected color models was coded and
matched with driving commands to be used in the AGV’s driving algorithm.
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2.4. Experimental Environment

Figure 5 shows a traveling experiment performed in a virtual layout designed to
execute a traveling command in an environment where various traveling lines, composed
of straight lines, curves, and plane intersections, are drawn for the traveling test of an
AGVA-Robot [29,30]. The AGVA-Robot is designed to photograph, using its own camera, a
traveling route consisting of a black line on a white background, to recognize lines based
on the line tracking algorithm, and to execute various traveling commands based upon the
color codes detected at branch points.
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3. Color Model

An RGB color model and an HSI color model were both used to enable the AGVA-
Robot to recognize the color code from the input image using the vision sensor. The HSI
model is a model that expresses colors using three characteristics: H (Hue), S (Saturation),
and I (Intensity). H refers to an attribute that expresses pure colors, S refers to an attribute
that expresses saturation, and I refers to an attribute that expresses the brightness value [31].

3.1. RGB to HSI

Since the HSI color model is less sensitive to illumination than the RGB color model,
converting the RGB color model into the HSI color model enables it to function regardless
of illumination and sudden changes in light. It is not necessary to know what percentage
of blue or green is needed to generate a certain color, as dark red turns to pink simply by
adjusting the saturation. Controlling contrast can brighten darker colors; for this reason,
the HSI color model is being used in many applications. Contrast I and hue H can be
calculated using the following formula [32].

I =
1
3
(R + G + B) (1)
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H1 = cos−1
(
(Pr−W)•(P−W)
|Pr−W| |P−W|

)
= cos−1

(
2R−G−B√

2
3

√
6(R2+G2+B2−RG−GB−BR)

)

= cos−1
(

3R−(R+G+B)
2
√

R2+G2+B2−RG−GB−BR

)
= cos−1

(
(R−G)+(R−B)

2
√
(R−G)2+(R−B)(G−B)

)
(2)

If B > G, hue H is the same as Formula (3).

H = 360− H1 (3)

Hue H, obtained from Formula (3), represents a hue between 180 and 360 degrees [33].
Saturation S can be obtained as shown in Formula (4).

S = 1 − 3 min(R, G, B)/I (4)

Figure 6 shows source codes of the C language used for programming to convert RGB
values to HSI values.
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3.2. Color Code

The vision sensor used in this paper can index seven arbitrarily specified colors. The
proposed color code is a method for recognizing adjacent specified colors as a single code.
Figure 7 shows the setting screen for indexing seven colors that can be saved in the vision
sensor. As shown in Figure 7, after indexing red in color 1, orange in color 2, yellow in
color 3, blue in color 4, green in color 5, pink in color 6, and purple in color 7, it can be seen
that adjacent blocks of seven colors are recognized as a single object.
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Figure 7. Color index settings screen.

Figure 8 shows the recognition results after the indexed color code changes in various
ways. For example, as shown in Figure 8a–d, if the order of the color codes changes in an
up-and-down or left-and-right manner, while the colors remain adjacent in the order of the
indexed color codes, it is recognized as the same code. However, as shown in Figure 8e–h,
if the order of the color code is changed, the number of color codes is changed, or the color
code is duplicated, it can be seen that it is recognized as a different color code.
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The proposed color codes can vary by using seven arbitrarily designated colors. For
example, if a color code in which multiple colors are adjacent is generated after indexing
an arbitrary color, as shown in Table 1, 42 color codes (7∗6) can be generated with color
codes in which 2 colors are adjacent, and 252 color codes (7∗6∗6) can be generated with
color codes in which 3 colors are adjacent. In this way, innumerable color codes can be
generated depending on the number of adjacent colors. Furthermore, among the generated
color codes, those with the same left and right values are recognized as the same code.
Therefore, if duplicate codes are removed, 12 codes can be generated using 2 color codes,
and 133 codes can be generated using 3 color codes. By using color codes generated in this
way, it is possible to allow the AGVA-Robot to execute the traveling command related to
the direction at junctions and the desired command based on branch points. For example,
several different traveling instructions may be implemented, up to the number of color
codes generated, in a variety of work environments, such as going straight for one meter
from a branch point with a color code and then placing the object on the left, or turning left
at a branch point and then placing the object on the next branch point.
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Table 1. Index color code.

Index
Number Color 0 Color 1 Color 2 . . . Color N

Index 1 red red Gold . . . random
Index 2 orange blue Aqua . . . random
Index 3 yellow green Brown . . . random
Index 4 blue orange Gray . . . random
Index 5 green purple Magenta . . . Random
Index 6 pink yellow Navy . . . random
Index 7 purple pink Pick . . . random

4. Experimental Results

The test of the AGVA-Robot was conducted in consideration of straight lines, curved
lines, intersections, branch points, and confluences of the guidance line. Figure 9 shows
the results of the test on the traveling algorithm of the AGVA-Robot. The following figures
show the test result values at each point: Figure 9a at the three-way T-shaped intersection;
Figure 9b at the intersection with a curve; Figure 9c at a plane intersection; and Figure 9d
on the road with the angle.
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Figure 10 shows the test results from the traveling algorithm of the AGV using a
color code. Figure 10a–d shows the results of the test in which color codes were typically
generated with three, four, five, and seven colors. Figure 10a’–d’ shows the results of the test
when the color code generated using the duplicate code is recognized. This paper proposed
an AGV traveling system that uses color codes based on color recognition by a vision sensor.
The proposed system extracted images by receiving images via an inexpensive, high-speed
vision sensor. The algorithm for recognizing lines in the extracted image used the Otsu
method, and to recognize the color code, RGB to HSI conversion was used to obtain an
H value that was robust in color, facilitating recognition. After indexing the recognized
colors on the vision sensor board, we generated color codes in accordance with the order of
adjacent colors of the indexed colors and used them for traveling commands. As a result
of the test manufactured to test the algorithm of the proposed traveling system using the
AGVA-Robot, it was confirmed that the proposed traveling algorithm of the AGVA-Robot
works normally.
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5. Conclusions

The facts we learned by applying the traveling algorithm using the proposed color
code to the AGVA-Robot are as follows: Conventional AGVs recognize lines mainly by
using guidance lines that use magnetic fields, while the AGVA-Robot applied with a
proposed algorithm recognizes lines using a vision sensor. As a result, conventional AGVs
travel only along designated guidance lines, and when the direction of travel at the branch
point needs to be changed, the guidance line itself needs to be changed, causing time
delays and cost overrun. However, since the proposed AGVA-Robot recognizes traveling
commands by using color codes photographed by a vision sensor, traveling commands can
be easily changed at each branch point by changing the color codes at the branch point. In
addition, the color code can be used not only to inform the direction of travel at branch
points but also to execute various commands in addition to following the direction of travel
at branch points.

Improving the recognition rate of color codes in various environments and the recogni-
tion rate of color codes by the travel speed of the AGV by applying it to industrial sites will
be a task to be addressed in future research. It is necessary to study an algorithm that can
increase the recognition rate by checking the accuracy of color code recognition with regard
to various lighting conditions in the actual field. In addition, research on an algorithm that
can adjust the driving speed based on how much the color code recognition rate changes
according to the driving speed of the AGV should be further conducted.
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