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Abstract: As a nonverbal cue, gaze plays a critical role in communication, expressing emotions and
reflecting mental activity. It has widespread applications in various fields. Recently, the appearance-
based gaze estimation method, which utilizes CNN (convolutional neural networks), has rapidly
improved the accuracy and robustness of gaze estimation algorithms. Due to their insufficient ability
to capture global relationships, the present accuracy of gaze estimation methods in unconstrained
environments, has the potential for improvement. To address this challenge, the focus of this paper
is to enhance the accuracy of gaze estimation, which is typically measured by mean angular error.
In light of Transformer’s breakthrough in image classification and target detection tasks, and the
need for an efficient network, the Transformer-enhanced-CNN method is a suitable choice. This
paper proposed a novel model for 3D gaze estimation in unconstrained environments, based on
the Bottleneck Transformer block and multi-loss methods. Our designed network (BoT2L-Net),
incorporates self-attention through the BoT block, utilizing two identical loss functions to predict
the two gaze angles. Additionally, the back-propagation network was combined with classification
and regression losses, to improve the network’s accuracy and robustness. Our model was evaluated
on two commonly used gaze datasets: Gaze360 and MPIIGaze, achieving mean angular errors of
11.53° and 9.59° for front 180° and front-facing gaze angles, respectively, on the Gaze360 testing set,
and a mean angular error of 3.97° on the MPIIGaze testing set, outperforming the CNN-based gaze
estimation method. The BoT2L-Net model proposed in this paper performs well on two publicly
available datasets, demonstrating the effectiveness of our approach.

Keywords: unconstrained gaze estimation; Bottleneck transformer; combined loss function

1. Introduction

Gaze estimation refers to the process of estimating the gaze direction of the eyes.
This cue is crucial for nonverbal communication, as it provides insights into a person’s
level of engagement, interest, and attention during social interactions. Furthermore, gaze
estimation is also one of the essential cues of many applications across a variety of fields,
including saliency detection [1,2], virtual reality [3], first-person video analysis [4], human-
computer interaction [5,6], affective computing [7], and medical diagnosis [8], etc.

There are two main categories of gaze estimation methods: model-based and appearance-
based. Model-based gaze estimation methods utilize geometric models to calculate the
gaze of human eyes [9–11]. However, these methods typically require specialized hard-
ware, which limits their applicability in real-world environments. The appearance-based
methods directly extract the gaze point from captured images, making it straightforward to
estimate gaze in unconstrained environments. Recently, the field of gaze estimation has
benefited greatly from the rapid development of deep learning techniques. As a result,
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many researchers have applied deep learning algorithms to gaze estimation, resulting in
the development of methods such as AGE-Net [12], CA-Net [13], and Dilated-Net [14].
Among these techniques, appearance-based gaze estimation has emerged as the most
widely used method.

The earliest attempt to use neural networks for gaze estimation utilized monocular
images as input [15]. Subsequent related research, typically employs popular backbone
networks such as VGG [16], ResNet18 [17], and ResNet50 [18], to extract features, and
then outputs the gaze direction after processing, and then processes them to output the
gaze direction. These networks can take a single input [17,18], such as a face or eye image,
to estimate gaze direction, or multiple inputs [12], such as face, eye images, and head pose,
which are combined to estimate gaze direction.

The goal of gaze estimation, is to learn a mapping function that accurately predicts
human eye gaze from facial appearance [19]. However, this is a complex problem, as factors
such as illumination, environment, and personal head posture can all impact the accuracy
of gaze point estimation. To address these challenges, the mapping function must be highly
non-linear and capable of effectively integrating overall appearance information. Although
numerous gaze estimation models based on convolutional neural networks (CNN) have
been developed, they still lack the ability to capture the overall relationship between the
facial appearance and the gaze accurately.

Transformer [20], proposed by Vaswani et al., has demonstrated exceptional perfor-
mance in NLP (natural language processing) tasks. Recently, researchers have applied
Transformer to computer vision tasks, with great success. In comparison to CNN, trans-
formers excel at capturing global relations. One such approach is the Vision Transformer
(ViT) [21], which employs a pure Transformer model for image classification and achieved
superior performance compared to the state-of-the-art CNN models. However, since the
self-attention storage and computation increase quadratically with the spatial dimension,
it inevitably brings heavy computational costs. To mitigate this, some methods have
attempted to incorporate transformers into the CNN backbone network or replace the
convolutional block with an attention layer [22,23].

BoTNet [23] is an architecture that integrates the self-attention mechanism into various
computer vision tasks. By utilizing Transformer’s multi-head self-attention layer, instead
of spatial convolution, in the last three Bottleneck blocks of ResNet50, BoTNet signifi-
cantly enhances the baseline performance of instance segmentation and object detection.
This is achieved while reducing the number of parameters needed and minimizing the
delay overhead.

The task of gaze estimation is a type of numerical regression problem, commonly ad-
dressed through the use of the mean squared error (MSE) loss function for back-propagation.
Petr et al. [17] proposed the pinball loss to estimate gaze direction and error boundaries
together, which improves accuracy, particularly in unconstrained environments. However,
its robustness and generalization ability still need to be improved.

This article proposes a novel 3D gaze estimation model based on Bottleneck Trans-
former and a multi-loss method in an unconstrained environment. The proposed model,
called Bot2L-Net, incorporates self-attention using the Bottleneck Transformer block, which
enhances the network’s globality. Bot2L-Net is mainly composed of three Resnet Bottle-
neck blocks and three Bottleneck Transformer blocks. The model uses two identical loss
functions, which are applied to classify and regress each gaze angle. These loss functions
are then propagated back through the network to adjust the weight of the Bot2L-Net
parameters, resulting in improved accuracy. The proposed model was evaluated on two
commonly used gaze datasets: Gaze360 and MPIIGaze. On the Gaze360 testing set, the
model achieved a mean angular error of 11.53° and 9.59° for front 180° and front-facing
angles, respectively. On the MPIIGaze testing set, the mean angular error was 3.97°. Our
model has demonstrated exceptional performance on two datasets, outperforming current
CNN-based gaze estimation methods in terms of accuracy. The contributions of this paper
can be summarized as follows:
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• This paper proposes a gaze estimation network designed to operate in unconstrained
environments. The network utilizes Bottleneck Transformer blocks to introduce self-
attention, allowing it to be connected to Transformer. This design results in better
overall capture capabilities while also requiring fewer parameters.

• We employ two identical loss functions to predict pitch and yaw angles. By combining
the cross-entropy loss function with the MSE loss function, the resulting combined
loss function achieves a lower angle error in the network.

• Further, we conduct a verification and comparison of the mean angular error of
our model on the Gaze360 and MPIIGaze testing sets. Our results demonstrate
that our model has a lower mean angular error and can accurately estimate gaze in
unconstrained environments.

2. Related Work
2.1. Gaze Estimation Methods
2.1.1. Model-Based Gaze Estimation

Model-based gaze estimation methods typically use infrared light sources [9,10,24] to
perform corneal reflections [11] on the eye to detect eyeball features, thereby estimating
gaze. The accuracy of this gaze estimation method depends on the specific eye features
of different testers, so additional calibration steps are often required. It is highly sensitive
to input noise such as partial occlusion or illumination interference, and requires high-
resolution images and fixed and uniform illumination. Therefore, this method cannot
perform gaze estimation in an unconstrained environment.

2.1.2. Appearance-Based Gaze Estimation

Appearance-based gaze estimation techniques utilize extensive datasets of annotated
eye or face images, to acquire a more direct mapping between images and gaze. Sup-
port vector regression [25], random forest [26], and deep learning-based gaze estimation
methods, which are currently of great interest to researchers, are all applied in this way.

Zhang et al. pioneered the use of neural networks for gaze estimation [15], and
contributed to the development of one of the most widely used gaze datasets in the field
today: MPIIGaze. They also proposed a simple VGG-based architecture for predicting gaze
using single-eye images [16]. In 2017, a full-face gaze estimation method was introduced,
that leverages the attention mechanism [19]. This approach learns the weights of each
position in the face region, to increase the importance of the eye region, and suppress
the weights of irrelevant regions, resulting in higher accuracy. At the same time, they
utilized gaze data from the MPIIGaze dataset and added full-face images, to propose the
MPIIFaceGaze dataset. The method achieved an error of 4.8° on the MPIIFaceGaze dataset.

Cheng et al. [27] have proposed an innovative approach to asymmetric regression
using two eyes. This method takes two eye inputs and assigns different weights based on
the actual situation. Yu et al. [28] have developed a constraint model-based gaze estimation
method, utilizing the concept of multi-task learning. In this approach, the eyes are detected
while gaze estimation is carried out, and two learning tasks are performed simultaneously,
to complement the information. Chen et al. [14] employed a null convolutional network
to detect subtle alterations in eye images. Furthermore, they extended their research by
introducing GEDD-Net [29], which employs both dilation convolution and gaze decom-
position, resulting in better performance than using only dilation convolution. Wang
et al. [30] utilized adversarial learning to align CNN-extracted features and improve gaze
generalization performance.

Fischer et al. [31] developed a method to predict gaze angles by combining head pose
vectors and VGG CNN features with eye crops. Kellnhofer et al. proposed Gaze360 [17],
a large-scale gaze dataset and method for 3D gaze estimation in natural environments.
They employed a temporal model with seven-frame sequences (LSTM) to predict gaze
angle, and used pinball loss joint regression of gaze direction and error bounds to enhance
gaze accuracy.
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Cheng et al. [32] proposed the FAR-Net, which estimates the 3D gaze angle of
both eyes using an asymmetric method, inspired by the asymmetric property of eyes.
The model showed good performance on several publicly available datasets. In addition,
Cheng et al. [13] proposed a coarse-to-fine adaptive network (CA-Net). The network lever-
ages a face image to initially predict the primary gaze angles, which are further refined
through the integration of residual estimates obtained from eye crops. Furthermore, they
proposed a bi-gram model, to establish a link between the primary gaze angles and the
residual estimates derived from the eyes.

Biswas et al. [12] proposed a gaze estimation network named AGE-Net, which in-
corporates the idea of attention mechanism. The network employs an attention branch to
assign different weights to the features extracted from eye images, allowing for a more
precise inference of the gaze point. Moreover, the network further refines the gaze output
obtained from face images, resulting in improved prediction accuracy.

All of the aforementioned studies are based on CNN, which has a notable draw-
back: the convolution operation can only capture local information, and cannot establish
long-distance connections for modeling the global image. This limitation weakens the
ability of CNNs to capture global relationships, and makes it difficult to achieve further
improvements in accuracy.

2.2. Transformer

Transformer [20], was proposed by Vaswani et al. and has been widely used in NLP
(natural language processing), due to its excellent performance [33]. Recently, researchers
have been exploring the use of Transformer in computer vision tasks, such as image
classification and object detection.

Vision Transformer (ViT) [21] is a pioneering work, that introduced Transformer
into image classification and achieved comparable or even better results than traditional
convolutional neural networks (CNNs) on mainstream classification benchmarks. Other
works have combined CNN and Transformer to achieve better performance in object
detection tasks [34]. One such approach is Detection Transformer (DETR) [20], which treats
object detection as a straightforward ensemble prediction problem and uses a Transformer
encoder–decoder architecture as the detection head. DETR achieved competitive results
on the quantitative evaluation of the COCO (common objects in context) dataset [35],
a commonly used dataset for object detection tasks. Overall, the integration of Transformer
into computer vision tasks has shown promising results and represents an exciting direction
for future research.

The backbone network extended by Transformer can be divided into seven categories
according to motivation and implementation [36], as shown in Figure 1. The original
Visual Transformer (ViT) is a well-known method that has been widely adopted. Another
method is the Transformer-enhanced CNN, which uses the strong global modeling ability
of Transformer, to improve the long-distance dependence of the CNN backbone. In con-
trast, the CNN-enhanced Transformer introduces convolution-induced bias, to enhance
Transformer’s performance. Local attention-enhanced Transformer is another method that
maintains a convolution-free architecture while enhancing the locality of Transformer, by
redesigning block partitions and attention blocks. The Hierarchical Transformer, replaces
the fixed-resolution columnar structure with a pyramid-shaped backbone. Additionally,
the Deep Transformer prevents overly smooth attention maps, by increasing their diversity
in the deep layers. Lastly, Transformer with self-supervised learning, is an approach that
uses self-supervised learning techniques to enhance the efficiency of Transformer.

Transformer has a stronger modeling ability than CNN in theory. However, since the
self-attention mechanism increases quadratically with the feature dimension, it inevitably
brings heavy computational costs. To address this issue, Cordonnier et al. demonstrated
that a convolutional layer can be approximated by a sufficient number of heads in MHSA
(multi-headed self-attention) [37]. Some attempts have been made to insert Transformer
into CNN or replace convolutional blocks with attention layers [22,23]. These methods aim
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to enhance the modeling ability of CNN while maintaining its efficiency, by incorporating
the advantages of Transformer.

Figure 1. Vision Transformer for classification.

BoTNet [23] is a highly effective and versatile backbone architecture, that leverages
self-attention mechanisms to support a range of computer vision tasks such as image
classification, object detection, and instance segmentation. It proposes a novel approach,
where consecutive Bottleneck blocks with self-attention can be treated as a Bottleneck
Transformer block, by replacing the spatial convolution with global self-attention in the
last three Bottleneck blocks of ResNet. Additionally, BoTNet achieves 84.7% top-1 accuracy
with 75.1 M parameters on the ImageNet benchmark, surpassing most CNN models with
similar parameter settings. These results demonstrate the effectiveness of the Transformer
approach on standard convolutional models, and highlight the breakthrough achieved by
BoTNet over the baseline.

3. Method

To extract image features and improve downstream tasks, many network architectures
have been proposed, including various network structures with CNNs and Transformer
as the backbone. The gaze estimation task is modeled as a regression from a normalized
face image to a pitch-bias gaze direction vector. Our goal is to perform 3D gaze estimation
in unconstrained environments, which requires training on a large dataset. Although the
global integrity of Transformer is good, the self-attention mechanism leads to a quadratic
increase in storage and computation, with respect to the spatial dimension. Training on a
very large dataset, such as Gaze360, inevitably incurs heavy computational costs.

3.1. Bottleneck Transformer

In this section, we will introduce the basic structure and functions of the Bottleneck
Transformer, which is a variation of the Transformer architecture widely used in NLP and
CV (computer vision) tasks.

The ResNet Bottleneck block, with an MHSA layer, can be viewed as a Transformer
block with a bottleneck structure and minor differences in modules. Thus, the ResNet Bottle-
neck block with the MHSA layer, is referred to as the Bottleneck Transformer block in [23].
Figure 2 [23] shows how to convert the Resnet Bottleneck block to the Bottleneck Transformer
block. The key distinction lies in the replacement of the spatial 3 × 3 convolutional layer
with MHSA. The symbols

⊕
represents element-wise addition.
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Figure 2. Comparison of Resnet Bottleneck and Bottleneck Transformer.

The structure of the self-attention layer is described in Figure 3 [23]. All-to-all attention
is carried out on a 2D feature map, with split relative position encodings for both height
and width (Rh and Rw). The attention logits are computed as qkT + qrT, where q, k, and
r correspond to the query, key, and position encodings, respectively. In the BotNet archi-
tecture, relative distance encodings are utilized [38,39]. The symbols

⊕
and

⊗
represent

element-wise addition and matrix multiplication, respectively, while 1 × 1 represents a
pointwise convolution.

Figure 3. Multi-head self-attention (MHSA) layer used in the BoT block.

The paper [23], proposes a practical and straightforward example called BoTNet,
which is connected to Transformer through BoT blocks. The approach involves replacing
the last three Bottleneck blocks of ResNet50 with BoT blocks, specifically by substituting
only the last three 3 × 3 convolutions. This replacement facilitates the network to learn the
global features of the input. BoTNet achieves the highest top-1 accuracy of 84.7% on the
ImageNet validation set. Additionally, the computation time on the TPU-v3 hardware is
1.64 times faster than the popular EfficientNet model.

BoTNet utilizes a hybrid design of convolution and global self-attention. Convolution
efficiently learns abstract low-resolution feature maps from large images, while global
self-attention processes and aggregates the information contained within these feature
maps, so that convolution can be spatially downsampled, and attention can be applied to
smaller resolutions, to effectively process large images. To enable attention to understand
the relationship between objects and their positions, BoTNet employs 2D relative position
self-attention, as described in [38,39].
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Inspired by BoTNet, we used three Resnet Bottlenecks, three Bottleneck Transformers,
and two fully connected layers to form a backbone network, and connect the network to
Transformer through BoT block, to incorporate self-attention.

3.2. Loss Function

According to the data distribution characteristics of different machine learning tasks,
it is often necessary to choose different loss functions, to achieve better results. The loss
function commonly used in classification problems is cross-entropy loss. The L1 loss
(mean absolute error, MAE) function and L2 loss (mean squared error, MSE) function are
usually used in regression problems. Generally, when outliers are important to the task
and cannot be discarded, the L2 loss function should be used. However, if the outliers only
represent useless data, or data that is considered to be corrupted, the L1 loss function is
more appropriate.

Three-dimensional gaze estimation is a numerical regression problem in machine
learning. Most gaze estimation models based on neural networks use the L2 loss function
for regression. In addition, for the gaze estimation problem, an angle error loss function
can also be used.

We used both the cross-entropy and L2 loss functions in our approach, employing
identical losses for each gaze angle. The cross-entropy loss function is utilized to forecast
binned gaze classification. Additionally, we estimated the expectation of the binned gaze,
to enhance the prediction accuracy. The L2 loss function is used to penalize the network,
leading to a lower angle error. By combining both the loss functions, we can improve the
performance of the network in terms of gaze estimation.

MSE is a popular loss function used in regression problems, including gaze estimation.
It measures the average squared difference between the predicted values and the actual
values of the target variable. Mathematically, the MSE is defined as the average of the
squared differences between the predicted value, yp, and the actual value y:

MSE(y, yp) =
1
n

n

∑
i=1

(yi − yp
i )

2
(1)

The cross-entropy loss function is a commonly used loss function in classification
problems. When used with the softmax layer, the cross-entropy loss function can be
expressed as follows:

CE(y, yn) =
n

∑
i=1

yi log yp
i (2)

The proposed loss function for each gaze angle is a combination of mean squared error
and cross-entropy loss. Specifically, it is defined as follows:

CL(y, yp) = MSE(y, yp) + CE(y, yp) (3)

As shown in Figure 4, where CL is combined with MSE and cross-entropy loss. Here,
yi represents the true values of the i-th sample, yp

i represents the predicted values of the
i-th sample, and n is the total number of samples.

Figure 4. Combined loss. The symbols
⊕

represents element-wise addition.
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In gaze estimation tasks, the input resolution is usually set to 224 × 224. However,
to achieve higher accuracy in unconstrained gaze estimation, we need to utilize self-
attention in more realistic scenarios. Considering that global self-attention across n entities
requires O(n2d) memory and computation [20], we adopted the method of Transformer-
enhanced CNN, which mainly used three Resnet Bottlenecks and three Bottleneck Trans-
formers to form a network, and connected the network to Transformer through BoT block,
to incorporate self-attention.

We designed a network based on BoTNet, as shown in Figure 5. We used stride
2 convolution and maximum pooling layer to downsample the input feature map, and
then connected three Resnet Bottlenecks. In contrast to previous work [23], we did not
change it on ResNet50, we only connected three Bottleneck Transformers with self-attention
mechanism. The network was connected to Transformer through BoT block, to obtain a
2048-dimensional feature, and then the gaze estimation was performed through an average
pooling layer and two fully connected layers. We used two identical loss functions, one
for estimating yaw and one for estimating pitch. The two angles were back-propagated
separately through two signals, which could adjust the network weight parameters more
accurately and improve the accuracy. In addition, our number of network parameters was
41.2% less than ResNet50, as shown in Table 1.

Table 1. Comparison of BoT2L-Net and ResNet-50 network structures and parameters.

Stage Output ResNet-50 BoT2L-Net

C1 112× 112 7× 7, 64, stride 2 7× 7, 64, stride 2

C2 56× 56
3× 3 maxpool, stride 2 1× 1, 64

3× 3, 64
1× 1, 256

× 3

3× 3 maxpool, stride 2 1× 1, 64
3× 3, 64

1× 1, 256

× 3

C3 28× 28

1× 1, 128
3× 3, 128
1× 1, 512

× 3

C4 14× 14

 1× 1, 512
3× 3, 256

1× 1, 1024

× 3

 1× 1, 512
MHSA, 512
1× 1, 2048

× 3

C5 7× 7

 1× 1, 512
3× 3, 512

1× 1, 2048

× 3

1× 1 Average pool
1000-d fc

Average pool
512-d fc

90-d fc ×2

params 23.5× 106 13.8× 106

3.3. BoT2L-Net

To process the output of the fully-connected layer in the gaze estimation model,
we performed a series of steps. Firstly, we computed the binned classification loss, using
cross-entropy between the output probability and the target label. In Gaze360, the gaze
angles are divided into 90 classes, while in MPIIGaze, the gaze angles are divided into
28 classes. Secondly, we applied a softmax function to the network output logits, to obtain
a probability distribution over the gaze angles. The expectation of this distribution was
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then calculated, to obtain the predicted gaze direction. Finally, we calculated the MSE
between the predicted gaze direction and the ground truth gaze direction, and added this
MSE term to the classification loss to obtain the final loss.

Figure 5. Bot2L-Net architecture.

3.4. Dataset

With the development of gaze estimation tasks, more and more gaze datasets have
been proposed. Some datasets are captured using still recording setups [40,41], or cam-
eras integrated into smartphones [3]. In order to enhance gaze estimation performance,
large-scale datasets were proposed. To achieve our objective of unconstrained gaze es-
timation, we have opted to consider three widely used unconstrained datasets, namely,
ETH-XGaze [18], Gaze360 [8], and MPIIGaze [19].

ETH-XGaze uses 4 light boxes and 18 high-definition cameras (6000 × 4000) to capture
a wide range of head poses and gaze directions, under different lighting conditions. This
dataset recorded nearly 600 sight directions of 110 subjects under 16 different lighting
conditions, and collected a total of 1,083,492 images; the maximum yaw angle and pitch
angle of the sight directions collected were ±120° and ±70°, respectively.

Gaze360 is a dataset that is designed for robust 3D gaze estimation in unconstrained
images. It is one of the most extensive datasets available for gaze tracking and provides a
wide range of 3D gaze annotations that cover a 360° range. Gaze360 requires the subjects to
look at a moving target and uses multiple cameras to obtain the gaze direction of multiple
subjects at the same time. The dataset collected 172,000 eye-sight data from 238 subjects in
5 indoor scenes and 2 outdoor scenes, including different backgrounds, time, and lighting.

MPIIFaceGaze is a dataset that contains facial images and corresponding gaze posi-
tions. MPIIFaceGaze is an extension of the MPIIGaze dataset, which matches gaze positions
from the MPIIGaze dataset with full facial images, to more accurately reflect human gaze
behavior. This dataset exhibits significant variations in appearance and lighting and is
suitable for unconstrained gaze estimation.

However, since actual application images used for gaze estimation may not be ultra-
high definition, the Gaze360 and MPIIFaceGaze datasets are suitable for model evaluation
when using a training set. Figure 6 shows some sample pictures from the Gaze360 dataset
and MPIIFaceGaze dataset.
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Figure 6. Some pictures from the Gaze360 and MPIIFaceGaze datasets. (Left) Gaze360; (Right) MPI-
IFaceGaze.

4. Experiment
4.1. Setup
4.1.1. Data Preprocessing

In this paper, the normalization of images in MPIIFaceGaze and Gaze360 was per-
formed using the processing method described in [15]. Specifically, a virtual camera was
rotated and translated, to remove the head roll angle and maintain the same distance
between the virtual camera and the reference point (i.e., the center of the face). In order
to estimate gaze classification, the continuous gaze angles in each dataset were split into
sets of gaze directions, with classification labels based on the range of gaze annotations,
with 90 classes for Gaze360 and 28 classes for MPIIFaceGaze. Therefore, both datasets have
continuous and binned labels, and multiple loss functions were used for classification and
regression, to improve network accuracy.

The MPIIFaceGaze dataset is an extension of the MPIIGaze dataset, and it includes an
evaluation set that consists of 15 subjects, with 3000 face images per subject. This dataset is
specifically designed for gaze estimation research, and it provides a corresponding face
image for each eye image in the MPIIGaze dataset. To evaluate the performance of gaze
estimation algorithms on this dataset, the evaluation protocol used in [19] was followed.
Normalization was performed on the face images, and leave-one-out cross-validation
was used to evaluate the algorithms. This means that for each subject in the dataset,
the algorithm is trained on all the other subjects and then tested on the remaining subject.
This process is repeated for each subject in the dataset, and the results are averaged to
provide an overall evaluation of the algorithm’s performance.

For the Gaze360 dataset, the entire dataset was split into training, testing, and evalua-
tion sets, using the method described in [17]. Based on the phi-ai laboratory’s approach,
the dataset was refined by removing images that did not have face detection results, as de-
termined by the face detection annotations provided. Because some images in the Gaze360
dataset only show the subject’s back, they are not suitable for appearance-based meth-
ods that rely on facial features. Therefore, these images were excluded from the dataset,
to ensure the accuracy and effectiveness of appearance-based methods. The training set con-
tains 80,942 images, the validation set contains 11,318 images, and the testing set contains
16,031 images. Examples of processed images in Gaze360 are shown in Figure 7.



Electronics 2023, 12, 1704 11 of 16

Figure 7. Processed images in Gaze360.

4.1.2. Training

Our proposed network (BoT2L-Net) is based on the BoT block in BotNet. There is
currently no public pre-trained model, so we retrained the model ourselves. In order to meet
the baseline [18] for gaze estimation, and to consider memory constraints, we uniformly
resized the input data to 224 × 224 and normalized the data.

Training Gaze360 dataset: we trained the model using the AdamW optimizer, in the
PyTorch 1.10 framework, with an initial learning rate of 0.0001 and exponential decay, with
a decay rate of 0.97. The Gaze360 dataset has three evaluation ranges based on the range
of gaze angles: full 360°, fronting 180°, and front-facing (within 20°). Based on the data
processing and cleaning described earlier, we trained and evaluated the model on the front
180° and front-facing (within 20°) datasets. We trained the model for 150 epochs, and the
mean angular error loss curve on the testing set is shown in Figure 8.

Figure 8. The mean angular error of the BoT2L-Net model trained for 150 epochs on the Gaze360
testing set.
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Training MPIIGaze dataset: we employed leave-one-out cross-validation, as used in
related work [12,13,19]. The dataset was split into 15 folds, and each time we trained the
model using 14 folds as the training set and one fold as the testing set. For example, during
the first training run, we used fold 0 as the testing set, and folds 1 to 14 as the training set.
In the second run, we used fold 1 as the testing set and folds 0 and 2 to 14 as the training
set. We continued this process until we had used all folds as the testing set once. The model
was trained using the AdamW optimizer in the PyTorch 1.10 framework, with an initial
learning rate of 0.0001 and exponential decay, with a decay rate of 0.97. We trained the
model for 30 epochs and obtained 450 weight files.

4.2. Evaluation and Results

After estimating the pitch angle and yaw angle, the model can predict a 3D vector
representing the gaze direction. The most commonly used evaluation index in the gaze field
is the mean angular error (°), which is the angle between the predicted gaze direction and
the ground truth gaze direction. The mean angular error (°) can be computed as follows:

Eangular = arccos
g · gp

|g||gp| (4)

where g means ground truth gaze, gp means predicted gaze, and · represents the dot
product of two vectors. |g| and |gp| represent the magnitudes of the two vectors, and
arccos is the inverse cosine function.

We evaluated our proposed network on the Gaze360 dataset and compared its perfor-
mance with that of state-of-the-art gaze estimation methods. We adhered to the original
train–validation–test split of the datasets throughout the entire training and testing process.
All the results presented below were obtained from the testing set. Table 2 shows the com-
parison of the mean angular errors between our proposed model and the state-of-the-art
methods, on the testing set of the Gaze360 dataset. On the testing set, our proposed BoT2L-
Net achieved average angular errors of 11.53° and 9.59° for the front 180° and front-facing
(within 20°), respectively. The average angular error for the front 180° is 11.2% higher than
that of the CNN-based gaze estimation method [13]. Since other methods are not evaluated
in the front-facing, only the Gaze360 model could be compared. The mean angular error in
the front-facing is 22.6% higher than that of the Gaze360 model [17].

Table 2. Comparison of mean angular error between our proposed model and state-of-the-art
methods on the Gaze360 testing set.

Method MPIIFaceGaze

MPIIGaze [16] 5.4°

AR-Net [27] 5.0°

Full-Face [19] 4.8°

Dilated-Net [14] 4.8°

GEDD-Net [29] 4.5°

FAR-Net [32] 4.3°

CA-Net [13] 4.1°

AGE-Net [12] 4.09°

Bot2L-Net (ours) 3.97°

We employed the leave-one-out cross-validation strategy, used in related
works [12,18,31], to validate our model on the MPIIFaceGaze dataset. Table 3 shows
a comparison between our proposed model and the state-of-the-art method, in terms of
mean angular error, on the MPIIFaceGaze testing set. As previously mentioned, the MPI-
IFaceGaze dataset was tested using leave-one-out cross-validation, with different training
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and testing sets in each round. The average of 15 rounds was taken for evaluation. BoT2L-
Net achieved a mean angular error of 3.97°, which is 0.12° better than AGE-Net. We also
provided the mean angular error of BoT2L-Net for each subject tested on the MPIIFaceGaze
dataset and compared it with FAR-Net [32] and AGE-Net [12], as shown in Figure 9.

Figure 9. Mean Angular Error for subjects in the MPIIGaze testing set on BoT2L-Net, AGE-Net,
and FAR-Net.

Table 3. Comparison of mean angular error between our proposed model and state-of-the-art
methods, on the MPIIGaze testing set.

Method Front 180° Front Facing

Full-Face [19] 14.99° N/A

Dilated-Net [14] 13.73° N/A

RT-Gene [31] 12.26° N/A

CA-Net [13] 12.20° N/A

Gaze360 (LSTM) [17] 11.40° 11.10°

Bot2L-Net (ours) 11.53° 9.59°

5. Prediction in Unconstrained Environments

The BoT2L-Net model proposed in this paper, performs well on two unconstrained
gaze estimation datasets and improves the previous methods, in terms of the evaluation
metric of mean angular error. To verify the practical application of our model, we used
RetinaFace [42] as the face detector and combined it with our proposed model. The results
show that our model could achieve accurate gaze estimation in unconstrained environ-
ments, allowing for high-precision estimation of multiple gaze directions. Figure 10 shows
that our results are comparable to subjective human judgments. This means that, based
on the gaze results, we can use such nonverbal cues to gain insight into a person’s level of
interest and attention during social interactions.
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Figure 10. Gaze estimation in the video. The green frames represent the result of face detection and
the red arrows represent the result of gaze estimation.

6. Conclusions

In this work, we proposed a new model for 3D gaze estimation in unconstrained
environments, which incorporates a Bottleneck Transformer block and a multi-loss method.
The network architecture is designed to integrate self-attention through BoT block, and
is trained with two identical loss functions, using back-propagation. We have evaluated
the performance of the proposed model on two widely used 3D gaze datasets, Gaze360
and MPIIGaze, and have demonstrated its effectiveness on unconstrained images in video.
However, the Transformer-enhanced-CNN method still has certain limitations. The network
in this paper mainly consists of three ResNet Bottleneck blocks and three Bottleneck
Transformer blocks, introducing a self-attention mechanism. The self-attention can result
in a very large number of floating-point computations, so our model is only trained with
a shallow network. If we continue to increase the network’s depth, it requires devices
with extremely high computing power for training and computation. In the future, when
computing power permits, we can experiment with deeper networks. We hope that the
results obtained from the gaze estimation task using our proposed model, will encourage
future researchers to continue applying Transformer or Transformer-related methods to
gaze estimation tasks, thereby improving the model’s overall performance and robustness
in unconstrained environments.
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