
Citation: Tufail, S.; Riggs, H.; Tariq,

M.; Sarwat, A.I. Advancements and

Challenges in Machine Learning: A

Comprehensive Review of Models,

Libraries, Applications, and

Algorithms. Electronics 2023, 12, 1789.

https://doi.org/10.3390/

electronics12081789

Academic Editors: Juan M. Corchado,

Byung-Gyu Kim, Carlos A. Iglesias,

In Lee, Fuji Ren and Rashid

Mehmood

Received: 16 February 2023

Revised: 29 March 2023

Accepted: 5 April 2023

Published: 10 April 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

electronics

Review

Advancements and Challenges in Machine Learning:
A Comprehensive Review of Models, Libraries, Applications,
and Algorithms
Shahid Tufail , Hugo Riggs , Mohd Tariq * and Arif I. Sarwat *

Department of Electrical and Computer Engineering, Florida International University, Miami, FL 33174, USA;
stufa001@fiu.edu (S.T.); hrigg002@fiu.edu (H.R.)
* Correspondence: tmohd@fiu.edu (M.T.); asarwat@fiu.edu (A.I.S.)

Abstract: In the current world of the Internet of Things, cyberspace, mobile devices, businesses, social
media platforms, healthcare systems, etc., there is a lot of data online today. Machine learning (ML) is
something we need to understand to do smart analyses of these data and make smart, automated
applications that use them. There are many different kinds of machine learning algorithms. The
most well-known ones are supervised, unsupervised, semi-supervised, and reinforcement learning.
This article goes over all the different kinds of machine-learning problems and the machine-learning
algorithms that are used to solve them. The main thing this study adds is a better understanding
of the theory behind many machine learning methods and how they can be used in the real world,
such as in energy, healthcare, finance, autonomous driving, e-commerce, and many more fields.
This article is meant to be a go-to resource for academic researchers, data scientists, and machine
learning engineers when it comes to making decisions about a wide range of data and methods to
start extracting information from the data and figuring out what kind of machine learning algorithm
will work best for their problem and what results they can expect. Additionally, this article presents
the major challenges in building machine learning models and explores the research gaps in this
area. In this article, we also provided a brief overview of data protection laws and their provisions in
different countries.

Keywords: machine learning; artificial intelligence; neural network; auto encoder; support vector
machine; regression; classification; object detection; supervised training; random forest; decision tree

1. Introduction

In the modern world, the price of data storage is decreasing, there is a rapid increase
in the speed of data processing, and with the increase in the integration of the Internet
of Things, a massive amount of data is generated and stored in data repositories around
the globe. In addition, the cost of data storage is decreasing, which means that it will
become more affordable in the near future. A new subfield of research known as machine
learning has been given the opportunity to flourish as a result of the availability of this
massive dataset.

If we take a glance around, we can see examples of machine learning in almost every
field. For instance, if we are watching a movie or web series, there is a recommender system
that will suggest movies similar to the one we are watching. Likewise, if we buy online,
it will suggest products that are either similar to the product we bought or products that
were sold most frequently alongside the product we bought. This is done with association
rule mining. The internet search engine is another application of machine learning that
we use on a daily basis; for example, we used it to forecast tourism based on internet
search [1]. When we enter a query into the search engine, the list of links returned to us is
arranged from most relevant to least relevant to our search. This is accomplished through
a ranking system that will be discussed further in this article. The techniques of machine
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learning are also helpful in the field of cybersecurity [2]. Algorithms such as isolation
forests, support vector machines, neural networks, and others have been shown to be very
useful in predicting any intrusion into the network. Therefore, we can say that machine
learning is in every sector.

The data are the most important component of machine learning. These data can
originate from a wide range of areas, including social networks, logs, blogs, and various
sensors such as temperature sensors, current sensors, and humidity sensors, among others.
The properties of these data can vary quite a bit. For instance, the data from social networks
can come in the form of logs, speech data, image data, video data (a sequence of images),
and text data. The data from sensors comes in vectors, and their data type can be float,
integer, or string. The data can also be saved in the form of lists or some other format; the
specifics of how the data are stored are determined by the conventions that are followed
by the data storage repository. In a nutshell, we can say that a complete machine-learning
framework consists of three phases: data scraping, model building, tuning and testing,
and model deployment. Before model building, tasks such as preprocessing, algorithm
selection, statistical analysis, and correlation analysis are carried out.

Figure 1 gives a concise overview of the field in which machine learning is now being
applied. Machine learning is becoming an increasingly important tool in the banking
industry for identifying potentially fraudulent activities. A few of the criteria that play
a role in determining whether or not someone is engaging in fraudulent activity include
the following: the time of the transaction, the amount involved in the transaction, the
geographical location, and information on previous transactions. In a similar vein, the
probability that the borrower will fail on their loan may be forecasted if the model is fed
with the borrower’s previous credit history as well as his behavior with his previous lenders.
The energy industry is another industry that makes extensive use of machine learning.
Machine learning is extremely important in many aspects of the energy industry, including
but not limited to economic dispatch, customer grouping, optimal load scheduling, and
the detection of energy theft. In addition, the implementation of the smart grid, which
incorporates a significant amount of renewable resources, has resulted in their network
being flooded with thousands of sensors. These sensors send every piece of information to
the utility server via a communication network, which has resulted in a new challenge for
cybersecurity in the smart grid. The smart grid network is susceptible to a wide variety
of cyberattacks, the most prevalent of which include false data injection, denial of service
attacks, and botnets. The algorithms for machine learning have a very high degree of
accuracy when predicting these types of attacks [2–4]. In the field of healthcare, machine
learning is utilized to make predictions regarding the early stages of cancer, the prediction
of outbreaks, the performance of drugs, etc. In a manner analogous to this, there are other
industries like entertainment, e-commerce, autonomous driving, social networks, email
service providers, cloud service providers, and others that use machine learning for a
variety of activities.

The following are the primary contributions of this paper: (1) an in-depth analysis
of the current machine learning technique that is being applied to solve a wide range of
classification, regression, and clustering issues. (2) The machine learning engineer can
understand the reasoning behind all machine learning algorithms by reading this paper.
This will allow them to determine which machine learning algorithms they can apply to
their problem based on the type of data they have. (3) In this study, we also studied the
current issues in machine learning, which, if not addressed, can deteriorate the performance
of any machine learning model. (4) Finally, we provide a method for dealing with the
difficulties encountered while developing a machine-learning model.

The rest of the paper is organized as follows. In Section 2, we discussed the types
of machine learning, followed by Section 3, which presented the need for data analysis
before ML model building and various tools for data analysis and visualization. In Sec-
tion 4, we presented various machine learning problems. In Section 5, we described the
machine learning algorithms for regression, classification, and clustering along with their
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mathematical models. Section 6 is about the challenges and solutions faced during the
training of machine learning models; this is followed by Section 8, which gives an overview
of the machine learning tools available for building the model. Section 9 provides current
research in machine learning and use cases. Lastly, Section 10 concludes our work.

Figure 1. Machine Learning Applications In Different Domains.

2. Types of Machine Learning

Primarily, there are four types of machine learning: supervised learning, unsupervised
learning, semi-supervised learning, and reinforcement learning. In supervised learning,
the data contains features known as the independent variable and a target variable, or
dependent variable. Whereas in unsupervised learning, there is no target variable. Semi-
supervised learning is when some of the training data include target labels. In reinforcement
learning, data with fewer labels is fed into the model, such as in unsupervised learning.
However, we provide punishments and rewards based on the output of the algorithm.

2.1. Supervised Learning

During the training phase of a supervised learning system, the training data will be
comprised of inputs coupled with target variables or labels. During the training phase, the
algorithm will look for patterns in the data that are associated with the intended outputs
and exploit them. When new inputs are introduced after training, a supervised learning
algorithm will identify which label the new inputs should be categorized under based
on the existing training data. The objective of a supervised learning model is to predict
the proper label in case of a classification problem or the estimated value of the output in
case of a regression problem for fresh input data given to the model. The purpose of the
supervised learning paradigm is to infer a function from a set of data such that

yn
′ = f (xn, Θ∗) (1)

where y′n denotes output at nth instance and xn,θ∗ denotes input and set of parameters.

2.2. Unsupervised Learning

Unsupervised learning is used when labels are not present in the data. The data is pro-
vided to the machine to find the relationships among the data. Some of the most common
unsupervised learning algorithms include clustering algorithms such as K-Nearest Neigh-
bour, K-Means clustering, anomaly detection, such as isolation forest, and association rule
learning, such as the apriori algorithm. Dimensionality reduction is another field in which
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unsupervised learning may be used. The process of limiting the features or combining
different features in such a way that they don’t lose their characteristics contained within a
dataset is referred to as “dimensionality reduction.” When it comes to machine learning
tasks such as regression or classification, there are frequently an excessive number of vari-
ables to work with. This phenomenon, which is referred to as the “curse of dimensionality,”
describes how the complexity of modeling anything increases in direct proportion to the
number of characteristics that it has. Therefore, the dimensionality reduction assists in
making the model more efficient and quick to train without losing any critical information
or with just a slight deterioration in the model [5]. Some standard dimensionality reduction
techniques include Principal Component Analysis (PCA), Single Value Decomposition
(SVD), and Linear Discriminant Analysis (LDA).

Autoencoders are a form of unsupervised learning that uses neural networks to
perform the task of representation learning. In autoencoders, there are two parts. One
part is an encoder, and the other part is a decoder. The primary use of the encoder is to
generate more datasets of similar types. There is a design for neural networks that allows
for the induction of a bottleneck in the network, which compels a condensed knowledge
representation of the initial input. This compression and subsequent reconstruction would
be an extremely tough task to perform if each of the input features could be considered
independent of the others. However, if the data contain some structure, such as correlations
between the input features, this structure may be learned. As a result, it can be utilized
when attempting to force the input through the bottleneck in the network [6]. There are
various types of autoencoders, such as variational autoencoders, denoising autoencoders,
and Long Short-Term Memory (LSTM) autoencoders, that are discussed in this article [6].

2.3. Semi-Supervised Learning(SSL)

When most labels in the dataset are absent and only a select few are present, it is
necessary to apply semi-supervised learning since the dataset only includes a partial
quantity of the label. For instance, in voice recognition, there may only be a few examples
of each voice; in this case, the SSL method will utilize the examples that are available
to label the rest of the data. Another example of this would be classifying texts, such as
determining the genre of a movie based on its synopsis. Because there are specific labels
that are missing, the outcomes of semi-supervised learning are not as accurate as the results
of supervised learning [7].

2.4. Reinforcement Learning

The learner in reinforcement learning is an agent that makes decisions, performs
actions in an environment, and is rewarded (or penalized) for those actions as it tries to
solve a problem. This kind of learning is known as “action-based learning”. Following
a series of iterations based on the trial-and-error learning strategy, it should eventually
discover the optimal policy, which is the chain of behaviors that results in the greatest
overall reward [8].

A comprehensive survey has been done by the authors of ref. [9] to show the applica-
tions and challenges of reinforcement learning in robotics. A framework is proposed in
ref. [10] for dynamic pricing demand response using reinforcement learning.

3. Exploratory Data Analysis In Machine Learning

Exploratory Data Analysis (EDA) is a crucial tool for machine learning engineers to
gain insights from their data. It helps them make informed decisions about their data and
build models that accurately reflect it. The raw data may not immediately show patterns,
correlations, or abnormalities, but with EDA, data scientists can use various visualizations
to uncover hidden insights and better understand the structure of the data. This includes
studying the data distribution, identifying outliers and missing values, and exploring
relationships between features. A comprehensive explanation of the importance of data
analysis and procedure is presented in [11].
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The use of EDA in machine learning has gained popularity in recent years, as it helps
machine learning scientists understand the data before building a model. By having a clear
understanding of the data, they can improve their models and avoid making inaccurate
assumptions. EDA can also identify any problems with the data that could affect the
accuracy of the model.

EDA’s ability to recognize correlations between variables is precious in machine
learning. By analyzing these correlations, ML engineers can build more accurate models
and determine which features are most important. EDA can also detect outliers and missing
values, which can improve the model’s accuracy.

For ML engineers, EDA provides a visual representation of the data, making it easier
to identify trends, patterns, and abnormalities. It can also help determine the most critical
aspects of a machine-learning model by investigating the data’s distribution patterns. This
saves time and resources by focusing on the most critical aspects while reducing the amount
of data used in the model.

Moreover, EDA can be used to evaluate the performance of machine learning models.
By visualizing the outcomes, data engineers can identify areas where the model is perform-
ing poorly and make improvements to increase accuracy and address potential flaws with
the data. Some of the tools and libraries for EDA include:

• Python libraries: Pandas, Numpy, Matplotlib, Seaborn, Plotly
• R libraries: ggplot2, dplyr, tidyr, caret
• Tableau
• Excel
• SAS
• IBM SPSS
• Weka
• Matlab
• Statistica
• Minitab

Table 1 presents a list of the machine learning tools and programming languages.
These tools are also used for data visualization.

Table 1. Some of the machine learning tools and supporting programming languages available.

Tool Company Open Source Programming
Skill Required Reference

Matlab MathWorks No Moderate [12]

Microsoft Azure
Auto ML Microsoft, Inc. No Low [13]

Python
Python Software

Foundation Yes High [14]

R Microsoft Yes High [15]

Amazon AWS Amazon, Inc. No Moderate [16]

IBM SPSS IBM, Inc. No Low [17]

Weka tool
University
of Waikato Yes Moderate [18]

DataRobot DataRobot, Inc. No Low [19]

Google Cloud
AutoML Google LLC No Moderate [20]

Amazon
SageMaker Amazon, Inc. No Low [21]

KNIME Privately Held Yes Low [22]

Alteryx Alteryx, Inc. No Low [23]
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4. Machine Learning Problems

Many problems fall under the scope of machine learning; these include regression,
clustering, image segmentation and classification, association rule learning, and ranking.
These are developed to create intelligent systems that can solve advanced problems that, pre-
ML, would require a human to solve or would be impossible without computers. The ability
to classify unknown input data is very useful; one common example is natural language
programming (NLP). The scope of NLP is large, and in this subject, ML classification can
be used to extract the bias of an article or convert speech to text. Therefore, classification is
a potent ML technology that many people interact with daily in various ways.

4.1. Classification

Classification is a key technology in ML that attempts to identify some input data into a
set of categories correctly. The classification model is trained for binary or multi-class prob-
lems. While the binary approach is the simplest and most highly useful, multi-class is also
very powerful and enables larger sets of applications derived from classification technology.

Within ML, classification is done by models driven by data. In one such model,
the support vector machine (SVM), a hyperplane separates data points and is a very
commonly used and powerful classification tool. Neural networks are also commonly
used for classification, and they have greater applicability when it comes to image-based
classification as compared to SVM. Neural networks can have a slower computing time
due to the extensive network and many weights and biases to correct over training epochs.
In some real-time-dependent classification problems, the SVM may outperform the neural
network if online training is needed to update the model. Classification has its own robust
set of metrics; the well-known accuracy metric applies to classification. F1 score Precision,
recall sensitivity, and specificity are more advanced computed metrics of the classifier’s
performance. These metrics are computed considering the actual class and predicted
class, true positives, true negatives, false positives, and false negatives. To visualize the
performance of a classifier, a confusion matrix can be used.

The act of classifying or identifying an object is very useful in many contexts and is a
major application of machine learning. Classification can be applied to all types of data and
widely, e.g., to identify events in a time series sequence, to determine if a piece of writing
has a bias, or to label the objects in an image. Real-time classification of visual data is a
major problem in machine learning and is very relevant in autonomous vehicle systems.
A self-driving car equipped with omnidirectional cameras should use machine learning
to classify the objects nearby with the utmost accuracy, as the implementation of this
technology will have life-and-death consequences. There are different types of classification
in machine learning; binary classification is common and simple, in which an object is
determined to belong to one of two categories. For example, an email is either delivered to
an inbox or labeled as spam and moved to the spam folder. Multi-class classifiers are able
to classify an object into three or more classes. A multi-class classifier might be used for
identifying the genre of music that a song belongs to.

In an example of classification, the spoken digit to numerical digit classifier is created
by the authors, and some results are shown. The spoken digit classifier is widely used
by spoken language classifiers, such as those installed on smartphones. While those use
more advanced cloud-based artificial intelligence systems, this example is based on a local
instance of a three-layer recurrent neural network. The network is trained in a supervised
manner on the multi-class problem of 0–9 spoken digit classification. The classifier takes as
input the sound waveform and outputs the predicted number. Some of the input data is
shown in Figures 2 and 3, where the input waveform data is shown for the spoken digits
nine and zero, respectively. The RNN network is trained, and after 80 epochs, the classifier
has some success (≥80% accuracy), as shown in the confusion matrix in Figure 4.
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Figure 2. Waveform of spoken digit nine.

Figure 3. Waveform of spoken digit zero.

Figure 4. Confusion matrix of spoken digit classifier.

4.2. Regression

The objective of doing a regression analysis is to get an understanding of the rela-
tionship that exists between a number of independent variables and a dependent variable,
sometimes referred to as the target feature. Regression methods will be used throughout
the training process of models intended to anticipate or predict future trends and events.
Using labeled training data, these models figure out how the input data relates to the
output data. It is, therefore, possible to estimate future patterns, predict outcomes based on
data that has not yet been seen, or utilize it to comprehend gaps in data that have already
been collected.

The predicted target feature in the regression problem is a constant value. For example,
if we know the number of rooms, the size of the house, the neighborhood, the zip code, and
the number of people who live there, we can figure out how much the house costs since the
labels or outputs are already known, so regression problems are classified as supervised
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learning. Linear regression is the most basic type of regression technique. The root mean
square error (RMSE) value is a common way to determine how accurate a model is. There
are also algorithms like decision trees, random forests, support vector regression, and
neural networks that are not linear and can be used to solve regression problems [24–27].

4.3. Clustering

Clustering falls under the category of unsupervised learning, as the dataset we provide
to the cluster does not contain any labels. Cluster analysis categorizes data items only based
on the information inside the data itself that characterizes the objects and their relationships
to one another. The key requirement is that the items in one cluster should be comparable
or have some other relationship, while the items in other clusters should be distinct from
one another or have no such relationship. The clustering is considered to be more effective
or distinct when there is a greater degree of resemblance or homogeneity within a group as
well as a greater degree of diversity across clusters. A comprehensive survey on clustering
algorithms was presented by the authors of ref. [28] in 2005. They discussed various
weaknesses and strengths in the clustering algorithms, which include squared error-based,
hierarchical clustering, neural networks-based, density-based clustering, and some other
clustering algorithms, including fuzzy c-means. Furthermore, it presented the key factors
that should be considered prior to selecting the clustering algorithm for a particular set
of problems. In this article, K-Means, K-Nearest Neighbor, and DBSCAN algorithms are
demonstrated in the next section using the dataset from the sci-kit learn library.

4.4. Image Classification and Segmentation

Image classification can be used to label an image as belonging to a set of categories;
more detailed information can be extracted through image segmentation, which identi-
fies specific objects in the image. Within image classification, deep convolutional neural
networks are state-of-the-art for high-performance multi-class detection within an image.
These network neurons use local receptive fields that input a limited region of the image
data. These neurons are typically situated in layers to perform down-convolutions and
up-convolutions first, reducing and expanding the image data. This model architecture
allows for the abstraction of shapes and the learning of shapes and boundaries. To real-
ize the real-time processing requirements for image classification in self-driving vehicles
and other real-time applications, the use of heterogeneous and parallel programming for
computing technology can be leveraged. This essentially takes the graphics processing
unit, which operates on many more processing cores simultaneously as compared to the
standard central processing units. The graphics processing unit is then used to compute
the classifications of objects in the image [29].

4.5. Object Detection

Object detection can be a sensor-initiated process in which such sensors capture data
about the object. Then that data is run through the machine learning process to identify
the object. Based on the amount of data on the object, the ability to correctly detect and
categorize the object can be changed. A partial data capture would reduce the ability
to detect that object successfully. Our minds are constantly detecting objects and even
identifying objects based on only a partial view of the object. For example, by seeing the
front of a car, we can know the whole car is also there, or by feeling a keyboard, we may
know where the ‘f’ and ‘j’ keys are and, from there, how to type. Furthermore, those
skilled at cooking by smell and taste can detect ingredients. Similarly, given partial data
from sensors, a machine learning process that is sufficiently complex and well-trained
can successfully detect an object. This has huge implications in technology, from fully
self-driving vehicles to robotics and to time-series event analysis and classifications, such
as real-time network analysis for identifying bad actors on the network.
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4.6. Association Rule Learning

This technique of association rule learning draws on patterns in the dataset to extract
a set of rules that are generally true about the dataset. This is a highly useful technique
for data mining datasets and using the rules to draw inferences about outcomes from
new data. These inferences can improve decision-making in planning for events ahead
of time. Classically, the example of grocery items is provided. Such associations have
been extracted, such that if milk is purchased, bread will likely be purchased by the
same customer. Modeling inventory in this way can help stores keep their items stocked
appropriately for the demand they expect from consumers. An association rule might be
very strong but not 100% true in the dataset, yet such a rule could still prove useful to know.
For this reason, association rules can be extracted based on an interestingness metric that
can allow for strong rules to be elected or rejected based on a threshold.

4.7. Ranking

The ranking creates a hierarchy of importance for a set of information retrieved. ML
ranking applications can be prepared through semi-supervised, supervised, or reinforced
learning. The ranking is distinguished by type, either pointwise, pairwise, or listwise. Key
to these is the application of a metric to score retrieved items; commonly, the mean average
precision (MAP) is used.

MAP = ∑
∑Q

q=1 AveragePrecision(q)

Q
(2)

There are numerous models for ranking, including ANN, SVM, extreme gradient
boost, and other custom or hybrid models. In the point-wise approach, ranking is handled
as a regression problem. Pairwise pairs of retrieved documents are compared in a binary
classification problem. Whereas listwise, the loss is computed on a list of documents’
predicted ranks. In pairwise retrieval, binary cross entropy (BCE) is calculated for the
retrieved document pairs utilizing yij is a binary variable of document preference yi or yj
and sij = σ(si − sj) is a logistic function:

BCE = −
n

∑
i,j=1

yijlog(sij) + (1− yij)log(1− sij) (3)

In the listwise ranking, discounted cumulative gain (DCG) or variants of this form are
used; it grades the relevance of documents set to evaluate the gain of a document based on
its position; the DCG is defined as:

DCGp =
p

∑
i=1

relevancei
log2(i + 1)

(4)

The ranking is highly implemented in our modern world, and ranking systems are
trained for online systems that take user clicks as input in determining the precision of the
ranking of retrieved items. Just some of the applications for ML-based ranking include:

• Web search results ranking
• Writing sentiment analysis
• Travel agency booking availability based on search criteria

4.8. Optimization Problems

Machine learning to automate solutions to optimization problems will search through
the solution space for an optimal solution. Evolutionary algorithms are used to do this.
The evolutionary algorithm (EA) includes genetic mutation and particle swarm algorithms.
The genetic algorithm (GA) will model every solution as an individual in a population.
There is a fitness function for evaluating an individual from the population; depending
on the fitness score, individuals from a population will be chosen for their genetics when
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creating the next population. This heuristic leverages the theory of natural evolution
into a computer program for automatically finding solutions to optimization problems.
Particle swarm optimization (PSO) is an evolutionary algorithm like the GA. However,
PSO defines particles instead of individuals and incorporates velocity into these particle
objects. One hard requirement of EAs is that a fitness function can be used to evaluate
a potential solution. Some other optimization algorithms are Vortices Search Algorithm,
Simulated Annealing, Pattern Search, and Artificial Bee Colony, which are discussed later
in this article.

5. Machine Learning Model Designs

In this section, the ML model designs are presented with their mathematical imple-
mentations. Many models have variants of their formulation, and all variants are not
covered in this paper, but the essence or base models are shown along with some of the
variant designs.

5.1. Regression and Classification Problems

Both regression and classification problems are predictive models that involve the
learning of a mapping function from the inputs to an output approximation. However,
classification problems predict a discrete class label, whereas regression problems predict a
continuous quantity.

5.1.1. Linear Regression

Linear regression is a type of predictive analysis that is simple and often used. In this
kind of regression analysis, the number of independent variables is kept to a minimum to
focus on the existence of a linear correlation between the independent variables and the
dependent variable, also known as the target variable.

y(x) = mx + c (5)

where y is the target variable, m is the slope of the line, and c is the y-intercept.
The most significant benefit of using linear regression is that it takes a very short time

to train and is a very simple model to implement. It has been observed in the literature that
in some cases, linear regression performs the same as another statistical model, such as a
decision tree or a random forest, or with just slight inaccuracy. However, the training time
of linear regression is significantly lower compared to other models. Therefore, the linear
regression machine learning model is often considered a baseline model to compare the
performance of other machine learning models. The least squared error loss function used
in linear regression is represented as shown in Equation (6).

LSE =
1
2
( fθ(x(i) − y(i))2 (6)

where fθ(x(i)) shows the predicted value for a given point ad y(i) represents the actual
value. The cost function is the sum of all the LSE for all the data points in the dataset and
can be represented as in Equation (7), where n represents a number of data points.

J =
1

2n

n

∑
i=1

( fθ(x(i) − y(i))2 (7)

A more complex linear regression variant is polynomial regression. It can be repre-
sented as shown in Equation (8). However, it is observed that with a higher degree of
polynomial equation, the model tends to overfit. To combat the overfitting problem, lasso
and ridge regression techniques are used.

f (x) = c0 + c1x + c2x2 + c3x3.....cnxn (8)
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5.1.2. Logistic Regression

Like linear regression, logistic regression is the simplest machine-learning model for
classification problems. Logistic regression is an example of supervised machine learning
and works when the labels are available during the training process. The logistic regression
model calculates the weighted sum of the input characteristics (plus a bias term) and then
produces the logistic of this result rather than the actual result itself [30]. The input variable
is the crucial element in this process. Predicting a binary result is one of the most common
applications of logistic regression. When there is a possibility of more than two outcomes
coming from a condition, multinomial logistic regression is a useful tool to employ to
predict the output class [31]. The logistic function is represented as in Equation (9):

f (x) =
1

1 + e−x (9)

The output can be defined as ypred =

{
0 p̂ < 0.5
1 p̂ > 0.5

.

5.1.3. Decision Tree

To assess the model performance of the classification tree, the gini index and entropy
are two measures that are preferred.

GINI =
k

∑
m=1

pik(1− pik) (10)

Entropy = −
k

∑
m=1

pik log pik (11)

Decision trees are also used for a regression problem. A process called binary recursive
partitioning is used to build a regression tree. This is an iterative process that divides
the data into partitions or branches and divides each partition into smaller groups as the
method goes up each branch. First, all the records in the training set are put into the
same partition. Using every possible binary split on every column, the algorithm allocates
data to the first two partitions or branches. Once all of the data has been allocated, the
process repeats. This method selects partitioning that results in the least overall increase
in total squared residuals from the mean in both subgroups. For the reason that the tree
is developed from the training set, a completely grown-up tree will typically have issues
with over-fitting after it has reached its full potential. Due to this, the tree has to have its
branches pruned using the validation set to minimize the effects of overfitting.

RSS =
k

∑
j=1

(yj − f (xj))
2 (12)

5.1.4. Random Forest

Random forest is a complex version of the decision tree. Like a decision tree, it also
falls under supervised machine learning. The main idea of random forest is to build
many decision trees using multiple data samples, using the majority vote of each group
for categorization and the average if regression is performed. The mean importance
feature is calculated from all the trees in the random forest and is represented as shown in
Equation (13).

Fi =
∑n

j=1 fij

n
(13)

where Fi denotes the mean feature importance for all the trees, fij denotes the feature
importance of i in jth tree and n shows the number of trees in the forest.
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In the random forest, there is no rule to find the optimal number of trees. However,
ref. [32] suggests starting with ten times the number of features, increasing the size of the
tree in each iteration, and comparing the accuracy.

5.1.5. Support Vector

Support Vector Machines, or SVMs for short, are a model used in machine learning
characterized by their robustness and adaptability. It can conduct linear or nonlinear
classificational and regression and even identify outliers with decent accuracy.

The core idea of SVM is to put each feature vector in high-dimensional space and
draw an imaginary high-dimensional line [33], known as a hyperplane. The expression of
hyperplane is given in Equation (14)

w.x− b = 0 (14)

wx =
n

∑
i=1

wixi (15)

where w represents the real valued vector, x is the input feature vector, b is a real number,
and n is the number of dimensions of the feature vector. For example, when we consider
binary classification with labels −1 and 1, the predicted label can be represented as

y = ±(wx + b) (16)

Therefore, the primary objective is to find the optimal value of w and b. Thus, Equation (16)
can be translated as

f (x) = ±(w∗x− b∗) (17)

where (w∗x− b∗) >= 1 when the output is 1 and (w∗x− b∗) <= −1 when the output is
−1. The difference between these parallel hyperplanes is known as the margin. The main
idea is to maximize the margin. The distance between two parallel hyperplanes can be
represented as 2

|w| . Therefore, to maximize the distance between the hyperplanes, w has
to be minimized. The vectors that support making the hyperplane are known as support
vectors.

However, there are very rare instances where data is linearly separable, so for that
SVM uses the kernel to classify non-linearly separable data. There are mainly three types
of kernels.

1. Linear Kernel
2. Polynomial Kernel
3. Radial Basis Functions Kernels

The linear kernel works well for linearly separable data, as shown in Figure 5, whereas
the polynomial kernel represents kernels with more than one degree and is represented as
f (x) = (wixi)

k, where k denotes the degree of the polynomial. Radial Basis Function (RBF)
kernels are one of the most commonly used kernels in SVM problems. They don’t require
any prior information about the data and perform well for linearly separable data as well
as non-linearly separable data. RBFs are represented as k(x, y) = exp(−γ(|x− y|)2), where
|x− y| is the euclidean distance between the vectors and γ is a hyper-parameter equivalent
to 1

2σ2 , where σ is a free parameter. γ is a parameter of the RBF kernel that controls the
decision region. When gamma is small, the ‘curve’ of the decision boundary has a very low
slope, which results in the decision zone having a relatively wide breadth. There are big
regions of decision boundaries surrounding data points when the gamma is big because
the ‘curve’ of the border is likewise high, as shown in Figures 6 and 7.
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Figure 5. The depiction of the SVM with the linear kernel, supporting vectors, and hyperplanes.

Figure 6. SVM with RBF(γ = 0.1).

Figure 7. SVM with RBF (γ = 1.0).

5.1.6. K-Nearest Neighbour

The k-nearest neighbors (KNN) algorithm has gained much popularity because it is a
basic and easy-to-implement algorithm. It comes under the category of supervised machine
learning as the target variable is present in the dataset. It is used to tackle both classification
and regression problems. The k in the KNN algorithm is the number of neighbors to analyze
for predicting the class or estimating the output value. In the classification problem, KNN
assigns the category of the majority of its neighbors, whereas for the regression problem, it
takes the mean of the target variable of its neighbors. Therefore, to begin, KNN starts to
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find its neighbor by calculating the distance between the vector for which prediction has to
be performed and all the other vectors for which labels are present.

The distance can be calculated with any of the following distance matrices, Euclidean
distance, Manhattan distance, Minkowski distance, or Hamming distance. The K-number of
neighbors is selected based on their closeness to the vector for prediction. It is recommended
to take K as an odd integer value to avoid any ties among the classes. The challenge with
KNN is to find an optimal number of neighbors. Therefore, to find an optimum number of
neighbors, elbow methods are used. It uses the sum of squares (SSR) to search for the best
value of K as shown in Figure 8.

Figure 8. Elbow method.

5.1.7. Neural Networks

Neural networks can be trained to classify based on supervised or unsupervised
learning, and specialized neural network models are the leading approach in the visual
classification of objects. Every neural network contains at least three layers: (1) Input Layer,
(2) Hidden Layer, and (3) Output Layer. These networks’ generalizability makes them
well-suited for all types of classification problems, from binary to multi-class, with all types
of data. Some of the best computer vision models include u-networks, so called based on
the ’U’ shaped structure of their design. Another type of network is a recurrent neural
network. One popular form of this network uses so-called long short-term memory cells in
its hidden layers. These types of cells are able to capture or learn relations between events
that are occurring over more extended time separations. This is applied to time-series
classification. The neural network can also work for numerous regression problems with
higher accuracy than linear regression, decision trees, random forests, etc. In this article,
we have explained six main types of neural networks.

Feed Forward: This is the simplest form of all neural work. The most basic feed-
forward neural network contains one input layer, one hidden layer, and one output layer.
The processing of data only occurs in one way. Although the data could travel via a number
of the hidden layers. The output of the neuron is represented by Equation (18)

z =
n

∑
i=1

(ai ∗ wi) + b (18)

where z is the output of the neuron, n is the number of neurons in the previous layer, a in
the input vector, w is the weight vector, and b is the bias.

Figure 9 illustrates the workings of a feed-forward neural network.

h1 = a1 ∗ w11 + a2 ∗ w21 + a3 ∗ w31 (19)

h2 = a1 ∗ w12 + a2 ∗ w22 + a− 3 ∗ w32 (20)
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t = h1 ∗ w′1 + h2 ∗ w′2 (21)

The output of the hidden neuron is the sum of the dot product of the corresponding weight
and the input. Similarly the the output,t, if the summation of the dot product of the hidden
neuron output and its corresponding weight.

1. Multi Layer Perceptron(MLP)/ Deep Neural Network: Multi layer perceptrons are
similar to feed-forward neural network, but in this network there are more than one
hidden layer.
In the backpropogation algorithm, the output from the output layer is compared with
the real value, and then weights are adjusted according to the residual. This step
is repeated until there is no improvement in the output. Figure 10 shows a typical
example of a deep neural network. In the real world, the data is rarely linear, so to
handle non-linear data, non-linear activation functions are required. Usually two
types of activation functions are applied in the MLP model: one for the hidden layer,
which is generally the same for all the layers, but there is no compulsion, and one
for the output layer. The most commonly used activation functions are (1) linear
activation function, (2) sigmoid, and (3) relu. The output of these activation functions
decides whether the neuron will fire or not. For example, in one of the most common
activation functions denoted by Equation (11) the neuron is activated or fired only
when the output of the neuron is greater than or equal to zero. Figure 11 shows the
graphical representation of the Relu activation function. And Figure 12 representation
of Sigmoid activation function.

f (x) =
{

x x >= 0
0 x < 0

(22)

2. Recurrent Neural Networks (RNN): Recurrent Neural Networks are derived from the
feed-forward neural network. These networks have additional connections in their
layers that enhance an ANN’s ability to learn from sequential data. This can be any
form of sequential data, such as numerical time-series data or video and audio. As
seen in Figure 13, a hidden layer of RNN cells passes the output to the next layer
and to the adjacent cell in series. This enables the network to learn from patterns that
appear in sequence. There are a few different formulations for simple RNN networks,
such as the following: The W, I, and b are the weights and recurrent connection
matrices.

ht = σh(Whit + Xhht−1 + bh)
Ot = σO(Woht + bo)

The hidden layer vector is calculated, including the recurrent connections as ht. The
output vector is Ot, and it is the input vector.
The activation functions are σh and σO [34].

3. Long Short-Term Memory (LSTM): Long short-term memory is an artificial neural
network cell type that maintains memory and has input-output and forgets gates
as shown in Figure 14. The LSTM is a further developed form of the RNN that
incorporates the memory cell. The memory is able to carry forward over various
temporal intervals and learn relations between dependent events that are not directly
temporally sequential. The LSTM is also an enhanced ANN cell for overcoming the
vanishing gradient problem in deep ANNs. The vanishing gradient problem refers to
the exponentially smaller error signal that propagates back through the ANN during
the supervised learning process as small error values (0,1) are multiplied together.
Through its cell formulation, the forget gate does not have an exponential decay factor
and thus counters the vanishing gradient problem. ANN using LSTM has shown
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record-breaking performance in language processing, such as speech recognition, in
chatbots for responding to input text, and machine translation.
The formulation of an LSTM cell is as follows: let W represent weight matrices and
U represent the cell’s connection matrices. The components of the cell are the forget
gate, input gate, output gate to the next recurrent cell in the layer, and memory cell
input gate, represented respectively in the equations below.

ft = σf (W f xt + U f ht−1 + b f )
it = σi(Wixt + Uiht−1 + bi)
ot = σo(Woxt + Uoht−1 + bo)
vt = σv(Wvxt + Uvht−1 + bv)

The cell state is maintained as ct = ft ◦ ct−1 + it ◦ vt. The output vector that goes to
the next layer in the network ht = ot ◦ σh(ct). The variable state of the memory cell is
an element of real numbers, as with the network input ct ∈ R and xt ∈ R. All vectors
except the hidden state, output, and cell input activation vectors range from (0,1). The
hidden state ht is in the range of (−1, 1) [35–37].

4. Autoencoders: Autoencoders are an unsupervised learning technique in which neural
networks are utilized for representation learning. There is a neural network architec-
ture that imposes a bottleneck in the network and forces a compressed knowledge
representation of the original input as shown in Figure 15. If the input features were
independent of one another, this compression and subsequent reconstruction would
be very difficult. However, if a structure exists in the data, such as correlations be-
tween input features, this structure can be learned and applied when moving the
input through the network’s bottleneck. An auto-encoder comprises two parts that
are encoders and decoders [38].
The objective of the encoder is to compress the data in such a way that only minimal
information is lost, whereas the objective of the decoder is to utilize the compressed
information and regenerate the original data. Data compression, image denoising,
dimensionality reduction, feature extraction, new data generation, image colorization,
and anomaly detection are a few applications of autoencoders.
The basic autoencoder consists of five parts: input layer, encoder hidden layer, com-
pressed data, also known as a latent vector, decode hidden layer, and output layer. In
autoencoders, the number of input features is always equal to the number of output
features, and the output layer will always have fewer neurons than the input layer;
otherwise, there is the possibility of data replication and there won’t be any com-
pression. Mathematically, autoencoders can be expressed as shown in Equation (23)

x→ f (x)→ z︸ ︷︷ ︸
encoding

→ g(z)→ x̄︸ ︷︷ ︸
decoding

. (23)

x is the input vector, f (x) is the encoder function, z is the compressed data, g(z) is
the decoder function and x̄ is the output. Deep autoencoders are similar to basic
autoencoders, but they have multiple hidden layers for encoders and decoders, where
the number of hidden layers for both the encoder and the decoder should be equal
and should have the same number of neurons. It’s similar to a mirror image, where
the latent variable vector acts as a mirror. Some common types of autoencoders
include denoising the autoencoder, the variational autoencoder, and the convolutional
autoencoder [6].

5. Generative Adversarial Network (GAN): Like autoencoders, the primary application
of GAN is to generate a new dataset from a given set of data. However, the architecture
of GAN is very different from autoencoders. In GAN, there are two parts: the
generator and discriminator. These are two different neural networks that run in
parallel. The generator starts with random noise and generates a sample. Based on
the feedback from the discriminator, the generator trains to generate more realistic
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data, and the discriminator learns from the real sample of data and the feedback
from the generator. With the improvement in the performance of the generator, the
performance of the discriminator deteriorates, and for a perfect generator, the accuracy
of the discriminator is 50%. The basic architecture is shown in Figure 16.
In GAN, two loss functions work in parallel, one for the generator and the other
for the discriminator. The generator’s objective is to minimize the loss, whereas the
objective of the discriminator is to maximize the loss. The mathematical formulation
for the loss function is shown in Equation (24).

mingenmaxdisEx[log(D(x))] + Ez[log(1− D(G(z)))] (24)

where D(x) is the discriminators’ probability that the real data is real, Ex is the
expected value of the real data, z is the noise, G(z) is the generator output with z,
D(G(z)) is discriminator’s probability estimate that the fake data is real, Ez is the
expected output of the random samples from the generator.

6. Convolutional networks (CNN): CNNs have great applications in computer vision.
These networks receive an image as input and perform a sequence of convolution and
max pool operations to progressively smaller scales, descending the initial part of the
‘U’ followed by up-convolution and convolution in sequence to ascend the later part of
the ‘U’. This model design has proven highly accurate at classifying objects in an image.
The convolution network captures spatial and temporal dependencies in an image and
performs better at classifying image data when compared to a flattened feed-forward
neural network. In a convolutional network, a kernel or matrix passes over the 2-D
data array and performs an up or down convolution on the data; alternatively, in a
color image, the convolution kernel can be 3-dimensional. These networks are trained
in supervised learning and classify images using the softmax classification technique.
The ability to automatically do feature extraction and determination is the strength of
these models over any competing model. The top image classification AI is based on
CNNs, including LeNet, AlexNet, VGGNet, GoogleLeNet, ResNet, and ZFNet.

7. Transformer Neural Network: Transformer networks are more effective at handling
long data sequences because they handle the incoming data in parallel, while standard
neural networks process the data sequentially. These types of neural networks are
heavily used in Natural Language (NLP) for language translation and text summariza-
tion. Transformative networks are unique in that they can prioritize different subsets
of incoming data while making decisions. This is called the self-attention show in
Equation (25). An attention function is a mapping between a query and a collection
of key-value pairs to an output, where the query, the key-value pairs, and the result
are all vectors. The output is calculated as a weighted sum of the values, where a
compatibility function between the query and the corresponding key determines the
weight assigned to each value.

Attention(Q, K, V) = softmax
(

QKT
√

dk

)
V (25)

This equation computes the attention weights for a given input sequence by calculating
the dot product of the query matrix Q and the key matrix K , scaling the result by the
square root of the dimension of the key matrix dk , and applying the softmax function.
The resulting attention weights are then applied to the value matrix V to weigh it and
compute the output.
The Transformer network consists of an encoder and a decoder. The encoder computes
a sequence of hidden representations from the input sequence, utilizing several
self-attention layers and feed-forward layers. After receiving the encoder’s output,
the decoder generates the output sequence by attending to the encoder’s hidden
representations and employing additional self-attention and feed-forward layers.
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Some of this network’s significant advantages are the ability to handle long sequences
of data efficiently, its parallel processing capabilities, and its effectiveness in natural
language processing tasks. However, it also comes with some disadvantages, includ-
ing the high computational resources s required for training and the need for large
amounts of data for effective training.

8. Graph Neural Network: Graph Neural Networks (GNNs) are a class of deep learning
models designed to handle data structured as graphs. GNNs are particularly useful
for tasks involving relational or structured data, such as social networks, citation
networks, and molecular structures. The core principles of Graph Neural Networks
(GNNs) and their operation in the context of graph-structured data.

(a) Information diffusion mechanism: GNNs work by iteratively propagating
information between nodes in the graph, simulating a process similar to infor-
mation diffusion or spreading across the graph.

(b) Graph processing: In a GNN, each node in the graph is associated with a
processing unit that maintains a state and is connected to other units according
to the graph’s connectivity.

(c) State updates and information exchange: The processing units (or nodes)
update their states and exchange information with their neighbors in the
graph. This process is iteratively performed until the network reaches a stable
equilibrium, meaning the node states no longer change significantly between
iterations.

(d) Output computation: Once the network reaches a stable equilibrium, the
output for each node is computed locally based on its final state. This can be
used for various tasks, such as node classification, link prediction, or graph
classification.

(e) Unique stable equilibrium: The GNN’s information diffusion mechanism is
designed so that a unique stable equilibrium always exists. This ensures that
the iterative process of state updates and information exchange eventually con-
verges to a stable solution, making the GNN’s output consistent and reliable.

One simple example of a Graph Neural Network (GNN) is the Graph Convolutional
Network (GCN), introduced in [39]. The GCN operates on graph-structured data
and updates each node’s representation based on its neighbors’ representations. The
update rule for the hidden representation of a node in a GCN can be expressed as:

H(l+1) = σ
(

D̃−
1
2 ÃD̃−

1
2 H(l)W(l)

)
(26)

Here:
H(l) denotes the hidden representation of nodes at the l-th layer, where H(0) is the in-
put node features. Ã is the adjacency matrix of the graph with added self-connections,
computed as A + I, where A is the original adjacency matrix and I is the identity
matrix. D̃ is the degree matrix of Ã, with D̃ii = ∑j Ãij. W(l) is the trainable weight
matrix at the l-th layer. σ(·) is an activation function, such as ReLU. In a GCN, the
node representations are updated iteratively for a fixed number of layers or iterations.
After the final layer, the node representations can be used for various tasks, such as
node classification, link prediction, or graph classification.
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Figure 9. Basic Neural Network Structure.

Figure 10. Neural Network Structure With Two Hidden Layer.

Figure 11. Relu Activation Function.

Figure 12. Sigmoid Activation Function.
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Figure 13. RNN structure.

Figure 14. LSTM Cell Design.

Figure 15. Basic Autoencoder Architecture.
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Figure 16. GAN Architecture.

5.2. Clustering

Clustering is an example of unsupervised machine learning. When we have to find
out the category but no information regarding the labels is available, clustering is a very
beneficial algorithm. The clustering algorithms divide the data points into different groups
such that the properties of the points in each group/cluster are similar, that is, intra-cluster
properties are maximized but inter-cluster properties are minimized. This mechanism
of clustering assists in labeling the data points that are added to the dataset but do not
carry any information regarding their labels. The common clustering techniques include
K-means clustering, DBSCAN, and OPTICS.

5.2.1. K-Means

K-means clustering is a common top-down clustering algorithm due to its low compu-
tational cost and simplicity in implementation.

This step is repeated until there is no change in the centroid position. The demonstra-
tion of K-means is shown in Figure 17.

5.2.2. Density Based Clustering

When using density-based clustering, the clusters that are produced are determined
by the data points that have the highest density. Outliers are considered to be any points
in the data that do not fit into any of the clusters. This sort of clustering suffers from the
major shortcoming that it does not function well when there are data of different densities
and large dimensions. Two types of density-based clustering algorithms, DBSCAN and
OPTICS, are explained in this article.

• Density-based spatial clustering of applications with noise (DBSCAN): DBSCAN starts
with any object in the dataset and looks at its neighbors within a certain distance and
is mostly denoted by eplison (Eps). If the points around it in that Eps are more than
the minimum number of neighbors, then these points are marked as core points. The
cluster is formed by core objects and non-core objects. The non-core points are part of
the cluster, but they don’t extend the cluster, which means they cannot include other
non-core points in the cluster. The other objects that are not part of any clusters are
marked as outliers. The distance between the points is usually the Euclidean distance.
The of DBSCAN is presetned in Figure 18.
K-means is a centroid-based clustering algorithm, and it starts with the initialization
of the number of clusters, followed by assigning a random centroid to each cluster.
In the next step, we assign the points to the nearest centroid cluster, and once all the
points are assigned, we update the centroid.
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• Ordering Points To Identify Cluster Structure(OPTICS): OPTICS is an extended version
of DBSCAN. In OPTICS two more hyperparameters are added. (1) Core Distance
(2) Reachability Distance. Core distance is defined as the minimum radius value in
order to mark the point as a core point, which means it will see if there is any sub-
cluster within a cluster that satisfies the minimum neighbor condition. Reachability
is the maxima of the core distance and the Euclidean distance between the points.
Reachability and core distance are not defined for non-core points. The OPTICS
algorithm works well compared to its predecessor, DBSCAN, as it is able to handle
data with varying densities.

Figure 17. K-Means Clustering.

Figure 18. Left: Before Clustering, Right: After DBSCAN Clustering.

5.3. Optimization

Optimization problems are solved by EA; there are two key implementations of EA: the
GA and the PSO. The GA uses the theory of biological natural selection to evolve solutions.

5.3.1. Genetic Algorithm

The GA creates an initial population then loops the following methods:

1. Selection
2. Crossover
3. Mutation
4. Fitness function
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The fittest solutions are most likely to be selected for cross-over of genetics, and
mutation will alter the genetics of the child. The initial population may be randomized
combinations of variables in the solution. Crossover creates new combinations from the
parent solutions, showing characteristics from both parents. The mutation is crucial for
the introduction of new genetic material into the population. In practice, the cross-over loop
will produce solutions that find local optimal solutions, whereas mutation will drive the
population toward global optimal solutions. In the implementation of GA, there are two
rate values α and β, which change the cross-over and mutation rates [40].

5.3.2. Particle Swarm Optimization

The PSO randomly initializes a particle swarm in the decision space, similar to the GA
the PSO must be able to evaluate a particle’s performance in terms of its solution. Each
particle has a speed and position associated with it. The speed and position of a particle are
changed in this way so that each particle represents a solution vector that travels through
the solution space. A particle’s velocity is changed by relating that particle’s position vector
and velocity to the global best particle. In this way, the swarm will move together through
the search space, traversing the solution space, and honing in on the global best solution.
Metaheuristics of PSO exist as ant colonies and firefly swarm optimization [41,42].

5.3.3. Vortex Search

The Vortex Search method was developed by Doan and Olmez [43] and inspired
by the forms of vortices. VS is a better method for solving single-objective continuous
problems.The VS method searches inside the boundaries of a radius adaptively calculated
around the vortex’s center to achieve a balance between global and local searches. In the
early iterations, a global search is conducted while the radius is initially set to a large
number; in subsequent iterations, the radius is progressively decreased to enhance the
effectiveness of the local search. Hence, the quest for the optimal global solution is increased.
The major advantages of VSA are that it handles high-dimensional problems efficiently
and is easy to implement as it does not require much parameter tuning. In 2017, a Multi
Objection VS(MOVS) was proposed [44]. A few challenges in VSA include getting stuck
in a local optimal solution, a slow convergence rate, and low accuracy. To address these
issues chaotic vortex search was proposed in 2022 [45].

5.3.4. Simulated Annealing

Simulated Annealing (SA) is a stochastic optimization algorithm inspired by the
annealing process in metallurgy, where a material is cooled slowly to reach its optimal
crystalline structure [46]. SA explores the search space by accepting solutions based on
a probability that depends on the current temperature. As the temperature decreases
over time, the algorithm becomes less likely to accept worse solutions, converging to a
near-optimal solution [47].

5.3.5. Pattern Search

Pattern Search (PS) is a deterministic optimization algorithm that performs a step-
by-step exploration of the search space [48]. The method starts from an initial point and
searches in a pattern around it. If a better solution is found, the search moves to the new
point, and the pattern is updated. The search continues until a termination criterion is met,
such as a maximum number of iterations or when the improvement is below a threshold.

5.3.6. Artificial Bee Colony

Artificial Bee Colony (ABC) is a swarm intelligence-based optimization algorithm
that simulates the foraging behavior of honey bees [49]. In ABC, the search agents are
“bees” exploring the solution space for “food sources” (candidate solutions). The algorithm
consists of three types of bees: employed, onlooker, and scout bees. Employed bees explore
the vicinity of their current food source; onlooker bees select and exploit promising food
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sources based on the information provided by employed bees; and scout bees randomly
search for new food sources when a food source is exhausted.

5.4. Hyperparamter Optimization Algorithms

The goal of hyperparameter tuning methods is to optimize the performance of a ma-
chine learning model by determining the optimal values for the model’s hyperparameters.
The most widely used hyperparameter tuning algorithms include:

1. Grid Search: An exhaustive search technique that evaluates all possible combinations
of hyperparameter values specified in a predefined grid [50].

2. Random Search: A simple yet effective method that samples random combinations
of hyperparameter values from specified distributions, often more efficient than grid
search [50].

3. Bayesian Optimization: A model-based optimization technique that uses surrogate
models, typically Gaussian processes or tree-structured Parzen estimators, to guide
the search for optimal hyperparameters [51].

4. Gaussian Processes: A Bayesian optimization variant that employs Gaussian processes
as the surrogate model to capture the underlying function of hyperparameters and
the objective [52].

5. Tree-structured Parzen Estimators (TPE): A Bayesian optimization variant that uses
TPE to model the probability distribution of hyperparameters conditioned on the
objective function values [53].

6. HyperBand: A bandit-based approach to hyperparameter optimization that adap-
tively allocates resources to different configurations and performs early stopping to
improve efficiency [54].

7. Successive Halving: Successive Halving is a hyperparameter optimization approach
used to identify the optimal hyperparameter combination for a particular machine
learning model. The technique seeks to determine the optimal choice of hyperparam-
eters given a constrained budget, which is often the total number of times the model
can be trained and evaluated.
The primary goal of successive halving is to more efficiently allocate resources by
swiftly removing configurations with subpar hyperparameters. This is accomplished
by running the model in parallel with various hyperparameter values and lowering
the number of analyzed configurations iteratively [55].

6. Major Challenges in Machine Learning and Research Gaps

Machine learning is often difficult to apply or formulate for the problem, requiring
iterations of models or variants of models before arriving at a good design for the problem
being solved by the ML. Careful attention to detail in the training process must be done by
the ML programmer to ensure a good fit of the model to the data. Underfitting or overfitting
a model will result in poor performance from the model. Model selection is important and
may require some experimentation to compare competing models’ performances. Data
can also be a challenge, such as the availability of data or missing data. Finally, there is a
hardware requirement for ML. To run applications of ML in time to be practical, there must
be sufficient computer availability.

6.1. Underfitting

When the training time for a model is low, the model will not learn enough to perform
well. For example, if the number of epochs in a neural network training is low, the model
will not have sufficient passes over the training data to adjust its weight, and bias variables
towards an optimal setting.
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Underfitting Prevention Techniques

1. More training data: Increasing the amount of data used in the training process can
significantly improve model accuracy [56]. However, it is recommended that the
complexity of the model be enhanced in order to get the most out of the data [57].

2. Training Time: If a model has an under-fitting problem, increasing its training time
can improve its accuracy [58].

3. Feature Engineering: A poor selection of features or data can mean that regardless of
the model chosen, the ML will struggle to learn from the data. Feature engineering
can include limiting input data through selection via principle component analysis as
well as scaling input data features to the same ranges. Other feature engineering may
also be done.

4. Outliers Removal: outliers can produce an unwanted effect on the training of a
regression model or yield bad forecast results if taken as true input in a predictor.
Filtering outliers can be necessary.

5. Increased Model Complexity: Compared with less complicated models, more sophis-
ticated machine learning models, such as multi-layer perceptrons, can sometimes
produce higher levels of accuracy. On the other hand, the training procedure itself
needs to be optimized; otherwise, there is a risk of overfitting [59].

6.2. Overfitting

Overfitting is the consequence of training excessively on your dataset and having
the model very well fit to the training data; as a result, the model performs worse on test,
validation, or real-world data. A typical overfitting curve compared to performance on
real data is shown in Figure 19. The problem is identified when the error of the ML on
the testing data begins to rise again after having passed a minimum. Over-fitting is a
classic problem in ML and can easily occur if the number of training epochs is set very high
without a stopping criteria on the performance of the test data set.

Figure 19. Under, good, and overfitting a polynomial regression model of various degrees.

Overfitting Prevention Techniques

To avoid overfitting and thus train the best ML model that reaches an error minimum
on testing data and stops training the model before the error begins to rise again as a result
of overfitting on the training data, it is possible to stop training. Monitoring a quantity for
early stopping of training is a good approach to prevent overfitting. For example, the error
metric can be monitored, and when the minimum is reached, that model is saved and used
as it performs the best on test and real data. A typical approach is to monitor validation
loss during training and use this metric for early stopping. Another technique is known as
cross-validation, and it uses the segmentation of the dataset over various training runs. It
moves the target data into the training set and the training data into the target set during
training. This maximizes the utility of the training data during training because it reuses
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the data without fitting it into a small training target set. Rather, the full training data is
used in place of the target over consecutive folds. It has the benefit of mixing the target
signal and thus limiting the development of a model overfit for a specific target [60–63].

1. More training data
2. Regularisation
3. Cross Validation
4. Early Stopping
5. Dropout Layer
6. Reduce Model Complexity
7. Ensemble Learning

6.3. Model Selection

The machine learning models can be very diverse based on the type of problem.
It’s not like one model fits all. It has been observed that for the same data, different
machine learning algorithms yield different accuracy. Moreover, as the complexity of the
model increases, there is an exponential increase in training time and hardware resources.
Therefore, for more robust machine learning models, the model accuracy, training time,
and resources required should be considered.

In order to find the best model for the problem, prior to model building, data prepro-
cesing and data visualization should be performed in order to see the distribution and other
statistical measures. Furthermore, dimensionality reduction and outlier removal should be
performed for the most generalized model. Additionally, methods based on information
criteria, such as model selection techniques can also be used to compare and choose the
best model among a set of candidate models. These criteria balance the goodness of fit of
the model with the complexity of the model, penalizing overly complex models that may
overfit the data. Some of the widely used information criteria methods are:

1. Akaike Information Criterion (AIC): AIC is a model selection criterion introduced by
Akaike [64]. It estimates the relative quality of a set of models and is given by:

AIC = 2k− 2 ln(L) (27)

where k is the number of parameters in the model, and L is the maximized value of
the likelihood function for the model.

2. Bayesian Information Criterion (BIC): Also known as Schwarz Information Criterion
(SIC), BIC is a model selection criterion introduced by Schwarz [65]. It is similar to
AIC but has a stronger penalty for model complexity:

BIC = −2 ln(L) + k ln(n) (28)

where n is the number of samples, k is the number of parameters in the model, and L
is the maximized value of the likelihood function for the model.

3. Minimum Description Length (MDL): MDL is an information-theoretic model selec-
tion criterion based on the idea of data compression [66]. It aims to find the model
that can represent the data with the shortest description length (the sum of model
complexity and data encoding length). MDL works well for dataset model selection.
It is better than the Akaike Information Criterion (AIC) and the Bayesian Information
Criterion (BIC) since it does not require assumptions about data distribution or model
prior probability.

6.4. Scalability

Scalability is a major challenge in machine learning because as the size of the dataset
and the complexity of models increase, the computational resources and time required
for training and inference also grow exponentially. Large-scale datasets and complex
models demand high memory capacity, processing power, and storage, which may not
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be readily available or affordable for all users. Additionally, the need to distribute and
parallelize computations across multiple machines or GPUs adds to the complexity of the
problem, requiring efficient algorithms and infrastructure to handle communication and
synchronization among the computing resources [67].

6.5. Hyperparameter Tuning

Hyperparameter tuning is one of the most challenging task in machine learning due to
several reasons. First, the complexity of the hyperparameters themselves can be daunting,
as they control various aspects of model architecture and training, such as learning rate,
regularization, and network depth. The number and variety of hyperparameters often
result in a vast search space, making it difficult to find the optimal combination. Second,
the evaluation of each hyperparameter setting can be computationally expensive, as it
requires training and validating the model, which can take a significant amount of time
and resources, especially for large-scale datasets and complex models. Third, the optimal
hyperparameters may differ across datasets, tasks, and even model initialization, making it
difficult to generalize the results of tuning for one problem to another. Lastly, many hyper-
parameter tuning algorithms, such as grid search and random search, can be inefficient as
they require testing numerous combinations without considering the interactions between
different hyperparameters or leveraging prior knowledge. This has led to the development
of more advanced techniques, like Bayesian optimization, to improve the efficiency of
hyperparameter tuning. Nevertheless, hyperparameter tuning remains a challenging and
time-consuming aspect of machine learning.

6.6. Data availability and Missing Data

Another major bottleneck in machine learning research is a lack of data. In sectors like
healthcare, defense, or energy, the data is very sensitive as they have some very confidential
information about the stakeholders. Therefore, in such cases, to use the data for machine
learning, it has to be anonymized in such a way that there is no exposure of personal
information.

The missing data causes model underfitting. Some of the potential causes of missing
data are faulty equipment that is responsible for recording data, communication failure
that results in failure in sending data to the data storage from where the machine learning
model is scraping the data, and power cut-off. Furthermore, there are human causes for
missing data, such as an employee who forgot to make the data entry or accidental deletion
of data due to an untrained employee.

The missing data problem is tacked on with data imputation. There are many data
imputation techniques proposed, such as LSTM-based, mean-based value, sliding window
imputation in time series data, and historical mean.

One Model Doesn’t Fit All

The same algorithm cannot be used for all models in machine learning because dif-
ferent models have different characteristics and requirements. The following are a few
reasons for this:

1. Different model architectures: Different machine learning models have different
architectures and learning algorithms optimized for specific problems.

2. Model objectives: Different models have different objectives, such as minimizing mean
squared error, maximizing likelihood, or maximizing accuracy. Therefore, different
algorithms are used to optimize each model’s objective function.

3. Model complexity: Different models have varying levels of complexity, and a more
complex model requires a different algorithm to optimize its parameters. For example,
simple linear models can be optimized using gradient descent, while complex deep
learning models require more sophisticated algorithms such as backpropagation.

4. Computational efficiency: Different models have different computational require-
ments, and some algorithms are better suited for larger datasets or distributed environ-
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ments. For example, gradient boosting algorithms can handle large datasets and are
suitable for distributed computing, while decision trees can become computationally
expensive for larger datasets.

5. Data and problem characteristics: Different machine learning problems have varying
data types, feature spaces, noise levels, underlying distributions, and objectives.
Therefore, it is important to select or develop a model that is most appropriate for the
specific problem at hand.

7. Generalization

While machine learning models have become very good at fitting training data, they
often struggle to generalize well to new, unseen data.

Hardware Requirement

Some machine learning models can be very computationally expensive to train as
they require a lot of computation during the training process. One such example is image
classification. In an image classification problem, as the number of pixels increases, it
requires more space and computation power, and when there is continuous object detection
throughout a sequence of frames, link timestamp video, or any continuous video, this
becomes a more difficult problem to solve. However, to tackle such problem, pretrained
models like You Look Only Once(YOLO) and One Shot Object Detection(OSOD), for object
detection are very helpful [68–70]. Another technique to handle the limited resource
problem is transfer learning. Furthermore, using advanced and high speed hardware such
as solid state drives, higher frequency main memory, and a dedicated graphic processing
unit locally can increase the performance [71]. Cloud-based model training for large data
sets can help alleviate this limitation on hardware [72].

For highly demanding machine learning, there are two strategies for increasing com-
puting power, being parallel computing and distributed computing. Parallel computing
utilizes the graphics processing unit of the computer to execute multiple processing threads
simultaneously or in parallel. This is enabled due to the architecture of a GPU, as they are
designed for processing many pixel values simultaneously. More recently, this ability has
been leveraged by machine learning algorithm developers in general or scientific appli-
cations. GPU-based machine learning is effective in offline applications and applications
with real-time constraints. Distributed computing scales the computing power across
multiple systems, in other words, cluster computing. A machine learning algorithm can be
submitted to the cluster and will be processed; in this case, the application must be less
sensitive to latency in the machine learning algorithm [73,74].

8. Machine Learning and the Programming Languages

Across the various programming languages used to implement machine learning,
there are some key standouts that are frameworks available across the spectrum of pro-
gramming languages. Tensorflow, for example, is the ML library available on all the pro-
gramming tools in this section. Some distributed computing frameworks, such as Apache
Spark, also have interfaces for various programming languages and enable accelerated ML
implementations.

8.1. Python

Within the machine learning development industry, the choice of Python is common
because it has a high level of programming abstraction and some very powerful libraries
for writing machine learning programs. This enables ML programmers that use Python to
in less time create well designed and powerful models. It is not strongly typed and may
not be the best choice for large, object-oriented projects. There is support for all types of ML
models in Python; neural networks alone are supported by Keras [75], Tensorflow [76], and
PyTorch [77] to name a few. Some libraries have been built off of existing libraries; for exam-
ple Keras is an abstraction of the Tensorflow library that has since been incorporated into
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Tensorflow’s own library; another example is science-kit-learn or sk-learn, which provides
an even further level of abstraction. The powerful library of sk-learn enables the creation of
’pipelines’ which allow the programmer to define the input data, a series of transformations,
and a final estimator. A pipeline could, for example, input a 5-dimensional data set, scale
the data column-wise between 0 to 1 and train a neural network regression model on the
data. Then this pipeline can be saved and loaded as needed, it can be used on new incoming
data. Besides powerful ML model development tools, Python also has libraries that are
helpful to the ML as auxiliary tools, such as an extensive number library, a plotting library,
and a data manipulation library (numpy, matplotlib, and pandas, respectively) [78–80].
Many other libraries support classical ML models in Python, including the Science-Kit
libraries [81]. Python also has an open computer vision library for image processing that
can be used in ML [82].

8.2. R-Programming Libraries

R-programming has been one of the most popular programming tools for machine
learning engineers for quite some time. It was developed by Robert Gentleman and Ross
Ihaka at the University of Auckland in the 1990s. It is open-source and there are packages
for almost every task, which makes it more lucrative for the programmers. A healthcare
data analysis with R is performed in [83]. Some of the machine learning packages available
in R includes

• Multivariate Imputation via Chained Sequences (MICE): It is handy tools for data pre-
processing like handling of missing data and multivariate data imputation technique
as we discussed earlier that missing data is one of the biggest challenge in machine
learning models [84].

• Rpart: Its used for recursive partition for classification and regression problem. Rpart
is used to build decision trees [85].

• Randomforest: This package is used to implement random forest algorithm for classi-
fication and regression task. Additionally it provide relative feature importance for
the model [86].

• Caret: The caret (classification and regression training) package in R provides a wealth
of resources for creating predictive models from the wide variety of existing R models.
The goal of this package is to streamline the process of training and tweaking models
using a wide range of modeling approaches. Methods for preparing training data,
determining which variables are most important, and visualizing the resulting model
are also included.SVM, random forest, bagged trees, neural networks, etc. are just
some of the models that may be implemented using caret [87].

• E1071 Naive Bayes, Fourier Transform, Support Vector Machines, Bagged Clustering,
etc. are just a few of the algorithms that may be put into action with the help of e1071.
The most useful tool that e1071 provides is the use of support vector machines, which
allow us to do classification and regression on data that would otherwise be non
separable on the given dimension [88].

• Nnet: It is R library that is used to build and train neural network model for classifica-
tion and regression problem [89].

8.3. Java

The Java programming language is a high-level object-oriented programming lan-
guage. There are many ML libraries for Java, including the Weka library, which is popular
for its graphical user interface to the ML models. To name a few others, there are: Apache
Mahout, Deeplearning4j, Mallet, Spark MLlib.

8.4. C++

The C++ language is a high-level object-oriented language that has been around for
37 years and is well known as an incredibly fast and robust programming language. This
is the same programming language that our operating systems (Windows, Macintosh,
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Linux) are written in. This language would require a more trained programmer and more
time to create the artificial intelligence code when compared to other languages such as
R or Python. The advantages are that C++ will outperform those other languages in its
implementations in terms of run time and memory usage. The Tensorflow library for
neural networks is implemented in C++. The library MLPack supports other ML models
such as Nearest Neighbors, Random Forest, and other classical models, as well as neural
networks. Furthermore, there are the OpenNN, Shogun libraries for ML, and OpenCV
library for computer vision. Finally (Compute Unified Device Architecture) CUDA is a
platform supported on C++ which enables parallel processing on some graphics cards for
accelerated run times on ML.

8.5. Research Gaps

Machine learning is undoubtedly a powerful tool that has the potential to explore
different sectors from a completely different perspective. There has been a lot of research
going on in different sectors to fetch the full power of machine learning.

The main limitation of machine learning is its reliance on data. Despite the fact that
it can process large amounts of data in a relatively short amount of time, the data must
first be collected and labeled, which can be difficult and time-consuming. Additionally,
machine learning models are only as good as the data they are trained on. The model will
also be biased or incomplete if the data is biased or incomplete. This can lead to inaccurate
or misleading results. However, currently, there is no standard tool or metrics that can
ensure the standard of the data by checking for bias and ensuring that the data is free
from any kind of contamination prior to feeding it to the algorithms. Therefore, it is highly
dependent on the data scientist and his domain knowledge to check that the data is fit
for training.

Another domain that still needs to be explored is the challenges in algorithm integra-
tion. Standalone machine learning algorithms are not always the best choices; for example,
in different time stamps data can have linear relationships and non-linear relationships.
These models can be built with python or R programming but require a hefty amount
of programming knowledge. However, machine learning tools with algorithm integra-
tion can be handy and can significantly reduce the time of model building, with more
accurate results.

Machine learning models can be susceptible to malicious attacks. Data contamination
attacks can infuse data biasing that can cause a machine-learning model to make incorrect
predictions by training the model on biased data. This means that there must be safeguards
in place to ensure the security and accuracy of the models. Furthermore, a two-pass filter
comprising of a data scrutiny algorithm and an algorithm for the identified problem can
reduce the probability of the model getting trained on the contaminated dataset.

Furthermore, it’s important to keep personal information safe from any unauthorized
access. The government has the responsibility to make rules and guidelines for orga-
nizations to follow so that people’s personal information is protected and kept private.
In Table 2 we presented the data protection laws in various countries [90–99]. Machine
learning is dependent on the data, so data anonymization techniques and synthetic data
generation techniques are a few other areas of research that need to be explored more.
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Table 2. Data Protection Laws in Different Countries.

Countries Relevant Act Requirements

United States

Health Insurance Portability and
Accountability Act (HIPAA)

This requires organizations to implement appropriate technical
and administrative safeguards to ensure the security and
privacy of personal health information(PHI)

Children’s Online Privacy Protection Act
(COPPA)

This law applies to the collection of personal information from
children under the age of 13 and sets requirements for obtaining
parental consent for the collection of such information.

Electronic Communications Privacy Act
(ECPA)

This law governs the interception and disclosure of electronic
communications and applies to emails, text messages, and
other electronic communications.

Fair Credit Reporting Act (FCRA) This law governs the protection of credit information and applies
to credit reporting agencies, lenders, and other entities that use
credit information for credit decisions.

California Consumer Privacy Act (CCPA) This law gives California residents specific rights over their personal
information and requires organizations to provide disclosures and
notices regarding the collection and use of personal information.

European Union General Data Protection Regulation (GDPR)

1. Right to access: Individuals have the right to access their personal data
and to receive information about how their data is processed.
2. Right to erasure: Individuals have the right to request that their
personal data be deleted
3. Right to data portability: Individuals have the right to receive
their personal data in a structured and
machine-readable format, and to transmit it to another controller.
4. Right to rectification: Individuals have the right to request
that inaccurate personal data be corrected.
5. Data protection by design and by default: Organizations must take
appropriate technical and organizational measures to ensure that personal
data is processed in a secure and confidential manner.
6. Data protection impact assessments: Organizations must
conduct data protection impact assessments in certain
situations where the processing of personal data is likely to result in high
risk to the rights and freedoms of individuals.
7. Notification of data breaches: Organizations must notify
individuals and the supervisory authority without undue delay in the
event of a personal data breach.

Canada Personal Information Protection and
Electronic Documents Act (PIPEDA)

This governs the collection, use, and disclosure of personal
information by organizations in the course of commercial activities.
Provisions of PIPEDA
(1) Obtaining consent for the collection, use, and disclosure of personal
information.
(2) Specifying the purposes for which personal information is collected.
(3) Limiting the collection of personal information.
(4) Ensuring accuracy, protecting personal information with appropriate
security measures,
and being transparent about policies and practices.
(5) Allowing individuals to file a complaint, and ensuring compliance with
the law.

Personal Health Information
Protection Act (PHIPA)

This protects the privacy of personal health information while still letting people
who are in charge of health information collect, use, and share this information to
offer good healthcare.
Provisions of PHIPA
(1) Obtaining consent for the collection, use, and disclosure of personal health
information, specifying the purposes for which personal health information
is collected.
(2) limiting the collection of personal health information
(3) Granting individuals the right to access their personal health information
(4) Allowing individuals to file a complaint, and ensuring compliance
with the law.
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Table 2. Cont.

Countries Relevant Act Requirements

Australia Privacy Act 1988

The Privacy Act 1988 is an Australian law that governs the handling of personal
information by Australian government agencies and also private sector organizations.
(1) Organizations must obtain consent from individuals for the collection, use,
and disclosure of personal information
(2) Must only collect personal information that is reasonably necessary for a
lawful purpose
(3) Individuals have the right to access their personal information held by
organizations, and to request correction of any inaccuracies
(4) They can also make a complaint to the Office of the Australian Information
Commissioner if they believe their privacy rights have been breached.

India
Information Technology (Reasonable security
practices and procedures and sensitive
personal data or information) Rules, 2011

This provides the guidelines in India that regulate the handling of personal data and
information in the information technology sector.
Provisions:
(1) Organizations must implement reasonable security practices and procedures to
protect personal data and information from unauthorized access, alteration,
destruction, or disclosure.
(2) Organizations must only collect personal data that is necessary for the purpose for
for which it was collected and must ensure its accuracy and integrity.
(3) Sensitive personal data, such as financial information, biometric information,
and health information, is given special protection and must be treated with
additional security measures.
(4) Organizations must obtain explicit consent from individuals for the collection,
use, and disclosure of personal data, including sensitive data.
(5) Personal data must be stored in a secure manner, taking into account the nature
of the data and the potential risks associated with its loss or unauthorized access.
(6) Individuals have the right to access their personal data held by organizations
and to request correction of any inaccuracies.

9. Applications of Machine Learning

Machine learning comes with a plethora of applications. However, there are ad-
vantages and disadvantages of different algorithms working on the same problem. This
behavior is due to the nature of the problem and dataset quality. Table 3 presents a
holistic view of various machine learning algorithms along with their advantages and
disadvantage. Also, Table 4 shows the different types of applications of machine learning
in various domains.
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Table 3. Machine Learning Algorithm Comparison.

Algorithm Advantages Disadvantages References

Linear Regression Simple and easy to implement
Interpretable
Fast training time

Assumes linear relationship between features and target
Sensitive to outliers

[100]

Logistic Regression Simple and easy to implement
Interpretable
Provides probability estimates

Assumes linear relationship between features
and log-odds of target classes
Sensitive to outliers

[101]

Decision Trees Interpretable
Can handle non-linear relationships
Can handle missing values

Prone to overfitting
Sensitive to small changes in data

[102]

Random Forest Reduces overfitting compared to Decision Trees
Handles missing data well

Can be slow to train and predict
Less interpretable than Decision Trees

[86]

Support Vector Machines (SVM) Effective in high-dimensional spaces Prone to overfitting in large datasets [103]

k-Nearest Neighbors (k-NN) Simple and easy to implement
No training time

Sensitive to feature scaling
High memory requirement

[104]

Neural Networks Can model complex relationships
Suitable for high-dimensional data

Requires large amount of training data
Difficult to interpret

[105]

Gradient Boosting High predictive accuracy
Can handle missing data

Can be slow to train
Requires tuning of hyperparameters

[106]

Naive Bayes Simple and fast
Performs well on small datasets

Assumes independence of features
May perform poorly on large or complex datasets

[107]

Extreme Gradient Boosting (XGBoost) - High predictive accuracy
- Faster and more efficient than traditional Gradi-
ent Boosting

Can be prone to overfitting
Requires tuning of hyperparameters

[108]

LightGBM Fast training and lower memory usage
High predictive accuracy

Requires tuning of hyperparameters
Can be prone to overfitting

[109]

Convolutional Neural Networks Effective for image recognition and other
visual tasks, can learn hierarchical representations

Computationally expensive, requires large
amounts of data, difficult to interpret

[105,110,111]

Recurrent Neural Networks Suitable for sequential data, can learn temporal
dependencies

Computationally expensive, prone to vanishing
gradients, difficult to interpret

[36,105,110]

Supervised Learning Algorithms

Long Short-Term Memory Networks Handles long-term dependencies in sequential data,
effective for language modeling and other natural
language processing tasks

Computationally expensive, requires large
amounts of data, prone to overfitting

[110,112]

Neural Networks Can model complex relationships
Suitable for high-dimensional data

Requires large amount of training data
Difficult to interpret

[105]

Principal Component Analysis (PCA) Reduces dimensionality of data
while preserving most important
information, easy to interpret results

Assumes linear relationships between variables,
may not perform well on non-linear data

[113]

t-SNE Preserves non-linear relationships
in high-dimensional data, visually
appealing results

Computationally expensive, difficult to interpret results [114]
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Table 3. Cont.

Algorithm Advantages Disadvantages References

Autoencoders Can learn complex representations
of data, useful for dimensionality
reduction and anomaly detection

Sensitive to hyperparameters, may overfit on small datasets [105,110,115]

Association Rule Mining
Can identify frequent itemsets and
interesting rules, useful for market
basket analysis and recommendation
systems

Limited to binary data, can suffer from the
“curse of dimensionality”

[116]

DBSCAN Can identify arbitrary shaped clusters,
does not require specifying number of
clusters beforehand

Sensitive to choice of distance metric and
hyperparameters, may not perform well on high-
dimensional data

[117]

Isolation Forest Useful for outlier detection and
anomaly detection, can handle
high-dimensional data

May not work well with datasets containing many
similar instances, sensitive to choice of
hyperparameters

[118]

Self-Organizing Map (SOM) Preserves topological properties of
input data
Good for visualization of high-dimensional data

Requires selection of map size and shape
Convergence depends on the learning rate and
neighborhood functions

[119]

Apriori Algorithm Widely used for association rule learning
Easy to implement

- High computational complexity
- Inefficient for large datasets

[116]

OPTICS Can find clusters of arbitrary shapes
Extends DBSCAN by handling varying densities

Higher complexity than DBSCAN
Requires tuning of parameters

[120]

Generative Adversarial Networks Can generate realistic synthetic data, useful
for image and text generation

Prone to mode collapse, can be difficult to
train, not suitable for all types of data

[105,110,121]

Unsupervised Machine Learning
Algorithms

Deep Belief Networks Can learn hierarchical representations of data,
effective for unsupervised learning

Computationally expensive, requires large
amounts of data, difficult to interpret

[105,110,122]

Q-learning Model-free
Can learn directly from raw data
Converges to optimal policy

Assumes a discrete state and action space
Can be slow to converge

[123]

Deep Q-Network (DQN) Can handle continuous and high-dimensional
state spaces
Combines Q-learning with deep neural networks

Requires large amount of training data
May be unstable or diverge

[124]Reinforcement Learning

Policy Gradient Methods Can handle continuous action spaces
Directly optimize the policy

Often suffer from high variance
Can be sensitive to step size

[125]
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• Energy Sector: As we discussed earlier in this article machine learning has been
heavily used in the energy sector. In [126] a comparative study using random forest,
support vector, naive Bayes, decision tree, and AdaBoost was performed to predict
false data injection attacks in power systems. The experiment performed showed
random forest yielded the most accurate results with and without feature selection
and is very effective in such types of problems. However, feature selection can affect
the performance of machine learning models to a great extent. A similar study was
performed in [127] to detect power system faults using a decision tree, K-Nearest
Neighbour and SVM. The results showed that the SVM outperformed DT and KNN
algorithms with an accuracy of 91.6%. Machine learning is a very handy tool for
anomaly detection in different domains, the study performed by the authors of [128]
presented a study on autoencoder LSTM, Facebook prophet (time-series forecasting
tool), and isolation forest predict anomaly in solar power plants. This study showed
AE-LSTM can detect anomalies with high accuracy and can differentiate between
anomalous signals and healthy signals.The demand for energy is increasing which is
driving more households to install off-grid solar power plants. A study performed
in [129] proposed a machine learning framework to maximize the consumption of solar
energy using a random forest algorithm. Smart grids are vulnerable to cyberattacks.
A detailed survey on various cyberattacks and their defense mechanism has been
discussed in [130,131]. Machine learning may be used to identify those attacks. This
includes the fake data injection attack, which can have a significant effect on AI-based
smart grids [132,133]. An autoregressive integrated moving average(ARIMA) has been
proposed in [134] to predict the state of charge for unknown charge and discharge rate.
Also in [135] multi-layer perceptron and long short-term based model was proposed
to predict battery state of charge. This work shows that the mean squared error for
MLP is higher than LSTM model.

• Healthcare: Both the Naive Bayes (NB) classifier and the KNN algorithm can be
used for classification problems. In this analysis [136], the authors compared the
performance of KNN and Naive Bayes in predicting breast cancer. The correctness of
their performance was analyzed using a cross-validation technique. According to the
findings, KNN provides the highest degree of accuracy of 97.51% and had the lowest
error rate compared to the NB classifier with an accuracy of 96.19%. While in [137]
GAN was used to generate synthetic skin lesions. chest x-rays and renal cell carcinoma.
The model was trained using 10,000 real images to generate similar synthetic images,
and the performance of the models was assessed by training the model on synthetic
images and another training using synthetic and real images. In [138] the study was
performed on 8066 patients to predict the factors for breast cancer survivors using
machine learning. In this study, random forest yielded the most accurate results and
showed that the cancer stage classification, tumor size, total auxiliary lymph nodes
removal, positive lymph nodes, primary treatment type, and method of diagnosis were
the key factors. A comparative study to predict heart disease using logistic regression,
KNN, neural network, SVM, naive Bayes, and the decision was performed in [139].
The training was performed on 297 patients sample with 13 attributes. The study
showed that the SVM along with feature selection can yield up to 92.37% accuracy.

• Financial sector: It is a sector that generates a humongous amount of data every day.
These data vary a lot, it can be transaction data, loan application data, borrowers’
personal data, stock data, company information data, and others. Deep learning algo-
rithms can be used to predict stock prices [140]. The base model for the classification
problem which is logistic regression can be used to predict the loan defaulter with an
accuracy of 81.1% [141]. Similar research done by the authors of [142] showed that
the loan default prediction accuracy can be 100% with the AdaBoost model. In the
financial sector financial crisis also play a considerable role in economics. Therefore,
to predict the financial crisis authors of [143] developed a hybrid model of K-means
and genetic ant colony algorithm. To access the model authors used tested using the
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Qualitative Bankruptcy dataset [144], Polish dataset [145], and Weislaw dataset [146]
data. The proposed model showed an accuracy ranging from 97.55% to 97.93% for
different datasets.

• Autonomous Driving: Enhancing the safety of transportation has become feasible as a
result of the quickening pace at which artificial intelligence is being incorporated into
motor vehicles. It has been demonstrated that safety features such as collision detec-
tion, park assists, and lane change assist are particularly beneficial in the prevention
of accidents [147–149]. Taking it a step further, machine learning methods for multiple
object detection, trajectory prediction, motion, and speed estimation have been crucial
in the development of autonomous vehicles. Even if the number of autonomous vehi-
cles is still expanding and they are not entirely self-sufficient, additional research and
data are required to demonstrate the effectiveness of such automobiles. Cybersecurity
is another issue that needs to be addressed in relation to autonomous vehicles; this is
due to the fact that these vehicles are equipped with a large number of sensors that
provide driving assistance and that their battery management systems communicate
data to the cloud. A detailed survey done in [150] presents various cyber threats and
their prevention technique in autonomous vehicles.

• E-Commerce: Another industry that largely relies on machine learning is the e-
commerce industry. The forecast of the product demand is done with the help of
machine learning. For instance, during the winter months, sales of seasonal products
like jackets are at an all-time high, and the demand for products that are used on a
daily basis can skyrocket if there is any kind of severe weather alert. This kind of
projection contributes to the more efficient management of supply chains [151]. In
addition, online retailers often send personalized notifications to customers depend-
ing on the users’ search histories or the products they have bought in the past. The
recommender system is another area in which e-commerce companies invest a lot
of money. This system helps retailers propose products that are similar to ones that
customers have already purchased or are considering purchasing [152,153]. In the
media industry, comparable articles are suggested to users based on their reading
histories. An SVM-based recommender system was proposed in ref. [154]. Some of
the most prominent challenges in news recommender systems including cold start
and data sparsity are discussed in ref. [155]. Furthermore, in the entertainment
industry, similar shows are suggested to users depending on whether or not they have
seen them or put them on their whitelists. A k-means and KNN algorithm-based
recommender system is proposed in ref. [156] Both industries take a similar strategy.

• Satellite Communication: Machine learning (ML) has demonstrated significant po-
tential in improving various aspects of satellite communication systems, making
them more efficient, reliable, and adaptable. Some key ML applications in satellite
communication include [157–160]:

– Interference detection and mitigation: ML algorithms can identify and classify
interference sources in satellite signals, enabling operators to maintain optimal
system performance.

– Flexible payload configuration: ML techniques, particularly deep learning, can
optimize resource allocation within satellite payloads, allowing the system to
adapt to changing user demands and improve capacity utilization.

– Congestion prediction: ML-based forecasting can predict network congestion
in satellite communication systems, enabling operators to proactively manage
network resources and avoid service disruptions.

– Spectrum management: ML can assist in dynamic spectrum allocation and inter-
ference mitigation, leading to more efficient use of available spectrum and better
overall system performance.

– Anomaly detection: ML algorithms can analyze telemetry data to detect anoma-
lies or potential issues in satellite systems, enabling operators to address problems
before they escalate.
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– Orbit determination and prediction: ML can improve satellite orbit prediction ac-
curacy, facilitating better planning for satellite-based services, collision avoidance,
and space debris tracking.

Table 4. Applications of ML in Different Domains.

Domain Applications References

Financial Sector These applications include automated trading, detection of fraud, financial advisory
services for investors, revenue forecasting, and estimate of potential to default on loans.

[161,162]

Social Networks include the detection of a spammer, link prediction, user classification, friend sugges-
tions, community or cluster identification, and trend analysis.

[163,164]

Energy Sector Forecasting generation by renewables, economic distribution of energy, energy demand
forecasts.

[165–167]

Health Care Prediction of disease, drug development, medical image processing, outbreak prediction. [168,169]

Entertainment Recommender system, Viewer behavior prediction, customized recommendation, target
advertisement

[170,171]

Online Shopping Product Recommendation, Customised offer, shopping pattern analysis, targeted adver-
tisement

[172,173]

Authentication Face recognition, suspicious activity, shopping pattern analysis, target advertisement [174–176]

Autonomous Driving Object Classification, pedestrian detection, trajectory prediction [177,178]

10. Conclusions

In this article, we have provided a comprehensive analysis of a number of different
machine learning algorithms and the domains in which these algorithms may be applied. In
the last section of this essay, we went through the different categories of machine learning,
and then we moved on to the different categories of problems. Among these problems are
regression, classification, object detection, and clustering, amongst others. In the course of
our research, we came to the conclusion that there is no such thing as a universal algorithm
that fits all; rather, the efficacy of any given model depends not only on the model itself but
also on the kinds of data that it uses. In the second section of this article, we discussed the
difficulties that can arise when putting machine learning algorithms into practice. These
difficulties include the availability of data, the problem of missing data, and the limitations
imposed by hardware. We also discussed the precautions that should be taken and the steps
that should be taken prior to building a model. And in the third section, we showed the
current research that is being done on machine learning in a variety of different fields, such
as energy, healthcare, autonomous driving, and e-commerce.Furthermore, we examined
the many tools that are now available to fit machine learning algorithms onto data sets.

In general, this article can serve as a stepping stone for those who are just beginning
their journey with machine learning, and it can also give experienced users the means to
evaluate or construct their own models using the data that they already possess. Further-
more, this article can provide the provision to collect data from the users before using it to
build any ML prediction model.
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