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Abstract: The traditional geomagnetic matching navigation method is based on the correlation criteria
operations between measurement sequences and a geomagnetic map. However, when the gradient
of the geomagnetic field is small, there are multiple similar data in the geomagnetic database to the
measurement value, which means the correlation-based matching method fails. Based on the idea of
pattern recognition, this paper constructs a two-stage neural network by cascading a probabilistic
neural network and a non-fully connected neural network to, respectively, classify geomagnetic
vectors and their feature information in two steps: “coarse screening” and “fine screening”. The
effectiveness and accuracy of the geomagnetic vector navigation algorithm based on the two-stage
neural network are verified through simulation and experiments. In simulation, it is verified that
when the geomagnetic average gradient is 5 nT/km, the traditional geomagnetic matching method
fails, while the positioning accuracy based on the proposed method is 40.17 m, and the matching
success rate also reaches 98.13%. Further, in flight experiments, under an average gradient of
11 nT/km, the positioning error based on the proposed method is 39.01 m, and the matching success
rate also reaches 99.42%.

Keywords: geomagnetic vector field; geomagnetic navigation; two-stage neural network; pattern
recognition

1. Introduction

As the inherent physical field of the Earth, the geomagnetic field has a one-to-one cor-
respondence with geographical location. More than 98% of the Earth can use geomagnetic
information for navigation [1,2]. Geomagnetic navigation, as a passive, autonomous, and
highly covert navigation method, is a reliable and stable alternative to satellite navigation
under denied conditions [3–5]. The geomagnetic vector field has more information than
the geomagnetic scalar field, so it can improve the accuracy and anti-interference ability for
navigation [6–8]. However, as the intensity or gradient of the geomagnetic field increases
with height, it will decay exponentially [9,10]. Therefore, when utilizing geomagnetic
information for navigation on aircraft and other aviation platforms, it is inevitable that the
problem of navigation under small-gradient geomagnetic fields will arise, which poses new
challenges to geomagnetic vector navigation.

At present, whether utilizing geomagnetic scalar information or geomagnetic vec-
tor elements for navigation, all methods are based on relevant principles to match ge-
omagnetic measurement sequences with geomagnetic databases. The iterative closest
contour point (ICCP) algorithm [11–15] and the magnetic contour matching (MAGCOM)
algorithm [15–20] are two widely studied and applied geomagnetic navigation algorithms
based on correlation matching. Correlation criteria mainly include the product correlation
algorithm (PROD), mean absolute difference (MAD), mean square difference (MSD), and
normalized product correlation algorithm (NPROD). However, there is a common and
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insurmountable problem based on correlation matching algorithms: When the geomagnetic
gradient is relatively small, the value of the data in the geomagnetic database near the track
sampling point is very similar. The results calculated by the above correlation criteria often
fail to distinguish the geomagnetic values corresponding to the real path from these similar
data, resulting in mismatching problems [21,22].

Geomagnetic navigation can be considered as a special case of comparative navigation.
With the development of machine learning technology, neural networks have become
a popular and effective tool to solve nonlinear classification problems, being applied in
comparative navigation. Andrzej S., from Maritime University, computed a ship’s position
plot by using artificial neural networks, which changes the image given at its input (image
segment) into the index of one of its neurons [23]. The return number obtained corresponds
to the neuron that is closest to the input image according to the selected metric. These steps
are similar to the geomagnetic matching process. Mohammed A. from King Saud Univer-
sity compared the performance of four kinds of fuzzy logic in the navigation and control
of a mobile robot in an unstructured environment, including manually constructed fuzzy
logic (M-Fuzzy), fuzzy logic with genetic algorithm (GA-Fuzzy), fuzzy logic with neural
network (Neuro-Fuzzy), and fuzzy logic with PSO (PSO-Fuzzy) [24]. The performances of
both PSO-Fuzzy and Neuro-Fuzzy were found to be better than the other methods in terms
of navigation distance travelled, proving the development prospects of navigation based
on neural network algorithms. Andrzej S. proposed a method for the fast processing of 3D
multibeam sonar data to make the depth area comparable with areas from bathymetric elec-
tronic navigational charts as source maps during comparative navigation. In this method,
an artificial neural network (ANN) is trained to realize depth area images registered in
semi-real time [25]. Given the applicability and effectiveness of a neural network in the
comparative navigation, this technology has also been preliminarily developed and ap-
plied in geomagnetic navigation, which shows potential for application in small-gradient
geomagnetic fields. Some improvements start with improving the accuracy of the geomag-
netic database: Kim D. from Korea Advanced Institute of Science and Technology utilized
convolutional neural networks (CNNs) to expand and optimize geomagnetic database data
and used relevant matching algorithms to achieve geomagnetic navigation [26]; Qiong W.
from Northwestern Polytechnical University reconstructed the geomagnetic database of
the matching region using a BP neural network and implemented geomagnetic navigation
based on a triangular matching algorithm [27]. Although the above two methods optimized
the geomagnetic database through different neural networks, they are still based on the
principle of correlation to find the closest points to the magnetic field of the measurement
sequence. Therefore, they did not significantly improve the application in small-gradient
geomagnetic field environments. Zhou J. from Northwestern Polytechnical University
performed pattern recognition and matching on geomagnetic total measurement sequences
based on probabilistic neural networks (PNNs), enabling geomagnetic navigation under
geomagnetic scalar field with a small gradient. However, they did not further analyze
whether the identification result is the best path, and matching based on one-dimensional
total information results in insufficient robustness and practicality of the algorithm [28].

To solve this problem, this paper constructs a two-stage neural network model by
cascading PNN networks and non-fully connected neural networks, and it proposes a
geomagnetic vector navigation method based on two-stage neural networks. The matching
area and the category to be matched are delimited according to the INS reference path,
and probabilistic neural networks are utilized as the first stage classifier model to conduct
large-scale rapid screening. We set the probability value range of the PNN output and
output the corresponding mode class. Then, a non-fully connected neural network is
utilized as the second-stage classifier, and the statistical features of the geomagnetic vector
corresponding to the first-stage output pattern class are selected as the network input. The
accurate screening of the second stage ultimately establishes the best matching path and
achieves high-precision navigation of the areas with poor geomagnetic information.
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2. Geomagnetic Vector Pattern Recognition Based on PNN

Due to the nonlinear mapping relationship between geomagnetic vectors and geo-
graphical coordinates, classification methods based on mathematical theory can easily
mismatch or fail completely when geomagnetic features in the navigation area of an
aviation platform are not significant. As a PNN mainly utilized in the field of pattern
recognition, it introduces Bayesian classification decisions into the neural network based
on probability density estimation methods and sets the network structure according to
Bayesian discriminant functions, thereby ensuring high accuracy in the nonlinear learning
algorithms and minimizing error rates or losses. Therefore, this section constructs a PNN
network structure for geomagnetic vector pattern recognition navigation.

2.1. Geomagnetic Vector Pattern Recognition Navigation Principles

Pattern recognition divides samples into certain categories based on their charac-
teristics. For geomagnetic vector matching navigation, the essence of the problem is to
establish some samples to be identified and use known magnetic vector information for
classification and recognition. Therefore, the description of the geomagnetic vector pattern
recognition matching navigation method is as follows: in the matching area, take the real
track measurement sequence as the target, construct the track to be matched as the pattern
class to be matched, train and implement pattern matching classification based on neural
networks according to certain criteria, and the pattern class with the highest similarity to
the target class is the final output matching result.

Specifically, the principle of geomagnetic pattern recognition navigation is shown in
Figure 1. From time th−n+1 to th, the carrier has a segment of track L in the matching area.
There are n sampling points on the track L, and a series of geomagnetic vector measure-
ment sequences f

(
Xth , Xth−1 , · · ·, Xth−n+1

)
are collected. Each Xt includes the geomagnetic

scalar Bt, the geomagnetic north component Bn, the geomagnetic east component Be, and
the geomagnetic vertical component Bd. With the last sampling point C of the track L
as the center point and the inertial navigation error range as the boundary, a grid area
is expanded, with a and b being the number of grids in the transverse and longitudinal
directions, respectively. Therefore, m = (2a + 1)(2b + 1) grid points are constructed in the
matching region. Record the grid points as (1, 2, . . . m) from top to bottom and from left
to right. Using m grid points as the last point, m similar tracks are generated according
to the sampling interval of the inertial navigation path. Each track also has n sampling
points, which contains the corresponding geomagnetic vector data. Taking the wth track as
an example, it is the track generated from the wth grid point, corresponding to geomag-
netic vector measurement sequence f

(
Xwn, Xw(n−1), · · ·, Xw1

)
, which is defined as the wth

pattern class. According to the idea of pattern recognition, m tracks are corresponding
m pattern classes to be matched. The process of finding a pattern grid is compared to
the geomagnetic vector measurement sequence of the real track Lr with the geomagnetic
vector information on m patterns’ f

(
Xwn, Xw(n−1), · · ·, Xw1

)
, and the best-matched pattern

is selected as the optimized track as an output result.
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Figure 1. Principles of geomagnetic pattern recognition navigation.

Set the INS longitude and latitude coordinate as (λ, ϕ). The calculation formula for
the sampling point interval of the wth mode class is as follows:

∆λwi = |λ(th)− λ(th−i+1)|, i = 1, 2, · · ·, n (1)

∆ϕwi = |ϕ(th)− ϕ(th−i+1)|, i = 1, 2, · · ·, n (2)

2.2. Geomagnetic Vector Pattern Recognition Based on PNN
2.2.1. PNN Models

The geomagnetic vector pattern recognition navigation method based on PNN consists
of steps, such as magnetic map grid division, pattern class generation, PNN network
construction, and pattern recognition matching. The geomagnetic vector test sample of the
reference path is used as the network input, and Bayesian maximum likelihood estimation
is performed by calculating the Euclidean distance and corresponding Gaussian functions
between the input sample and all mode classes in the test set. The neurons of the Gaussian
function in the mode layer are activated, and an initial probability matrix is established. The
sum of probabilities of each sample belonging to each type is obtained at the summation
layer. The mode class with the highest probability is selected, and its number is used as the
output of the network. Find the current optimal path through the corresponding output
mode class number.

The algorithm flow is described as follows: The search area is generated based on the
endpoint of the test path and is divided into m grid points as the endpoint of m pattern
classes, with each pattern class having a dimension of n. Xik is the Kth training sample
belonging to pattern class w. Send it into PNN, calculate the Euclidean distance and
Gaussian function between samples, and obtain an initial probability matrix pwi (Xik) with
dimension Rm×n. The Gaussian function formula [29] is as follows:

gwi (X, σ) =
1
ni

ni

∑
k=1

exp−
‖X−Xik‖

2

σ2 , i ∈ (1, 2, · · ·, m) (3)
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When the neurons of the Gaussian function are activated, the initial probability matri-
ces pwi (Xik) with a quantity of J are obtained. Then, sum to obtain the initial probability
and matrix S of the sample under various smoothing factors, with a dimension of Rm×n×J .
Calculate the probability:

probij =
Sij

M
∑

i=1
Sin

(j = 1, 2, · · ·, J) (4)

Select the pattern class with the highest probability value as the correct pattern class
rj = max

(
probij

)
for classification. The PNN network model determined based on the

above steps is shown in Figure 2.
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Figure 2. PNN model.

The network consists of an input layer, a sample layer, a summation layer, and a
competition (output) layer. The number of neurons in the input layer is the characteristic
vector, which is the dimension of each pattern class sample. In the input layer, the network
calculates the Euclidean distance between the input vector and all training sample vectors.
The number of neurons in the mode layer is the number of training samples. This layer
is a nonlinear calculation layer, and the activation function is a Gaussian function. The
Gaussian function is activated through the Euclidean distance between samples and set
smoothing parameters to achieve initial probability calculation for input samples, and the
output is transmitted to the summation layer. The number of neurons in the summation
layer is the number of pattern categories. Its function is to sum the output of the pattern
layer by class, equivalent to an adder. Finally, the probability that the sample belongs
to each category is calculated at the competition level, and the category with the largest
probability value is used as the unique output of the model.

There are m types of training samples, and if the dimensions of each type are n, the
total number of samples is T = m× n. Thus, the number of input layer nodes is n. T is
the corresponding number of mode layer nodes, which is divided into m sets of nodes,
corresponding to the number of m nodes in the summation layer. For the geomagnetic



Electronics 2023, 12, 1975 6 of 21

vector pattern recognition method, combined with Formulas (1) and (2), the longitude and
latitude coordinates of the wth training sample (the wth track) at time th−i+1 are:

λw
(
th−i+1

)
= λw(th − i)− ∆λwi , i = 1, 2, · · ·, n

ϕw
(
th−i+1

)
= ϕw(th − i)− ∆ϕwi , i = 1, 2, · · ·, n

(5)

The expression of the geomagnetic vector sampling sequence vector Xik for this w
mode is as follows:

Xik = [F1(λw(th−i+1), ϕw(th−i+1)), F2(λw(th−i+1), ϕw(th−i+1)), · · ·, F4(λw(th−i+1), ϕw(th−i+1))]

Xik =

 F1(λw(th−n+1), ϕw(th−n+1)), F2(λw(th−n+1), ϕw(th−n+1)), · · ·, F4(λw(th−n+1), ϕw(th−n+1))
· · · · · · · · ·

F1(λw(th), ϕw(th)), F2(λw(th), ϕw(th)) , · · ·, F4(λw(th), ϕw(th))

 (6)

where F1 is the geomagnetic scalar value of the measurement sequence on the w mode
track, F2 is the geomagnetic north component measurement sequence, F3 is the geomagnetic
east component measurement sequence, and F4 is the geomagnetic vertical component
measurement sequence. All m pattern vectors are normalized to form a training matrix D.

D =


X11 X21 · · · X1m

· · ·
X1i X2i · · · Xkm

· · ·
X1m X2m · · · Xnm

 =
[
X1X2 · · · Xm

]
(7)

The normalized training sample set is Xi, i = 1, 2, · · ·, m. Then, the training matrix D
corresponding to the label matrix (pattern class matrix) is Q =

[
12 · · ·m

]
.

Calculate the Euclidean distance between the normalized sample to be classified and
all training samples to form the Euclidean distance matrix E:

E =



√
n
∑

k=1
|Y1k − X1k|2

√
n
∑

k=1
|Y1k − X2k|2 · · ·

√
n
∑

k=1
|Y1k − Xmk|2

√
n
∑

k=1
|Y2k − X1k|2

√
n
∑

k=1
|Y2k − X2k|2 · · ·

√
n
∑

k=1
|Y2k − Xmk|2

· · · · · · · · · · ··√
n
∑

k=1
|Ylk − X1k|2

√
n
∑

k=1
|Ylk − X2k|2 · · ·

√
n
∑

k=1
|Ylk − Xmk|2


=



E11 E12 · · · E1m

E21 E22 · · · E2m

· · · · · · · · · · ··

El1 El2 · · · Elm


(8)

Normalized samples to be classified are Yu, u = 1, 2, · · ·, l. Eui represents the Euclidean
distance between the uth training sample to be classified and the ith training sample.

Enter the smoothing factor σ. Activate the neurons of the Gaussian function in the
mode layer to obtain the initial probability matrix:

P =



e−
E11
2σ2 e−

E12
2σ2 · · · e−

E1m
2σ2

e−
E21
2σ2 e−

E22
2σ2 · · · e−

E2m
2σ2

· · · · · · · · · · ··

e−
El1
2σ2 e−

El2
2σ2 · · · e−

Elm
2σ2


=



P11 P12 · · · P1m

P21 P22 · · · P2m

· · · · · · · · · · ··

Pl1 Pl2 · · · Plm


(9)
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The number of samples is T, which can be divided into m categories. The dimension
of each type of sample is n, and the initial probability sum of each type of sample can be
obtained at the summation layer of the network:

S =



n
∑

k=1
P1k

2n
∑

k=n+1
P1k · · ·

T
∑

k=T−n+1
P1k

n
∑

k=1
P2k

2n
∑

k=n+1
P2k · · ·

T
∑

k=T−n+1
P2k

· · · · · · · · · · ··

n
∑

k=1
Plk

2n
∑

k=n+1
Plk · · ·

T
∑

k=T−n+1
Plk


=



S11 S12 · · · S1m

S21 S22 · · · S2m

· · · · · · · · · · ··

Sl1 Sl2 · · · Slm


(10)

The probability that the uth sample belongs to the ith category can be calculated as:

probui =
Sui

m
∑

i=1
Sui

(11)

Finally, the corresponding pattern class corresponding to the maximum probability is
obtained as the network recognition matching result output:

output = Pattern[max(probui)] (12)

2.2.2. Pattern Recognition Algorithm Based on PNN

The geomagnetic vector pattern recognition algorithm based on PNN parameter
optimization can be summarized into the following steps:

1. During the driving process in the matching area, the carrier outputs the INS reference
track L, divides a grid area with m grid points based on the end point C of track L and
the INS error range, and determines m mode classes;

2. Determine training samples and corresponding labels according to Equations (4)–(7),
normalize sample data, and calculate the Euclidean distance matrix between samples;

3. Follow these steps to build a PNN:
1© Input layer has m nodes. The number of nodes in the mode layer is equal to

the number of training samples T. Each node has a deviation. The number of
nodes in the summation layer is the same as the number of pattern classes m.
The output layer has only one node, which makes Bayesian decisions;

2© Calculate the geomagnetic vector roughness of the matching region as the
network parameters σ, and construct a PNN network by substituting it into the
activation function of Equation (8). The calculation formula for geomagnetic
roughness [30] is as follows:

σx =

√
1

a(b−1)

a
∑

i=1

b−1
∑

j=1

(
f (i, j)− f

)(
f (i, j + 1)− f

)

σy =

√
1

(a−1)b

a−1
∑

i=1

b
∑

j=1

(
f (i, j)− f

)(
f (i + 1, j)− f

)
σ =

σx+σy
2

(13)

where ρx and ρy represent the transverse and longitudinal roughness of the
two-dimensional magnetic map, respectively. f (i, j) is the value of the two
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geomagnetic components at the coordinate point (i, j), and f is the average
value of each component in the search area on each pattern class.

4. According to Equations (8) and (9), activate the Gaussian function of the mode layer,
calculate the Gauss matrix corresponding to the Euclidean distance matrix of the sam-
ple, further obtain the probability and matrix of the sample belonging to various types,
and determine the geomagnetic vector pattern recognition navigation PNN model;

5. Input normalized samples Yu, u = 1, 2, · · ·, l to be identified. Perform Bayesian
maximum likelihood estimation and classification according to Formulas (7) to (11),
and identify them as belonging to the category with the highest probability among
the m pattern classes: Pattern[max(probui)]. The track corresponding to this pattern
class is determined as the optimal matching track.

2.3. Algorithm Performance and Shortage

Firstly, the effectiveness of the pattern recognition algorithm based on PNN is verified
in the simulation of a small-gradient geomagnetic field. The simulation parameter settings
are shown in Table 1.

Table 1. Simulation preset parameters.

Parameters Value

geomagnetic field size 20 km × 20 km
grid size 100 m × 100 m

geomagnetic gradient 5~11 nT/km
sample points number 10

measurement error N(0,20)nT
INS track error (1600 m, 1600 m)

The result of the pattern recognition PNN algorithm is shown in Figure 3 and Table 2.
The success rate is defined as the ratio of the number of points located within a grid to the
total number of track points.
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Table 2. Positioning result of pattern recognition navigation algorithm based on PNN.

Evaluating Indicator Pattern Recognition PNN

average position error/m 101.42
standard deviation/m 68.95

success rate 83%

From the results shown in Figure 3 and Table 2, the geomagnetic vector pattern
recognition algorithm based on PNN can achieve geomagnetic vector navigation well,
but the average positioning error exceeds one grid, and the success rate does not reach
90%. The main reason is that, according to the PNN model, the optimal output solution of
pattern matching is the corresponding probability maximum pattern class. However, due
to the fact that the network pattern samples contain only geomagnetic two-component and
total magnetic field information, the matching probability distinction on similar pattern
classes is not obvious. Take a segment pattern recognition PNN navigation probability
calculation result; the matching path is shown in Figure 4. The corresponding probability
value and matching error of the pattern number are shown in Table 3.
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Table 3. Comparison of matching results of three algorithms.

Pattern Number Probability Value Position Error/m

880 0.999997 70.77
799 0.999981 50.01
961 0.999980 111.82
960 0.999959 100.04
800 0.999958 100.75
719 0.999955 111.81

1041 0.999954 150.02
879 0.999930 75.00
718 0.999926 100.04
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According to the results in Figure 4 and Table 3, the closest track to the real path
should be the red track. The corresponding pattern class number is “799”, but the corre-
sponding pattern class for the maximum PNN output probability is the “880” pattern class
corresponding to the green path with a probability value of 0.999997. This indicates that the
maximum probability pattern class obtained by network calculation cannot guarantee that
it is necessarily the best matching track, but it may be the second best or even the worst
matching track.

3. Geomagnetic Vector Navigation Based on Two-Stage Neural Network

To solve the problem of the pattern recognition navigation algorithm based on PNN,
a new geomagnetic vector navigation method based on a two-stage neural network is
proposed. The PNN is set as the first stage in the two-stage model, and its output is not
only the pattern class corresponding to the highest probability but also those pattern classes
corresponding to the probabilities at 98%. A non-fully connected network is designed as
the second stage of the model. The statistical characteristics of the geomagnetic vector of
output pattern class tracks are the new inputs to the second stage to finish the accurate
screening of the optimal track.

3.1. Two-Stage Neural Network Model Design

To implement the classification function using a non-fully connected neural network,
it is necessary to first determine the learning training samples and obtain a training model
suitable for geomagnetic vector data classification. Secondly, on the basis of completing
the training, the output of the PNN classifier is changed from the maximum unique
probability value to a preset probability range value (98%), and the statistical feature set of
the geomagnetic vector elements of the corresponding pattern class track are selected as
the inputs of the non-fully connected network to perform a two-stage accurate screening to
obtain the optimal classification result.

According to the above design, a basic classification algorithm flowchart of the two-
stage neural network is shown in Figure 5.
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The first-stage model of the two-stage network was clarified, so the key point of
constructing the network model is then to determine the structure of the second-stage
non-fully connected network model. Theoretically, the number of neural network layers is
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positively correlated with accuracy, but as the number of layers increases, the operation
time will increase by different multiples or even exponentially depending on different
network models.

The commonly used characteristic parameters of geomagnetic fields include seven
items, such as standard deviation, information entropy, gradient information, skew-
ness/kurtosis coefficient, and roughness, which reflect the characteristics of regional mag-
netic fields from different or approximate aspects. However, for a neural network and
geomagnetic pattern recognition, using more parameters does not translate to a better
classification effect. In order to obtain a better classification effect, the feature parameters
generally need to be representative rather than high-dimensional. For geomagnetic naviga-
tion, some irrelevant and redundant features do not have good classification capabilities.
According to the literature [31], the four characteristic parameters of geomagnetic standard
deviation, information entropy, average gradient, and minimum gradient within the region
during vector matching have better classification capabilities in neural networks.

For geomagnetic navigation on the carriers, it requires faster calculation and output
speed for the whole network. Due to the fact that the non-fully connected neural network in
the two-stage network only needs to establish a limited number of model representations of
feature parameters to pattern tracks, it does not require overly complex network structures.
Therefore, in the non-fully connected neural network, a four-layer network model structure
of “input-hide-hide-output” with two hidden layers is adopted. Considering the three sets
of four characteristic parameters composed of geomagnetic vector elements, the input layer
nodes corresponding to the three networks are, respectively, 4, and the hidden layer nodes
are set to 8 based on experience. The structure for the three vector and one scalar elements
in the non-fully connected model is 4 × 8 × 8 × 1 × 1.

The structure of the two-stage network model based on PNN and non-fully connected
neural networks is shown in Figure 6.
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In Figure 6, the PNN input layer is a geomagnetic vector and scalar data for each
pattern class sequence and measured sequence in the navigation region. The PNN output
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layer is pattern class tracks with calculated pattern matching probability greater than
98%. After calculating the corresponding geomagnetic vector and scalar characteristics of
the track, it is utilized as four sets of network input matrices for the non-fully connected
NN input layer, with the size of each set of input characteristic matrices being R4∗100.
For the outputs of the non-fully connected NN, the calculation results of its respective
component network are obtained. Finally, at the two-stage output layer, four sets of results
are synthesized for final label classification to obtain the optimal matching track.

3.2. Activation Function and Evaluation Index

The activation function of a network is the most important parameter for solving
nonlinear problems. A reasonable activation function can make the network more powerful
and accurate in expressing the model.

As shown in Figure 6, the output of the two-stage NN is a problem in binary classi-
fication. For binary classification problems, the most commonly used output layer is the
sigmoid function. The mathematical expressions for the sigmoid function are shown in
Figure 7.
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As the activation function of the output layer, the output value of the sigmoid repre-
sents the sample label probability. The geomagnetic matching binary classification problem
is the probability of incorrect matching and accurate matching. Since the sigmoid output
is a continuous value between 0 and 1, it is necessary to set a threshold value for binary
classification. Generally, it is bounded by 0.5. If it is greater than 0.5, it is labeled as 1, and if
it is greater than 0.5, it is labeled as 0. However, in geomagnetic navigation, due to the high
requirements for positioning probability, the label division threshold should be closer to 1,
rather than the traditional 0.5. In this article, the threshold is set to 0.85.

For the entire network, the weights W and bias B of the neural network are solved via
a gradient descent update. In the reverse transfer process, the derivative of the sigmoid
function is less than 1, especially when it approaches the saturation region, and the deriva-
tive approaches 0, leading to the disappearance of the gradient, which leads to an inability
to converge or extremely slow convergence in the network. Therefore, the hidden layer
activation function selects the ReLU function to solve the gradient disappearance problem
existing in the sigmoid function, which is shown in Figure 8.
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Through the two types of activation functions in the output layer and the hidden layer,
both the accuracy and efficiency of network classification are ensured, and the gradient
disappearance problem is avoided, which can better adapt to the geomagnetic navigation
binary classification problem.

It is known that the two-stage neural-network-based geomagnetic navigation method
is essentially a binary classification problem. There are four classification judgment results
for the binary classification problem, which are represented by True Positive (TP), False
Positive (FP), False Negative (FN), and True Negative (TN), as shown in Table 4.

Table 4. Neural network binary classification judgment results.

True Value
Estimated Value

1 0

1 TP FN
0 FP TN

Based on the data of the four judgment results, the accuracy rate P, detection rate Pd,
and false alarm rate Pf of the binary classification can be calculated, thereby determining
the accuracy of the neural network classification results. The calculation formula for the
above three indicators is as follows:

P = TP+TN
TP+FN+FP+FN

Pd = TP
TP+FN

Pf =
FP

FP+TN

(14)

To ensure the accuracy of the two-stage neural network pattern recognition, it is
necessary to ensure that p is as high as possible while keeping Pf as low as possible.

3.3. Feature Parameter Extraction

As previously mentioned, four representative types of geomagnetic characteristic
parameters can be calculated based on the geomagnetic vector and scalar elements on
the track: the standard deviation δ (G1~G4), gradient S (G5~G8), correlation coefficient ρ
(G9~G12), and information entropy (G13~G16). As shown in Figure 1, the sample track
dimension in the grid navigation area is n, and a and b are the number of horizontal and
vertical grid points in the area where the sample track is located. The coordinates of each
point are (λ, ϕ). Since the calculation formulas for the corresponding characteristic param-
eters of each geomagnetic element at point (λ, ϕ) are the same, the only difference is that
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the input quantities utilized to calculate the characteristic parameters are the geomagnetic
scalar or vector values. Therefore, a unified expression and calculation formula are given,
and the four variables can be calculated separately. The geomagnetic vector and scalar
elements at point (λ, ϕ) are uniformly expressed as a f (λ, ϕ).

The standard deviation of the geomagnetic field represents the difference between the
geomagnetic elements’ value on the sample points and its mean value of the whole track.
It can be expressed as follows: 

f =

n
∑

k=1
f (k)

n

δ =

√
n
∑

k=1

(
f (k)− f

)2
(15)

where f is the average value of the geomagnetic vector corresponding to each sample path
in the search area, and δ is the corresponding standard deviation.

The geomagnetic gradient S represents the anisotropic rate of change in the geomag-
netic value on the sample track. It can be expressed as follows:

Sl(λ, ϕ) = [ f (λ + 1, ϕ + 1) + f (λ, ϕ + 1) + f (λ− 1, ϕ + 1)
− f (λ + 1, ϕ− 1)− f (λ, ϕ− 1)− f (λ− 1, ϕ− 1)]/6

S(λ, ϕ) =
√

Sx(λ, ϕ)2 + Sy(λ, ϕ)2

(16)

where Sl(λ, ϕ) is the geomagnetic change rate at a point in the x or y direction of the two-
dimensional geomagnetic map, and S(λ, ϕ) is the gradient of each geomagnetic element on
the model class.

The correlation coefficient ρ represents the smoothness and volatility of the region
where the sample path is located through the degree of correlation between data. It can be
expressed as follows:

ρx =

√
1

a(b−1)

a
∑

λ=1

b−1
∑

ϕ=1

(
f (λ, ϕ)− f

)(
f (λ, ϕ + 1)− f

)

ρy =

√
1

(a−1)b

a−1
∑

i=1

b
∑

j=1

(
f (λ, ϕ)− f

)(
f (λ + 1, ϕ)− f

)

ρ =
ρx+ρy

2

(17)

where ρx and ρy are the roughness of each magnetic vector along the sample path in the x
and y directions.

Geomagnetic information entropy H represents the degree of geomagnetic data confu-
sion in the region where each sample track is located. It can be expressed as follows:

H = −
a
∑

λ=1

b
∑

ϕ=1
P(λ, ϕ) log P(λ, ϕ)

P(λ, ϕ) = | f (λ,ϕ)|
a
∑

λ=1

b
∑

ϕ=1
| f (λ,ϕ)|

(18)

3.4. Two-Stage NN Training and Navigation
3.4.1. Training Sample Set Generation

The difference between the non-fully connected neural network in the second stage
and PNN in the first stage lies in its negative feedback learning link, which requires a
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comparison of the loss function with the ’label’ based on the forward calculation results,
followed by a reduction in the loss function below the threshold, which is a sample learning
training process.

Referring to the PNN pattern class construction method, in the process of making
training sample sets for non-fully connected neural networks, grid the navigation area with
the INS track and error range to generate a pattern class with the same number of grid
points. The steps for creating a sample path dataset are as follows:

1. Generate a 20 × 20 magnetic map using multiple magnetic dipoles simulation;
2. Grid the magnetic map area with a resolution of 50 m;
3. Use the center point of the magnetic map as the endpoint, and generate a reference

path with an error of (1600 m, 1600 m) and a corresponding true path. In order to
generate training sets and test sets, the path sampling points are 20, and the length is
set to 6 km (half training samples, half test samples);

4. According to the rules of the pattern recognition principle in Figure 1, 10,201 pattern
classes (10,201 sample tracks) are created within a range of 5 km horizontally and
vertically from the center point. Translate the real track 50 m in the positive and
negative directions to generate two additional sample tracks that are considered to be
accurate tracks (label tracks). Adding the real track, a total of 10,204 training sample
sets were obtained. Mark the one real track and label tracks in the region as label ’1′,
and label the remaining pattern tracks as “0”. The generation of training sample sets
is realized. The principle of sample production is shown in Figure 9.
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On the right side of Figure 9, A and B are the boundary dimensions of the large-scale
magnetic map, which are 20 km; on the left, a and b are matching regions that generate
pattern tracks based on the error range, with a boundary size of 5 km and a resolution of
50 m. The pattern track numbers are i = (1, 2, · · ·, m), and m is the total number of sample
path datasets, 10,204 in total.

3.4.2. Geomagnetic Navigation Steps Based on Two-Stage Neural Network

The geomagnetic vector navigation algorithm based on two-stage NN can be summa-
rized into the following steps:

1. Build the non-fully connected model by following the feature extraction and training
steps in Sections 3.3 and 3.4;

2. Cascade the PNN and non-fully connected NN;
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3. Follow these steps to prepare the input at the second stage of the non-fully connected
NN:
1© In the first stage of PNN, the input is still the same geomagnetic vector mea-

surement sequence, and the output of PNN is changed into more pattern
classes, which have a probability of 98%;

2© According to Equations (15)–(18), calculate the geomagnetic vector features of
the output tracks in the first stage.

4. The input features are sent into the trained non-fully connected NN in step 1. The
best track is filtered and selected from all pattern classes.

4. Model Training and Simulation

Firstly, according to the sample set generation step, a magnetic dipole model is utilized
to generate a regional magnetic map with a size of 20 × 20 km2, and the magnetic map is
gridded into a matching region with a resolution of 50 m. The magnetic map generated by
simulation is shown in Figure 10.
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Next, generate a training dataset according to the previous training sample generation
steps and label each path according to the definition of the label in the training sample set.
Take the first 10 points of each path as training data and the last 10 points as test data.

Then, according to Equations (15)–(18), the vector and scalar features of each training
datum in the matching region are extracted, and the two-stage neural network model is
trained and tested with a test dataset. Table 5 shows the results of sample classification
judgment using the two-stage neural network.

Table 5. Two-stage neural network binary classification judgment results.

True Value
Estimated Value

1 0

1 3 0
0 20 10,184
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The evaluation indicators are calculated according to Equation (14), and the results
are shown in Table 6.

Table 6. Calculation results of evaluation indicators for two-stage neural network.

Evaluating Indicator 0

Accurate rate 99.80%
Detection rate 100%

False alarm rate 0.19%

As can be seen in Table 6, the classification method based on the two-stage neural net-
work has a high classification accuracy in geomagnetic two-component matching, reaching
99,8%, and the false alarm rate is only 0.19%.

The effectiveness of the algorithm is verified on this basis. The PNN-based neural
network pattern recognition and the trained two-stage neural network model are used
to perform path matching localization for 15 consecutive segments, respectively. The
simulation parameter settings are the same as in Table 1. The results of 1000 Monte Carlo
simulations are shown in Table 7, and the comparison results of PNN mismatches are
shown in Figure 11.

Table 7. Comparison of navigation results of pattern recognition PNN and two-stage NN.

Method Average Error/m Success Rate

Pattern recognition PNN 87.48 92.45%
Two-Stage NN 70.71 98.13%
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According to the comparison results in Figure 11 and Table 7, the two-stage neural-
network-based geomagnetic vector navigation algorithm further improves the matching
success rate and stability on the basis of pattern recognition based on PNN. Through a
combination of coarse and precise screening, it achieves a positioning success rate of 98.13%
and an average positioning error of 70.71 m in small-gradient regions of the geomagnetic
field, proving that the proposed method has better robustness.

5. Experiment and Discussion

After the simulation experiment, the proposed method is tested by utilizing the actual
flight experiment.
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5.1. Experiment Preparation

The experimental data are obtained by airborne measurement on the Cessna-208
aircraft. The geomagnetic strapdown measurement system is mounted on the fiberglass
package at the tail of the aircraft, which is an extension rod, as shown in Figure 12.
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Figure 12. Experimental aircraft with strapdown navigation system.

Interpolation construction of the geomagnetic vector geomagnetic map is conducted
using survey lines. Based on the Kriging interpolation method, the aeromagnetic survey
data on the survey lines are interpolated and gridded, with a grid resolution of 100 m, and
corresponding scalar and vector geomagnetic field maps are drawn, as shown in Figure 13.
The average gradient of the geomagnetic field in the experimental region is shown in
Table 8.
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Table 8. Average geomagnetic gradient in the experimental region.

Geomagnetic Components Average Gradient Value/nT·km−1

total component 6.49
north component 3.16
east component 7.17

vertical component 19.37

5.2. Results and Discussion

According to Table 8, the average gradient of the geomagnetic vector in the experi-
mental region is slightly greater than 11 nT/km, where the gradient is small and the region
is a barren region with geomagnetic characteristics. The VICCP, VMAGCOM, recognition
PNN, and two-stage NN navigation method are tested and compared based on the flight
survey data of the experiment. The position results are shown in Figure 14 and Table 9.
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Table 9. Comparison of navigation results of four geomagnetic navigation methods.

Method VICCP VMAGCOM
Pattern

Recognition
PNN

Two-Stage NN

Average error/m 6636.14 2235.21 148.76 39.01
Maximum error/m 7061.26 2943.82 533.04 179.78

Standard deviation/m 2591.11 163.07 230.75 45.83
Success rate 0 0 75.10% 99.42%

As shown in Figure 14 and Table 9, in the real geomagnetic background field of
the experimental region, due to the poor geomagnetic characteristics of the gradient, the
traditional VICCP and VMAGCOM algorithm completely failed, and the positioning
results are divergent. The pattern recognition navigation algorithm based on PNN has
an average positioning error of 148.76 m and a 75.10% success rate, meaning that it has
limited navigation capabilities for poor geomagnetic vector information. However, the
geomagnetic vector navigation method based on a two-stage neural network presents
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bravo positioning error and success rate, which are, respectively, 39.01 m and 99.42%. It
proves that outputs in the first stage of PNN were successfully and accurately screened in
the second stage of the two-stage neural network.

6. Conclusions

To overcome the failure problem of traditional geomagnetic navigation algorithms
based on correlation matching in geomagnetic barren areas, a new geomagnetic vector
navigation method based on a two-stage neural network was proposed. In the first stage,
a PNN model was established. Based on Bayesian optimal decision making, probability
calculations were performed on the pattern classes in the navigation area, and the pattern
classes of probability value at 98% were provided for the next stage as the first-stage outputs.
By cascading PNN and non-fully connected networks, the input information composed of
geomagnetic vector components and their characteristic parameters were sent to the second
stage, a non-fully connected network, for precise screening, finally achieving high-precision
neural network navigation. The VICCP, VMAGCOM, pattern recognition algorithm based
on PNN and two-stage neural network-based geomagnetic vector navigation method
was tested and compared by utilizing flight survey data. Thus, the proposed method
was proved to have the best positioning error (39.01 m) and highest success rate (99%)
in the experiment, which means that the proposed method has optimal robustness and
adaptability for geomagnetic vector navigation in small-gradient geomagnetic field.

Regarding the real application of geomagnetic vector navigation on an airborne plat-
form, larger areas with larger databases must be considered. However, since PNN is a
feedforward neural network, it is 2–5 orders of magnitude faster in computational speed
than neural networks, such as BP, RBF, CNN, etc. In the first stage of PNN in the proposed
two-stage network, the calculating speed is fast enough to finish the real-time navigation
mission. Additionally, in the second stage of the non-fully connected NN, with prior
knowledge of the geomagnetic field maps, it could filter the optimal results from the PNN
outputs, thereby achieving the judgment and screening of the optimal path. Thus, the
proposed method has strong progressiveness and development potential and is worth
further research and application.
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