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Ławryńczuk

Received: 27 January 2023

Revised: 27 March 2023

Accepted: 24 April 2023

Published: 26 April 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

electronics

Article

Application of Enterprise Architecture and Artificial Neural
Networks to Optimize the Production Process
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Abstract: Production optimization is a complex process because it must take into account various
resources of the company and its environment. In this process, it is necessary to consider the enterprise
as a whole, taking into account the interaction between its key elements, both in the technological
and business layer. For this reason, the article proposes the use of enterprise architecture, which
facilitates the interaction of these layers in the production optimization process. As a result, a
proprietary meta-model of enterprise architecture was presented, which, based on good practices and
the assumptions of enterprise architecture, facilitates the construction of detailed optimization models
in the area of planning, scheduling, resource allocation, and routing. The production optimization
model formulated as a mathematical programming problem is also presented. The model was built
taking into account the meta-model. Due to the computational complexity of the optimization model,
a method using an artificial neural network (ANN) was proposed to estimate the potential result
based on the structure of the model and a given data instance before the start of optimization. The
practical application of the presented approach has been shown based on the example of optimization
of the production of an exemplary production cell where the cost of storage and the number of
unfulfilled orders and maintenance are optimized.

Keywords: enterprise architecture; production optimization; meta-model; mathematical programming;
ANN

1. Introduction

In Industry 4.0, a very important role is played not only by automation and roboti-
zation, but also by full computerization and the use of various types of methods and IT
techniques such as mathematical and constraint programming, data mining, and artificial
intelligence which make effective industry management and optimization of production
processes possible [1]. It is necessary to take into account various uncertain business and
market factors, such as fluctuations in the value of global economic indicators, changes in
the market environment, fluctuations in the value of revenues and costs, etc. Taking these
factors into account necessitates the development of new methods and systems to support
decision-making. The enterprise must be considered as a whole, taking into account the
relationship between its technological and business layers. The change resulting from
the assumptions of Industry 4.0 allows modern production systems to identify and group
various production resources, define types of individual relationships between products
and resources, and manage a set of these relationships. However, one specific challenge is
the sharing of architecture knowledge between different organizations, and even within
a single enterprise (between its different layers and component units). Architecture mod-
els are prepared in different languages and environments such as ArchiMate, UML, and
BPMN [2–4], and with different levels of detail. As a result, there are difficulties with con-
sistency when building decision-making and optimization models that take into account
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enterprise architecture [5] (the larger and more complex the organization, the greater the
challenges in this area).

Our motivation for undertaking the research was the observation that the current
approaches to optimizing production systems [6–8] usually boil down to building a math-
ematical model based on data extracted directly from the technological layer without
referring to the business layer. These models do not allow feedback from the technology
layer to the business layer, e.g., through Service Level Agreement (SLA). What is more, in
the absence of a solution to the models described in [6–8] due to, for example, contradictory
constraints, the decision maker does not receive detailed information about the reasons
for the lack of a solution. What caused this contradiction of constraints and how can it
be remedied? In the proposed model, we not only take into account the business layer,
but also choose the structure of the model in such a way, e.g., by appropriate selection of
decision variables, that it always has a solution.

Detailed models of production optimization are characterized by a large number
of decision variables, which are at least partially discrete in nature, and numerous con-
straints [9,10]. If the business layer is additionally included in the modelling, this number
will further increase. All this results in high computational complexity of the modelled
problems. Nevertheless, the inclusion of the business layer in the modelling process is
an opportunity. It enables an in-depth analysis of the company’s functioning and the
identification of the elements that have a real impact on the functioning of the production
system in order to propose an appropriate detailed model for optimizing the production
system. Therefore, it was decided to leverage this opportunity by including the enterprise’s
corporate architecture in the modelling process. The use of the assumptions of enterprise
architecture is proposed to develop an architecture meta-model in order to select key data
and information that should be included in the modelling process and to build a detailed
model of optimization of the production system. The meta-model itself is defined as an
explicit model for constructing domain models [11]. An additional contribution was to
propose a method that uses an artificial neural network (ANN) [12,13] to estimate the
potential outcome based on the structure of the model and given data instance before
starting the optimization. The proposed method helps to answer the key questions that
arise for anyone dealing with discrete optimization of complex problems with constraints.
Is there an optimal solution for a given model and given data instance? In other words, is it
worth starting an expensive optimization process for your data? These questions are not un-
founded for problems classified as discrete Constrained Optimization Problems (COPs) [14].
It often happens that, after lengthy calculations, a No Solution Found (NSF) situation arises.
This situation may occur repeatedly for subsequent data instances. Therefore, for some
data instances of the modelled problem, it is not worth investing resources and time. The
rest of the article was organized as follows. The second section presents the assumptions
of enterprise architecture and the original meta-model of such architecture. The third
section is an illustrative example that has been presented for an easier understanding of
the presented approach. The fourth section formulates a research problem and analyses an
illustrative example. The next section contains a formalization of a detailed mathematical
model of production optimization for the illustrative example. The remaining sections
present computational experiments and conclusions.

2. Meta-Model of Enterprise Architecture

The Open Group Architecture Framework (TOGAF) officially introduced the archi-
tecture content meta-model [15]. In earlier versions of TOGAF, it was usually prepared as
part of the customization of the architecture framework. It took place in the introductory
phase of TOGAF cycle and it was the so-called consultancy work, not a formal approach,
approved by The Open Group. If one wanted to define the purpose of creating a content
meta-model, it could be synthesized as a precise way of defining key concepts that appear
in architecture models and the relationships between them. The meta-model covers all
four architecture domains (business, data, application, and engineering) [16]. Therefore, it
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can be precisely indicated that the enterprise will have a described business architecture
along with an indication of information that must be included in the models describing this
field of architecture and what the relationship between the application architecture and
the technical architecture, etc. Contrary to appearances, despite the daunting name (with
the so-called “academic” quality), the content meta-model brings the greatest benefit to
the client of the enterprise architecture (if they entrust it to a third company). The archi-
tecture content meta-model can be considered as a formal specification of requirements
for architecture products—on its basis, it will be possible to easily verify the completeness
and consistency of the models provided (completeness in the context of the meta-model,
not the problem description). The content meta-model takes the form of a class diagram
drawn up in UML notation—individual classes denote entities appearing in architecture
models, and the associations between them reflect the relationships between these enti-
ties. These relationships occur both between entities from the same architecture domain
(e.g., within the data architecture: data entity and logical data component) and between
different architecture domains (e.g., a business service from the domain of business archi-
tecture with an information system service from the domain of architecture application).
Additionally, each of the meta-model classes is marked with an appropriate colour, which
indicates whether the entities corresponding to a given class must be identified when
creating architecture models (then this class is marked in white on the meta-model), or
whether they can be identified (then the class is marked in a colour other than white).
It is a practical implementation of the so-called extension mechanism introduced in TO-
GAF. It specifies a certain minimum set of information that must be collected each time
to describe an enterprise architecture. Information beyond this set is collected as needed
(e.g., information about the location of the organization’s headquarters is optional and is
only collected when the enterprise architecture is used during IT consolidation). There
are several levels of detail in TOGAF specification to describe the architecture content
meta-model. Each of them has a different degree of complexity and a different purpose.
The first one includes the classes themselves (without relationships) assigned to individual
architecture domains. It is characterized by a low level of complexity and is easy to explain
to recipients who have no experience with enterprise architecture. The second level of detail
is classes with relationships (relationships are named, but their number is not specified).
Here, it is necessary to take the time to discover all the nuances and understand the conse-
quences of the occurrence of certain relationships (especially the work they generate when
creating and updating models). The third level of detail, which is not explicit, includes
classes with relationships and additionally with reference attributes. Such a diagram is not
explicitly included in the TOGAF. Based on TOGAF and the approach presented in [11], a
proprietary meta-model of enterprise architecture has been proposed (1).

M = (Rs, P, R) (1)

where:

• Rs—resources (all material and non-material elements of the production process that are
necessary to produce products, e.g., machines, raw materials, employees, tools, etc.);

• P—processes (all phenomena and deliberately undertaken actions which result in the
gradual occurrence of the desired changes in the subject of work subject to their influence);

• R—relationships (all connections and interdependent that affect the manufacture or
maintenance of products or services).

By using the proposed meta-model of enterprise architecture, it is possible to ensure
a common understanding of the concepts by the stakeholders involved in the process of
building an enterprise architecture. This meta-model of enterprise architecture defines the
semantics and use of concepts that appear in the planning, scheduling, routing, resource
allocation, and similar models. In practice, it also facilitates the construction of detailed
models of the aforementioned processes. The application of the proposed meta-model for
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building a detailed model of optimizing a simple production process will be presented in
an illustrative example (Section 3).

3. Illustrative Example of Production Process

To show the implementation possibilities of the proposed meta-model (Chapter 2) and
the method of evaluating potential solutions using ANN, a simple illustrative example
was presented. It covers a part of the production process for an example production cell
(Figure 1).

Figure 1. Diagram of the production cell.

The production cell produces eight products (P1..P8) using four types of machines
(R1..R4). During the production process, products (P1..P8) are stored in production ware-
houses marked with symbols (M1..M4) indicating the places where products are stored
during the production process. At the level of the production system, the following prob-
lems are identified: excessively long order fulfilment time, uneven load of production cells,
lack of a maintenance plan, and excessively large inter-operational inventory.

The production volume of each manufactured product was determined (Table 1 and
Figure 2). In addition, the production of each product requires a certain amount of time on
each machine. The production time is shown in Table 2. A dash means that the production
process of the product does not require a machine. The current level of R1..R4 machines
utilisation is presented in Table 3. Table 4 presents the availability of warehouses, while the
size of P1..P8 products is presented in Table 5.
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Table 1. Sales plan (the quantity of the product is given in pieces)—first record from Table A1.

Month
Products

P1 P2 P3 P4 P5 P6 P7 P8

Initial stock 1 0 1 1 1 1 0 0
January 45 - 30 - 40 30 20 20

February - - 10 - - 30 10 10
March - 25 - - 20 30 20 -
April - 10 30 20 400 - 20 -
May 20 20 22 - - 10 10 -
June 10 - 40 - 10 20 - -

Figure 2. Sales plan (the quantity of the product is given in pieces).

Table 2. Production time (data in the table are given in minutes).

Resources
Products

P1 P2 P3 P4 P5 P6 P7 P8

R1 4 5 - - - - - 5
R2 - 3 2 2 5 - - -
R3 - 2 - - 7 7 - -
R4 - - - - - 4 1 5

Table 3. Level of utilisation of R1..R4 per month (historical data.

Production Resource The Current Level of Use of R1..R4

R1 30.67%
R2 75.57%
R3 8.25%
R4 45.78%

Table 4. Warehouse availability.

Type of Warehouse Maximum Capacity

M0 1000 square metres/height 5 m
M1..M4 100 square metres

Table 5. Product size.

Products Volume

P1..P8 0.05 cubic meter
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The illustrative example shows a common production planning and resource allo-
cation problem that is typically modelled and solved using a classical approach such as
mathematical programming, dynamic programming, etc. [17] From the business perspec-
tive, a key general scientific question can be formulated for the above illustrative example:
is an increase in productivity possible (Q1)? Usually, additional specific questions are
required to be formulated and answered for question Q1. In order to identify all research
questions for the illustrative example, the assumptions of enterprise architecture resulting
from TOGAF standard and the proposed meta-model (1) were followed. A review of the
business layer was carried out to define business requirements. The latter, combined with
information from the production system, allows for determining, among other things, the
profitability of production. The algorithm for collecting information as a result of the review
of the business layer is illustrated in the form of a diagram (Figure 3).

Figure 3. Algorithm for determining additional research questions.

The use of the above algorithm enabled the formulation of detailed research questions
Q2..Q4 for the illustrative example.

Q2: How to efficiently use the R1..R4 resources?
Q3: What is the maintenance plan for R1..R4?
Q4: How to minimize inventory?

To answer questions Q1..Q4, it is necessary to take into account a key piece of informa-
tion derived from the meta-model of the enterprise architecture; namely, what relationships
exist between the machine and the product. In the illustrative example under consideration,
the relationships between the product and the machine are presented in Figure 4. The
analysis of the diagram showing the flow of products at the level of the production system
provides the basis for considering the possibility of introducing elements of automation in
the transport of P1..P8 products between R1..R4 production outlets. By merely introducing
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a modification in this area, we can have a real impact on reducing the operation time of
the production system. An example of a possible modification of the current production
system could be as that shown in Figure 5.

Figure 4. Set of relationships (machine—product).

Figure 5. Diagram: possible modification of the flow aimed at reducing the time of moving products
P1..P8 between machines R1..R4.

Analysing the diagram of the relationship (product–machine) presented in Figure 4,
it can be concluded that it will also be necessary to change the routes of movement for
products P2, P5, P6 and P8 between warehouses M0..M4 (Figure 5). The modification
of product movement routes P2, P5, P6 and P8 allows us to propose a reduction in the
distance that products need to travel between machines R1..R4 (Figure 6).
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Figure 6. Diagram: possible modification of the flow of P2, P5, P6 and P8 products between
warehouses M0..M4.

Based on the analysis conducted, it can be concluded that it is possible to reduce
working time by introducing—in the production system—modifications to the flows at the
route level within the manufacturing process (Figure 7).

Figure 7. Diagram: recommended modification at route level for production flows.
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4. Implementation Framework Using Enterprise Architecture

In order to find answers to the formulated research questions Q1..Q4, an implementa-
tion framework was proposed. In the proposed solution, the process is as follows Step 1: all
the above-mentioned components of the architecture meta-model (Figure 8), identification
of production resource types, identification of relationship types, and identification of
types of production processes for the needs can then be considered as an argument for
investment programming. Step 2: the process of building an architecture model taking into
account the approach, the service, and the layer is not an automatic process and during its
construction; the first thing to do is to build a set of good practices for modelling enterprise
architecture that has proven successful in various projects. The process starts with creating
an architecture and building a model of the motivational layer that leads to the construction
of enterprise services (Figure 8) in order to get the answer to questions Q2 and Q4. Step 3:
to answer questions Q1, Q2 and Q4, a detailed planning and resource allocation model
was formulated for an exemplary production process. LINGO mathematical programming
environment was used to solve this problem. However, ANN was used to evaluate po-
tential solutions obtained using the proposed model for specific data instances. Step 4: it
boils down to building an enterprise data bus. The enterprise data bus (Figure 8) means
a data repository, a place where data obtained using architecture and results obtained
by solving decision and optimization problems are stored. Information gathered at the
enterprise data bus level can be reused at the organizational level, at the design stage of a
future SLA understood as an agreement to maintain and systematically improve the agreed
service level between the service provider and the recipient of the service quality level
through a constant production cycle. SLAs are created to document the obligations towards
customers that need to be fulfilled.

Figure 8. The elements of implementation framework using enterprise architecture.

5. Formalizing a Mathematical Model of Production Planning, Maintenance and
Resource Allocation

The mathematical model of production planning, maintenance and resource allocation
was formulated as a mixed-integer linear programming (MILP) problem. The meta-model
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(1) was used in the process of building the mathematical model (2)..(12). Table 6 presents
the elements of the mathematical model (parameters, constraints, decision variables) and
the mapping of these elements to the components of the meta-model (Rs, P, R). In the
proposed model, we optimize the cost of storage and try to perform all orders and planned
maintenances. Therefore, the objective function was formulated as the sum of storage costs
and penalties for non-execution of orders and failure to fulfil the orders and to provide
maintenances. This function is minimized (11). The model has many constraints related to
order fulfilment, production capacity, warehouse capacity, etc.

Table 6. Defining elements of the mathematical model.

Meta-Model
Elements Symbol Model

Elements Description

Rs

P Sets
&

indexes

product p ∈ P
R machine r ∈ R
T time period t ∈ T, to—initial period, tk—end period

P

Xp,t
Decision
variables

production volume of the product p in the period t.
Zp,t what order quantity for the product p in period t we are not able to fulfill
Wr,t if the machine is not to be maintenance in period t Wr,t = 1 else Wr,t = 0.

Br
if the overhaul of the machine r cannot be performed, then Br = 1 else

Br = 0

R

Ap,t

Determined
values

stock of product p at the end of period t
Cost product storage cost
Kr1 penalties for non-fulfillment of orders and maintenances
Kr2
C1 how many scheduled maintenances have not been carried out
C2 how many products in total have not been comp. for all orders
gp,t

Parameters

fulfilment of customer orders
ep initial stock of the product p
np product storage volume

hp,r

factor hp,r determines how much time the product p must be processed
on the machine r. If hp,r1 6= 0 i hp,r2 6= 0 means that the product is made
p must be processed on a machine r1 i r2. Value hp,r = 0 means product p

does not need to be processed on a machine r.

or,t
Any machine r in the period t has a specific production capacity

(parameter value or,t)

mr
Factor mr = 1 means that the maintenance of machines should be

planned r where mr = 0 means that such maintenance is not planned.
m_r planned machine maintenance in the planning period
kp kp—the maximum number of product p that may be in stock

v_m The total volume of the warehouse v_m

fp product unit p in the warehouse for a time unit is associated with the
incurring cost

An important feature of the proposed model is the fact that it will always have a
solution. That is, there will never be an NSF. This is due to the introduction of an additional
decision variable [Z_(p,t)] and constraint (9).

Constraints
Fulfillment of customer orders

Ap,t−1 + Xp,t + Zp,t = gp,t + Ap,t ∀p ∈ P, t ∈ T− {to}
ep + Xp,t + Zp,t = gp,t + Ap,t ∀p ∈ P, t = to

(2)

The load of the machines only within the permitted limits

∑
p∈P

(
hp,r · Xp,t

)
= or,t ·Wr,t ∀r ∈ R, t ∈ T (3)
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Execution of scheduled maintenance

∑
tεT

(1−Wr,t) = mr − Br ∀r ∈ R (4)

Only the permitted number of maintenance during the period

∑
r∈R

(1−Wr,t) = m_r ∀t ∈ T (5)

The quantity of the product in the warehouse does not exceed the allowed value

Ap,t ≤ kp ∀p ∈ P, t ∈ T (6)

Total warehouse storage capacity not exceeded

∑
p∈P

(
Ap,t · np

)
≤ v_m ∀t ∈ T (7)

Calculation of warehouse costs

Cost = ∑
p∈P

∑
t∈T

(
Ap,t · fp

)
(8)

Value determination C1
C1 = ∑

r∈R
Br (9)

How many total products were not made for all orders

C2 = ∑
p∈P

∑
t∈T

Zp,t (10)

Objective Function

Min(Cost + Kr1 ∗ C1 + Kr2 ∗ C2) (11)

Binary and integerity

Xp,t ∈ N ∀p ∈ P, t ∈ T
Zp,t ∈ N ∀p ∈ P, t ∈ T
Ap,t ∈ N ∀p ∈ P, t ∈ T

Wr,t ∈ {0, 1} ∀r ∈ R, t ∈ T
Br ∈ {0, 1} ∀r ∈ R

(12)

6. Computational Experiments

In order to select the optimal production system for the illustrative example, a numeri-
cal (manual) experiment was carried out to determine, using the mathematical model, the
values of the production plan [Xp,t], what can not be produced from the sales plan [Zp,t],
machine maintenance plan [Wr,t], whether machine maintenance is possible [Br], Storage
Costs, and Production Costs (Table 6). Table A1 presents a set of data that was used at
the stage of this experiment (record no. 1). This experiment took about 30 min because
solving this problem manually, even for small data instances, is time-consuming and error-
prone. The obtained solution is presented in Table 7. Then, computational experiments
were carried out using the proposed framework. Numerous computational experiments
were carried out to test the proposed framework and model. The plan of computational
experiments is presented in Figure 9.
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Table 7. Results of the manual experiment.

Xp,t Zp,t Wr,t Br Costs Storage

t 1 2 3 4 5 6 t 1 2 3 4 5 6

2000

p1 0 0 0 0 0 3 p1 40 4 0 0 20 7
p2 5 0 0 14 7 0 p2 0 0 20 0 9 0 t 1 2 3 4 5 6

p3 5 11 9 6 0 0 p3 24 0 3 17 22 40 r1 0 1 1 1 1 1 r1
0

p4 0 5 6 13 7 0 p4 0 0 0 0 0 0 r2 1 1 1 1 0 1 r2
0

p5 39 0 20 42 0 10 p5 0 0 0 358 0 0 r3 1 1 1 1 1 1 r3
1

p6 0 6 4 0 0 0 p6 29 24 26 0 10 20 r4 1 1 1 1 1 0 r4
0

p7 20 13 17 20 11 0 p7 0 0 0 0 9 0
p8 0 0 0 0 0 0 p8 22 8 0 0 0 0

Figure 9. Plan of computational experiments.

The algorithm (Figure 9) shows the structure of experiments, which has been divided
into two phases (phase 1 contains the sequence of activities that should usually be per-
formed in the process of optimizing the production system, while the activities included
in phase 2 take into account a new approach to data analysis and acquisition using the
meta-model of architecture and the use of ANN to estimate input data for which it is worth
making the effort to carry out complex and costly calculations).

As part of “Phase 1”, Experiment_1 was conducted for 50 data instances (Table A1)
using the framework presented in Chapter 5. LINGO ver.12.0 software was used as a
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solver. A computer with the following parameters was used for the experiments: Processor:
Intel(R) Core (TM) i7 1-700K CPU @ 3.80 GHz 3.79 GHz; RAM: 16 GB; Windows 11;
64 processor. The obtained results are presented in Table A3. A detailed comparative
analysis was carried out for one instance of input data (Table 1, which is equal to 1 record
in Table A1) and the results obtained (Table 7 and 1 record in Table A3). In the first case,
manual calculations were made; in the second, optimization using LINGO was used. Firstly,
the solution time was reduced from 30 min (manual solution) to 2 s (LINGO). Secondly,
the cost of storage decreased from 2000 (manual solution) to 431 (LINGO). The obtained
sales/production plans and unfulfilled orders were also presented in the form of Gantt
diagrams in Figure 10, Figure 11 (manual solution), Figure 12, and Figure 13 (LINGO),
respectively. All the obtained results indicate that the use of the proposed model and the
LINGO solver, compared to the manual one, gives better results in every aspect. For several
Experiment_1 data instances, the size of the data instances was increased, i.e., from (T = 6,
P = 8, R = 4) to (T = 6, P = 12, R = 6) and (T = 6, P = 20, R = 8) which resulted in the extension
of the calculation time to over 600 s in the first case. In the second case, it took as long as
3600 s to obtain a feasible solution. This is due to the nature of the problems modelled
as MILP.

Figure 10. Recommended production plan for products p1..p8 in particular periods t (values of Xp,t
variables). The experiment was done manually.

Figure 11. List of unfulfilled orders for products p1..p8 in individual periods t (values of Zp,t
variables). The experiment was done manually.



Electronics 2023, 12, 2015 14 of 25

Figure 12. List of products p1..p8 in individual periods t (values of variables Xp,t). The experiment
was performed using the LINGO solver.

Figure 13. List of unfulfilled orders for products p1..p8 in individual periods t (values of Zp,t
variables). The experiment was performed using the LINGO solver.

A detailed analysis of the optimization process for individual data instances (Table A1)
and the results obtained (Table A3) for Experiment_1 showed that, depending on the data
instance (values of individual parameters, sizes, etc.), it was not always possible to obtain a
satisfactory result within an acceptable timeframe. This resulted in the implementation of
“Phase 2” of conducted experiments (Figure 9). The main idea of the proposed approach
was to use ANN to evaluate a given data instance in the context of obtaining a satisfactory
solution for it using the proposed model and MP solver. More precisely, it was about
obtaining, before starting the optimization, often very time-consuming and cost-intensive,
an answer as to whether it is advisable to start optimization for this data instance. According
to the “Phase 2” algorithm, an evaluation criterion and a training pattern for ANN were
developed, and then ANN was built. All these steps are described in the following sections.

6.1. Evaluation Criterion

At the stage of reviewing the business layer, the “Evaluation Criteria” should be
defined. In the illustrative example considered, in order to determine the profitability
of production costs, it is necessary to determine the share of storage costs in the entire
production process. Next, weights for the selected evaluation criterion are set (Table 8),
followed by an evaluation of the results obtained from solving the mathematical model.

Table 8. Evaluation criterion.

Share of Storage Costs in the Production Process Classification Label

storage costs <50% 1
storage costs >50% and storage costs = 0 0
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The next step will be to strengthen the decision-making process by using artificial
intelligence and building ANN to assess for which data sets the mathematical model
presented (Table 6) should be solved.

6.2. Developing a Training Pattern for ANN

Before the process of building ANN, the structure of the teaching pattern for the
neural network should be built. When learning with a teacher, the network gives examples
of correct operations that should be followed in its current activity (during the exam).
The example should be understood as meaning that the teacher gives certain inputs and
outputs, showing what the required network response is for a specific input configuration.
We are dealing with a pair of values—an exemplary input signal and the desired (expected)
output, i.e., the required network response to this input signal. As an illustrative example
(Figure 14), the scheme of the learning pattern along with the presentation of sample data is
presented. The collection of examples collected for use in network learning is usually called
the training string. Thus, in a typical learning process, the network receives the learning
sequence from the teacher and learns from it the correct operation using one of the many
learning strategies known today. The schema of the learning pattern with sample data for
the considered example is presented in Figure 14.

Figure 14. ANN model built in Python system using the KERAS library.

To build a training pattern for ANN, it is necessary to classify the training data set
(Table A5) according to the evaluation criterion (Table 8). After completing the classification,
the target training set (Table A6) is built for ANN, which will be used during (Experiment_2).
Thus, in a typical learning process, the network receives the learning sequence from the
teacher and learns correctly from it using one of the many learning strategies known today.
The training pattern (Table 9) for ANN that will be used for the illustrative example consists
of two elements: input variables and output variables.

Table 9. Training pattern structure (input variables).

Input Variables/Output Variables

T—number of products
P—planning horizon
R—number of machines
kr1 —penalty for failure to perform maintenances
kr2 —penalty for failure to fulfil orders
v_m—total storage capacity
np—product storage volume
ep—initial stock of the product
fp—product storage cost p per time unit
gp—product storage cost p per time unit
mr—is there any planned overhaul of the machine?
gp,t—sales of P product in the period T
or,t—machine production capacity R in the period T
hp,r—how much time does it take to process the product P on the machine R?
Rating Costs Storage—assessment of storage costs according to the criterion
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6.3. Building an ANN

In order to strengthen the decision-making process and reduce its time, the process of
building an ANN together with learning and testing the ANN will be carried out for the
illustrative example. The implementation was made in the Python system using the KERAS
library. Keras is a powerful and easy-to-use, free open-source Python library for developing
and evaluating deep learning models. Using the Keras library in Python, a neural network
model is defined by trial and error (Figure 14). The selection of ANN weights in the process
of teaching ANN is carried out during the training of ANN.

We teach the purpose of the neural network model until we obtain output results
closest to those expected as the response from the neural network. In the initial period of
network training, it must be always taken into account that the response from the neural
network will always be burdened with error, and therefore it is necessary to modify the
network model configuration by changing the weights. The neural network in Python
is tested using the so-called learning pattern (Table A6) supervised teaching. The testing
process can be assessed on the training data set (Table A6) by checking whether the learned
neural network model at the output responds with the data expected from the network
response resulting from the training data sets (Table A7). After the learning process and
testing of ANN, the data set should be assessed (Table A2). The learned ANN evaluates
the data (Table A2) that has not been used in the learning and testing process. The result
of the evaluation is shown in Table A8. During the evaluation of new data (Table A2), the
learned ANN from 10 records subjected to the evaluation procedure selected eight records
by assigning them to the “1” classification and adding the value “1 (expected 1)” in the
“Classification label” column, for which it is reasonable to carry out complex calculations
in LINGO. On the other hand, for the two records contained in Table 2, the evaluation
using the learned ANN meant assigning them to the “0” classification and adding the
value “0 (expected 0)” in the “Classification label” column. Assigning the value “0” means
that performing complex calculations in LINGO will not be possible. Therefore, after the
process of evaluating the data contained in Table A2, another experiment was carried out in
LINGO, as a result of which a solution was obtained for eight records (evaluated positively
by ANN), while for two records that were assigned to the “0” LINGO category during the
evaluation, LINGO presented the result “Infeasible” in each case. The above experiment
showed the usefulness of the proposed approach, which indicates for which data instances
(our method labels them 1) it is advisable to perform optimization using the MP solver.
The values of all data instances used during both experiments, as well as the training data,
and the results obtained, i.e., full contents of Tables A1–A8, are provided in [18].

7. Conclusions

The paper proposes an implementation framework for modelling and solving decision-
making and optimization problems in the area of production. On the one hand, the
framework uses an enterprise architecture (compliant with TOGAF assumptions) and on the
other, mathematical programming methods supported by ANN. An important element of
the proposed approach is the proposed meta-model of enterprise architecture (1), the use of
which facilitates the construction of detailed decision-making and optimization models. The
production and maintenance optimization model (Section 4) was built on the basis of the
enterprise architecture meta-model. The proposed optimization model (Chapter 5) enables
the optimization of storage costs while maximizing completed orders and performing
scheduled maintenances. It also ensures better machine utilization. This model is only one
of the few that can be built based on the proposed meta-model. These can be models related
to distribution, routing, scheduling and distribution of loads, etc. The modelled problem,
like most problems of this type known in the literature, is classified as a discrete-constrained
optimization problem [9–11]. Such problems are characterized by high computational
complexity, which results in the involvement of considerable resources and time to solve
them. An interesting idea in this context is the idea of evaluating, whether for a given
instance of data and for a given model, there is a chance to find a satisfactory solution before
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starting the calculations. For this purpose, the authors proposed the use of ANN (Section 6)
for the classification of input data, bearing in mind that the accuracy of classification in
ANN depends to a large extent on its architecture [18,19]. In the proposed framework,
ANN is responsible for obtaining an evaluation of a potential solution to the problem
before running the solver [20]. This is a great way to save time and resources necessary
in the calculation process because calculations are run only on selected data instances. In
future works, it is planned to use not only mathematical programming methods to solve
the problem, but also methods of constraint programming, hybrid methods [21,22] and
selected heuristics such as genetic algorithms [22], ant algorithms, etc. It is also planned
to use the proposed framework to model and solve problems in the area of logistics, UAV
deliveries [23,24] supply chains, and multimodal processes [25,26]. Maintaining the quality
of a firm’s products at the highest level is very important for keeping an edge over the
competition [27,28]. The conclusion is as follows: before making a business decision, it is
worth carrying out in advance a simulation of whether it will be possible to perform the
order with technological constraints, minimizing the risk of contractual penalties as a result
of non-performance of the order.
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Appendix A Data for Experiment_1 and Experiment_2

Table A1. Data for Experiment_1.

Record
Number T P R kr1 kr2 v_m m_r kp fp ep np mr gpt or,t hp,r

1 6 8 4 466,426 50 45 1

22 5
55 95
11 72
60 52

6 6 0
6 8 9
2 2

1 0 1
1 1 1
0 0

13 39
31 39
7 24
35 9

1 1 0
1

45 0
0 0
20 10
0 0
25 10
20 0
30 10
0 30
22 40
0 0 0
20 0
0 40
0 20
400 0
10 30
30 30
0 10
20 20
10 20
20 10
0 20
10 0
0 0 0

15 80
59 67
38 14
95 78
96 85
1 91
18 45
76 61
81 0
91 23
18 70
36 10

4 5 0
0 0 0
0 5 0
3 2 2
5 0 0
0 0 2
0 0 7
7 0 0
0 0 0
0 0 4
1 5

. . .
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Table A1. Cont.

Record
Number T P R kr1 kr2 v_m m_r kp fp ep np mr gpt or,t hp,r

50 6 8 4 724,775 45 552 1

62 61
85 64
40 12
33 83

4 7 4
4 1 8
2 8

1 0 1
0 0 1
1 0

46 0
41 33
39 21
49 28

1 0 0
1

1 3 9
9 8 4
5 5 2
5 8 9
5 1 3
3 2 3
0 7 3
0 3 4
5 1 9
4 5 9
2 5 4
9 3 7
2 4 4
3 8 8
3 1 1
0 6 5

86 62
72 85
15 60
12 26
9 19
95 94
30 77
53 59
99 23
24 78
81 38
65 58

7 6 0
5 6 2
0 3 1
5 9 9
7 9 7
3 5 8
8 0 5
3 2 7
8 2 0
5 5 0
5 9

Table A2. Data for Experiment_2.

Record
Number T P R kr1 kr2 v_m m_r kp fp ep np mr gpt or,t hp,r

1 6 8 4 368,888,888,000 1,800,000,000 2227 2

46
46
61
74
8
73
43
42

70
30
40
60
10
90
10
80

0 1
0 0
1 1
1 0

4 17
33 39
33 4
3 45

1 1 1
1

9 0
5 0
3 1
3 6
0 4
7 3
1 4
8 5
7 3
7 1
0 5
8 5
2 1
7 6
8 9
9 7
3 4
4 5
3 7
4 7
3 1
4 8
7 4
4 8

93
85
40
28
4
18
73
79
14
10
58
59
59
18
9
23
84
36
39
25
17
10
83
46

6 2
1 7
4 8
3 5
0 3
0 2
3 0
2 8
3 2
3 0
2 7
8 6
9 1
9 3
0 7
8 7

. . .
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Table A2. Cont.

Record
Number T P R kr1 kr2 v_m m_r kp fp ep np mr gpt or,t hp,r

10 6 8 4 466,426 1,800,000,000 2227 2

46
46
6
74
80
730
400
420

70
300
400
600
10
900
100
800

0 1
0 0
1 1
1 0

4 17
33 39
33 4
3 45

1 1 1
1

9 0
5 0
3 1
3 6
0 4
7 3
1 4
8 5
7 3
7 1
0 5
8 5
2 1
7 6
8 9
9 7
3 4
4 5
3 7
4 7
3 1
4 8
7 4
4 8

93
85
40
28
4
18
73
79
14
10
58
59
59
18
9
23
84
36
39
25
17
10
83
46

6 2
1 7
4 8
3 5
0 3
0 2
3 0
2 8
3 2
3 0
2 7
8 6
9 1
9 3
0 7
8 7

Table A3. Recommended production plan (results of the Experiment_1).

Record
Number Xp,t Zp,t Wr,t Br

Costs
Storage

1

t = 1 2 3 4 5 6
p1 0 0 0 0 0 3
p2 0 1 3 14 7 0
p3 5 9 1 0 0 0
p4 0 0 1 13 0 0
p5 40 1 22 42

0 10
p6 0 7 7 0 0 0
p7 20 10 20 20

10 0
p8 0 0 0 0 0 0

t = 1 2 3 4 5 6
p1 44 0 0 0 20

7
p2 0 0 21 0 9 0
p3 24 1 0 29

22 40
p4 0 0 0 5 0 0
p5 0 0 0 354 0

0
p6 29 23 23 0

10 20
p7 0 0 0 0 0 0
p8 20 10 0 0 0

0

t = 1 2 3 4 5 6
r1 0 1 1 1 1 1
r2 1 1 1 1 0 1
r3 1 1 1 1 1 1
r4 1 1 1 1 1 0

r1 0
r2 0
r3 0
r4 0

431

. . .

50

t = 1 2 3 4 5 6
p1 2 0 2 0 0 0
p2 2 3 0 0 0 0
p3 1 4 1 0 7 3
p4 0 0 0 1 0 3
p5 1 1 2 5 0 3
p6 0 0 0 0 1 0
p7 4 0 0 0 0 0
p8 0 0 0 0 4 2

t = 1 2 3 4 5 6
p1 7 0 3 0 3 1
p2 0 3 0 4 7 3
p3 0 0 7 5 0 0
p4 7 1 0 4 8 2
p5 0 0 5 1 8 6
p6 8 7 3 4 3 5
p7 0 5 4 7 3 1
p8 4 8 7 4 0 6

t = 1 2 3 4 5 6
r1 1 1 1 1 1 1
r2 1 1 1 1 1 1
r3 1 1 1 1 1 1
r4 1 1 1 1 1 1

r1 0
r2 0
r3 0
r4 0

6
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Table A4. Recommended production plan (results of the Experiment_2).

Record Number Xp,t Zp,t Wr,t Br Costs Storage

1

t = 1 2 3 4 5 6
p1 0 0 0 0 0 0
p2 4 0 0 0 0 0
p3 6 12 0 0 7 3
p4 0 0 2 0 1 0
p5 9 0 0 5 0 6
p6 0 0 0 0 0 0
p7 2 0 0 0 0 0
p8 0 0 0 0 5 2

t = 1 2 3 4 5 6
p1 9 0 5 0 3 1
p2 0 4 0 4 7 3
p3 0 0 0 0 0 0
p4 7 1 0 3 7 5
p5 0 0 0 1 8 3
p6 8 7 3 4 4 5
p7 0 7 4 7 3 1
p8 4 8 7 4 0 5

t = 1 2 3 4 5 6
r1 1 0 1 1 1 1
r2 1 1 0 1 1 1
r3 1 0 1 1 1 1
r4 1 1 1 0 1 1

r1
1
r2
1
r3
1
r4
1

1411

. . .

8

t = 1 2 3 4 5 6
p1 5 0 0 0 0 0
p2 0 1 0 0 0 0
p3 1 9 4 0 10 0
p4 0 0 0 0 1 5
p5 18 5 0 5 0 0
p6 0 0 0 0 0 0
p7 0 0 0 0 0 0
p8 0 0 0 0 4 0

t = 1 2 3 4 5 6
p1 4 0 5 0 3 1
p2 2 5 0 4 7 3
p3 0 0 0 4 0 0
p4 7 1 0 5 7 0
p5 0 0 0 0 0 4
p6 8 7 3 4 4 5
p7 2 7 4 7 3 1
p8 4 8 7 4 0 8

t = 1 2 3 4 5 6
r1 1 1 0 1 1 1
r2 1 1 1 1 1 0
r3 1 1 0 1 1 1
r4 1 1 1 0 1 1

r1
1
r2
1
r3
1
r4
1

2607

Table A5. Sample data to build a learning pattern for ANN (Experiment_2).

Record
Number T P R kr1 kr2 v_m m_r kp fp ep gp mr gpt or,t hpr

1 6 8 4 466,426 50 45 1

22 5
55 95
11 72
60 52

6 6 0
6 8 9
2 2

1 0 1
1 1 1
0 0

13 39
31 39
7 24
35 9

1 1 0
1

0 1 0
1 5 7
4 9 6
9 9 3
7 9 0
8 8 1
0 9 4
3 5 0
1 6 3
2 9 9
2 3 2
8 6 6
7 5 7
4 8 1
2 7 0
5 5 0

15 80
59 67
38 14
95 78
96 85
1 91

18 45
76 61
81 0

91 23
18 70
36 10

1 2 3
1 1 2
9 5 6
0 6 8
8 6 0
0 4 5
9 2 8
4 4 8
2 0 5
7 4 0
4 1

. . .

50 6 8 4 724,775 45 552 1

62 61
85 64
40 12
33 83

4 7 4
4 1 8
2 8

1 0 1
0 0 1
1 0

46 0
41 33
39 21
49 28

1 0 0
1

1 3 9
9 8 4
5 5 2
5 8 9
5 1 3
3 2 3
0 7 3
0 3 4
5 1 9
4 5 9
2 5 4
9 3 7
2 4 4
3 8 8
3 1 1
0 6 5

86 62
72 85
15 60
12 26
9 19

95 94
30 77
53 59
99 23
24 78
81 38
65 58

7 6 0
5 6 2
0 3 1
5 9 9
7 9 7
3 5 8
8 0 5
3 2 7
8 2 0
5 5 0
5 9
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Table A6. Classification of data according to the evaluation criterion (Experiment_2).

Record
Number T P R kr1 kr2 v_m m_r kp fp ep gp mr gpt or,t hpr

Classification
Label

1 6 8 4 466,426 50 45 1

22 5
55
95
11
72
60
52

6 6 0
6 8 9
2 2

1 0 1
1 1 1
0 0

13
39
31

39 7
24

35 9

1 1 0
1

0 1 0
1 5 7
4 9 6
9 9 3
7 9 0
8 8 1
0 9 4
3 5 0
1 6 3
2 9 9
2 3 2
8 6 6
7 5 7
4 8 1
2 7 0
5 5 0

15
80
59
67
38
14
95
78
96

85 1
91
18
45
76
61

81 0
91
23
18
70
36
10

1 2 3
1 1 2
9 5 6
0 6 8
8 6 0
0 4 5
9 2 8
4 4 8
2 0 5
7 4 0
4 1

1

. . .

50 6 8 4 724,775 45 552 1

62
61
85
64
40
12
33
83

4 7 4
4 1 8
2 8

1 0 1
0 0 1
1 0

46 0
41
33
39
21
49
28

1 0 0
1

1 3 9
9 8 4
5 5 2
5 8 9
5 1 3
3 2 3
0 7 3
0 3 4
5 1 9
4 5 9
2 5 4
9 3 7
2 4 4
3 8 8
3 1 1
0 6 5

86
62
72
85
15
60
12

26 9
19
95
94
30
77
53
59
99
23
24
78
81
38
65
58

7 6 0
5 6 2
0 3 1
5 9 9
7 9 7
3 5 8
8 0 5
3 2 7
8 2 0
5 5 0
5 9

1
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Table A7. Verification ANN—(Experiment_2).

Record
Number T P R kr1 kr2 v_m m_r kp fp ep gp mr gpt or,t hpr

Classification
Label

1 6 8 4 466,426 50 45 1

22 5
55
95
11
72
60
52

6 6 0
6 8 9
2 2

1 0 1
1 1 1
0 0

13
39
31

39 7
24

35 9

1 1 0
1

0 1 0
1 5 7
4 9 6
9 9 3
7 9 0
8 8 1
0 9 4
3 5 0
1 6 3
2 9 9
2 3 2
8 6 6
7 5 7
4 8 1
2 7 0
5 5 0

15
80
59
67
38
14
95
78
96

85 1
91
18
45
76
61

81 0
91
23
18
70
36
10

1 2 3
1 1 2
9 5 6
0 6 8
8 6 0
0 4 5
9 2 8
4 4 8
2 0 5
7 4 0
4 1

1
(expected 1)

. . .

50 6 8 4 724,775 45 552 1

62
61
85
64
40
12
33
83

4 7 4
4 1 8
2 8

1 0 1
0 0 1
1 0

46 0
41
33
39
21
49
28

1 0 0
1

1 3 9
9 8 4
5 5 2
5 8 9
5 1 3
3 2 3
0 7 3
0 3 4
5 1 9
4 5 9
2 5 4
9 3 7
2 4 4
3 8 8
3 1 1
0 6 5

86
62
72
85
15
60
12

26 9
19
95
94
30
77
53
59
99
23
24
78
81
38
65
58

7 6 0
5 6 2
0 3 1
5 9 9
7 9 7
3 5 8
8 0 5
3 2 7
8 2 0
5 5 0
5 9

1
(expected 1)
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Table A8. Result ANN (rating input variables)—(Experiment_2).

Record
Number T P R kr1 kr2 v_m m_r kp fp ep gp mr gpt or,t hpr

Classification
Label

1 6 8 4 368,888,888,000 1,800,000,000 2227 2

46
46
61
74
8
73
43
42

70
30
40
60
10
90
10
80

0
1
0
0
1
1
1
0

4
17
33
39
33
4
3
45

1
1
1
1

9 0
5 0
3 1
3 6
0 4
7 3
1 4
8 5
7 3
7 1
0 5
8 5
2 1
7 6
8 9
9 7
3 4
4 5
3 7
4 7
3 1
4 8
7 4
4 8

93
85
40
28
4

18
73
79
14
10
58
59
59
18
9

23
84
36
39
25
17
10
83
46

6 2
1 7
4 8
3 5
0 3
0 2
3 0
2 8
3 2
3 0
2 7
8 6
9 1
9 3
0 7
8 7

1
(expected 1)

. . .

10 6 8 4 466,426 1,800,000,000 2227 2

46
46
6
74
80
730
400
420

70
300
400
600
10
900
100
800

0
1
0
0
1
1
1
0

4
17
33
39
33
4
3
45

1
1
1
1

9 0
5 0
3 1
3 6
0 4
7 3
1 4
8 5
7 3
7 1
0 5
8 5
2 1
7 6
8 9
9 7
3 4
4 5
3 7
4 7
3 1
4 8
7 4
4 8

93
85
40
28
4

18
73
79
14
10
58
59
59
18
9

23
84
36
39
25
17
10
83
46

6 2
1 7
4 8
3 5
0 3
0 2
3 0
2 8
3 2
3 0
2 7
8 6
9 1
9 3
0 7
8 7

1
(expected 1)
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