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#### Abstract

Backscatter communication is a promising technology for the Internet of Things (IoT) systems with low-energy consumption, in which the data transmission of the backscatter devices relies on reflecting the incident signal. However, limited by the low power characteristic of the reflected signal from backscatter devices, achieving efficient data collection for the widely distributed backscatter devices is a thorny problem. Considering that unmanned aerial vehicles (UAVs) have flexible deployment capability, employing UAVs in a backscatter communication network can achieve feasible data collection for backscatter devices. In this paper, we consider a UAV-aided backscatter system and introduce Non-orthogonal multiple access (NOMA) to enable the UAV to collect signals from multiple backscatter devices simultaneously. We formulate an optimization problem to maximize the communication throughput of the considered system by jointly designing the backscatter device matching, the trajectory of the UAV, and the reflection coefficients of the backscatter devices, which is a non-convex optimization problem and challenging to solve. Hence, we decouple the original problem into three sub-problems and propose an efficient iterative algorithm based on Block Coordinate Descent (BCD) to solve them. In detail, a game-based matching algorithm is designed to ensure the transmission needs of remote backscatter devices. The UAV trajectory and reflection coefficients of backscatter devices are optimized through the Successive Convex Approximation (SCA) algorithm and relaxation algorithm. By iterative optimization of the sub-problems, the original problem is solved. The simulation results show that the proposed scheme can obtain a significant throughput gain compared to benchmark schemes.
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## 1. Introduction

### 1.1. State of the Art

The Internet of Things (IoT) is revolutionizing the world [1,2]. As self-sustainable devices without external power supply, backscatter devices (BDs) achieve signal transmission by reflecting incident signals, significantly facilitating the development of IoT networks towards low energy consumption and rapid deployment [3-6]. In [7], a mathematical framework of a backscatter communication (BackCom) model under an OFDM-based wireless communication system was proposed, and the theoretical analysis of capacity was developed. The authors of [8] considered a backscatter multiple access channel in which the receiver detected signals transmitted from both the carrier emitter (CE) and BD. Then, the achievable rate region and the detection error rate were analyzed. In [9], the authors proposed a spectrum sharing model to describe the backscattering communication system, and jointly optimized the transmit power of the CE and reflection coefficient of the BD to maximize the capacity of the BD reflecting link.

However, implementing the BackCom system faces serious challenges caused by the low power transmission capacity of the BDs, which results in the reachable communication ranges of BDs being small. Obviously, while deploying a large number of receivers could accomplish the required information collection, it would result in additional high deployment costs.

### 1.2. Related Work

In recent years, the application of unmanned aerial vehicles (UAVs) in communication has attracted more and more attention. For example, applying UAVs as sufficient tools to assist terrestrial networks has been eagerly discussed and intensively studied in [10-12], and the combination of intelligent reflecting surface with UAV technology is a promising communication technology that can be used to expand coverage and increase throughput [13,14]. Applying UAVs as the CE, relay, or receiver in the BackCom system has been recognized as an effective method to achieve highly efficient and fair data collection for the BackCom system [15-19]. In [17], a UAV was deployed as a CE to incentivize the BDs, and the BDs forwarded the signal to a ground receiver. Then, the time allocation, reflection coefficients, and UAV trajectory were jointly optimized to maximize the system capacity. The work in [18] proposed deploying a UAV as a flying BD to forward the signal from the source node to the receiver. Then, the total throughput was maximized by jointly optimizing the time allocation and the trajectory of the UAV. The authors of [19] treated the UAV as the receiver in the BackCom system and jointly optimized the UAV trajectory, BD scheduling, and transmitting power of the CEs to maximize energy efficiency. In particular, the UAVs acted as both the CEs and the receivers in [20], where the optimization problem was solved to ensure fairness between the BDs with the aim of maximizing the max-min rate of BDs.

On the other hand, with the rapid growth in the number of IoT devices, it is essential to support more devices with limited resources as well as to improve spectral efficiency. Therefore, power-domain non-orthogonal multiple access (NOMA) has been investigated for integration with the BackCom system [21-23]. A NOMA-enhanced BackCom System was considered in [24], and the BER performance of the considered system with imperfect successive interference cancellation (SIC) over an additive white Gaussian noise channel was derived. In $[25,26]$, the authors investigated the communication scenarios where BDs coexisted with normal downlink users. The downlink signals sent from the base station to a user were reflected by multiple BDs simultaneously, then received and detected at the base station with the NOMA algorithm. The resource allocation schemes were then optimized to maximize the BD uplink throughput while considering the interference between the user downlink transmission and BD uplink transmission. In [27], the achievable sum rate of a NOMA-assisted ambient backscatter communication system was maximized by jointly optimizing the BD grouping, reflection coefficients, and decoding order.

### 1.3. Motivation and Contribution

In Table 1, we compare our work with existing works in terms of the optimization objective, UAV deployment, access scheme, and more. Unlike the existing works, we incorporate both NOMA and UAV communication into backscatter communication, with a UAV utilized to assist in the collection of signals transmitted simultaneously by multiple backscattering devices under the NOMA scheme. Moreover, considering that the communication link may be blocked during UAV communication, we consider a more realistic channel model, specifically, the probabilistic path loss channel model, which allows us to analyze the performance of the system more accurately. Furthermore, considering that the reflection coefficient of the BD is difficult to adjust continuously due to the hardware constraints present in actual deployment, we quantize the reflection coefficients of the BDs in the UAV-aided BackCom system into an achievable set $\mathcal{I}$. Facing the above-considered communication scenarios, jointly optimizing the BDs matching scheme, the trajectory of the UAV, and the reflection coefficients of the BDs is a challenging task, whereby the work
in this paper is innovative and has outstanding contributions. The main contributions of this paper are summarized below:

Table 1. Summary of our work and others in the literature.

| Article | Objective | Apply UAV | Access Scheme | Number of BDs | BD Matching | Type of Reflection Coefficients |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $[17]$ | throughput | yes | TDMA | single | no | continuous variable |
| $[18]$ | throughput | yes | TDMA | single | no | continuous variable |
| $[19]$ | energy efficient | yes | TDMA | multiple | no | fixed constant 1 |
| $[20]$ | max-min rate | yes | TDMA | multiple | no | fixed constant 1 |
| $[24]$ | bit error rate | no | NOMA | double | no | continuous variable |
| $[25]$ | throughput | no | NOMA | multiple | no | continuous values |
| $[26]$ | throughput | no | NOMA | multiple | no | continuous values |
| $[27]$ | throughput | no | NOMA | multiple | yes | continuous values |
| this article | throughput | yes | NOMA | multiple | yes | discrete set |

(1) We investigate a UAV-aided BackCom network in which the BDs reflect the signals generated by the ground CEs and a flying UAV receives the data from the BDs with power-domain NOMA. We propose an optimization problem to maximize the communication throughput of the system and jointly optimize the BD matching scheme, trajectory of the UAV, and quantified reflection coefficients of the BDs.
(2) We formulate the optimization problem and transform the original non-convex problem into three sub-problems, namely, the BD matching problem, the trajectory optimization problem, and the reflection coefficient optimization problem, using the Block Coordinate Descent (BCD) algorithm [15,19,28-31]. Due to the sub-problems being non-convex, the game-based matching algorithm, the Successive Convex Approximation (SCA) algorithm, and the relaxation algorithm are applied to solve them iteratively.
(3) Finally, numerical results show that the scheme we propose achieves a significant improvement in communication throughput compared to the benchmark schemes, and has a fast convergence speed. It can be seen from the simulation results that the optimized trajectory of the UAV is more likely to concentrate above the BDs to maximize the communication throughput.
The rest of this paper is organized as follows. Section 2 introduces the system and formulates the communication throughput maximization problem for joint optimization of BD matching, UAV trajectory, and quantified reflection coefficients of BDs. In Section 3, the game-based matching algorithm and effective iterative algorithm are proposed to solve the optimization problem. In Section 4, numerical results are provided to verify the performance of the proposed scheme. Section 5 concludes the paper. The notation that appears in this paper is summarized in Table 2.

Table 2. Summary of Notation.
\(\left.$$
\begin{array}{ccc}\hline \text { Notation } & \text { Description } & \text { Notation } \\
\hline \bar{K} & \begin{array}{c}\text { the number of BDs associated } \\
\text { with the same CE }\end{array} & \mathcal{I} \\
\hline \phi & \begin{array}{c}\text { the number of quantization } \\
\text { levels of the backscatter } \\
\text { coefficient }\end{array} & M\end{array}
$$ \begin{array}{c}the predefined discrete <br>

reflection coefficient set\end{array}\right]\)| the number of CEs |
| :---: |
| $(m \in 1, \ldots, M)$ |

Table 2. Cont.

| Notation | Description | Notation | Description |
| :---: | :---: | :---: | :---: |
| $\mathbf{w}_{k}$ | the coordinate of the $k$-th BD | $\mathbf{u}_{m}$ | the coordinate of the $m$-th CE |
| $d_{m, k}$ | the distance between the $k$-th BD and the $m$-th CE | $N$ | the total number of slots $(n \in 1, \ldots, N)$ |
| $\Delta t$ | the duration of one slot | $\mathbf{q}(n)$ | the coordinate of the UAV at the $n$-th slot |
| H | the height of the UAV | $d_{\mathrm{UB}, k}(n)$ | the distance between the $k$-th BD and the UAV at the $n$-th slot |
| $d_{\mathrm{UC}, m}(n)$ | the distance between the $m$-th CE and the UAV at the $n$-th slot | $P L_{m, k}$ | the path loss between the $m$-th CE and the $k$-th BD |
| $\beta_{0}$ | the channel power gain at the reference distance as 1 m | $f$ | the communication frequency |
| c | the speed of light in vacuo | $P L_{k}^{\mathrm{LoS}}(n)$ | the path loss of the Line-of-Sight channel |
| $P L_{k}^{\mathrm{nLoS}}$ | the path loss of the non-Line-of-Sight channel | $\kappa_{\text {LoS }} \& \kappa_{\text {nLoS }}$ | the attenuation factors of the Line-of-Sight and the non-Line-of-Sight channel |
| $a \& b$ | the air-to-ground channel parameter | $\theta_{k}(n)$ | the angle of elevation between the UAV and the $k$-th BD at the $n$-th slot |
| $P R_{k}^{\mathrm{nLoS}}(n)$ | the probability of Line-of-Sight channel | $P R_{k}^{\mathrm{nLoS}}(n)$ | the probability of the non-Line-of-Sight channel |
| $P L_{k}^{\text {avg }}(n)$ | the average path loss between the UAV and the $k$-th BD at the $n$-th slot | $\boldsymbol{\alpha}(n)$ | the active state of the BDs at the $n$-th $\operatorname{slot}\left(\alpha_{k}(n) \in \boldsymbol{\alpha}(n)\right)$ |
| $\gamma_{k}(n)$ | the signal-to-interference-plusnoise ratio of the $k$-th BD at the $n$-th slot | $P_{m}(n)$ | the transmitting power of the $m$-th CE at the $n$-th slot |
| $\sigma^{2}$ | the power of the additive white Gaussian noise | $R(n)$ | the throughput of the considered system at the $n$-th slot |
| B | the system bandwidth | $\boldsymbol{\eta}(n)$ | the reflection coefficients of the BDs at the $n$-th slot $\left(\eta_{k}(n) \in \boldsymbol{\eta}(n)\right)$ |
| $\check{R}$ | the minimum throughput constraint threshold for a single BD | $\check{\gamma}$ | the minimum signal-to-interference-plus-noise ratio constraint threshold |
| $\boldsymbol{q}_{0} \& \boldsymbol{q}_{N}$ | the initial and termination coordinate of the UAV | $V_{\text {max }}$ | the maximum velocity of the UAV |
| $\rho$ | the competition factor | $\digamma$ | the maximum number of iterations |
| $\varepsilon$ | the convergence threshold | $\Delta R$ | the increment of the objective function |
| $r$ | the number of iteration |  |  |

## 2. System Model and Problem Formulation

In this section, we introduce the considered UAV-aided BackCom system in detail, including the network architecture and the communication model.

### 2.1. Network Architecture

At any given moment, only one CE emits the signal, and $\bar{K}$ BDs associated with this CE are activated and reflect the signal while the other BDs remain inactive. The signals of multiple BDs are received at the UAV through the NOMA scheme and decoded by the SIC algorithm. The scheduling of BDs should be adjusted to ensure that the signals can be decoded successfully. In addition, considering that the continuous reflection coefficient is not suitable for implementation in engineering, we discretize the reflection coefficients of BDs selected from a predefined discrete reflection coefficient set $\mathcal{I}$. We set the discrete
reflection coefficient set $\mathcal{I}$ as uniformly sampled from the interval [ 0,1 ], consisting of $\phi$ quantization levels.

As shown in Figure 1, we consider a UAV-aided BackCom system in which M CEs are deployed in a wide area to serve a group of $K$ BDs. The sets of the CEs and BDs in this system are denoted as $\mathcal{M}=\{1,2, \ldots, M\}$ and $\mathcal{K}=\{1,2, \ldots, K\}$, respectively. First, one CE broadcasts the signal to activate the BDs, then the BDs modulate their data in keeping with the received signal and reflect it [19]. A UAV is deployed in this system to collect signals from the BDs on the ground in a continuous period $T>0$.

We use a three-dimensional Cartesian coordinate system to describe the positions of the CEs, the BDs, and the trajectory of the UAV. The positions of the BDs and CEs can be expressed as $\mathbf{w}_{k}=\left[x_{k}, y_{k}, 0\right]^{T} \in R^{3 \times 1}, 1 \leq k \leq K$, and $\mathbf{u}_{m}=\left[x_{m}, y_{m}, 0\right]^{T} \in R^{3 \times 1}$, $1 \leq m \leq M$. Then, the distance between the $k$-th BD and the $m$-th CE is represented by $d_{m, k}=\left\|\mathbf{w}_{k}-\mathbf{u}_{m}\right\|$, where the notation $\|\cdot\|$ denotes the 2 norm. To describe the trajectory of the UAV, the total communication period $T$ is evenly divided into $N$ slots [32]. Because a single slot $\Delta t=T / N$ is sufficiently small, the position of the UAV at one slot can be considered unchanged. Hence, the coordinate of the UAV at the $n$-th slot is represented as $\mathbf{q}(n)=\left[x_{U A V}(n), y_{U A V}(n), H\right]^{T} \in R^{3 \times 1}$ for $n=1,2, \ldots, N$, where $H$ is the height of the UAV. Therefore, the distance between the $k$-th BD and the UAV at the $n$-th slot is provided by $d_{\mathrm{UB}, k}(n)=\left\|\mathbf{w}_{k}-\mathbf{q}(n)\right\|$, while the distance between the $m$-th CE and the UAV at the $n$-th slot is represented by $d_{\mathrm{UC}, m}(n)=\left\|\mathbf{u}_{m}-\mathbf{q}(n)\right\|$.


Figure 1. Description of the UAV-aided BackCom system.

### 2.2. Communication Model

Considering a more practical communication scenario, we assume that the links between the CE and BDs are Rayleigh channels with large-scale fading coefficients; only the spatial path loss is considered in this work. The path loss between the $m$-th CE and the $k$-th BD can be expressed as

$$
\begin{equation*}
P L_{m, k}=\frac{d_{m, k}^{2}}{\beta_{0}} \tag{1}
\end{equation*}
$$

where $\beta_{0}$ is the channel power gain at the reference distance of 1 m , which can be expressed as

$$
\begin{equation*}
\beta_{0}=\frac{c^{2}}{(4 \pi f)^{2}} \tag{2}
\end{equation*}
$$

where $f$ and $c$ are denoted as the communication frequency and the speed of light in vacuo, respectively. Considering that the link between the UAV and the $k$-th BD may be blocked
by obstacles, we consider the probabilistic path loss channel model [33]. The path loss of the Line-of-Sight (LoS) and non-Line-of-Sight (nLoS) channels can be expressed as

$$
\begin{gather*}
P L_{k}^{\mathrm{LoS}}(n)=\frac{d_{\mathrm{UB}, k}^{2}}{\beta_{0}} \kappa_{\mathrm{LoS}}  \tag{3}\\
P L_{k}^{\mathrm{nLoS}}=\frac{d_{\mathrm{UB}, k}^{2}}{\beta_{0}} \kappa_{\mathrm{nLoS}}, \tag{4}
\end{gather*}
$$

where $\kappa_{\text {LoS }}$ and $\kappa_{\text {nLoS }}$ are additional attenuation factors of LoS and NLoS.
The LoS probability of the link from the $k$-th BD to the UAV can be expressed as

$$
\begin{equation*}
P R_{k}^{\mathrm{LoS}}(n)=\frac{1}{1+a \exp \left(-b\left(\theta_{k}(n)-a\right)\right)}, \tag{5}
\end{equation*}
$$

where $a$ and $b$ are air-to-ground channel parameters which depend on the environment and $\theta_{k}(n)$ is the angle of elevation between the UAV and the $k$-th BD, which can be expressed as

$$
\begin{equation*}
\theta_{k}(n)=\frac{180}{\pi} \sin ^{-1}\left(\frac{H}{d_{\mathrm{UB}, k}(n)}\right) \tag{6}
\end{equation*}
$$

The probability of nLoS is provided by $P R_{k}^{\mathrm{nLoS}}(n)=1-P R_{k}^{\mathrm{LoS}}(n)$. Then, the average path loss between the UAV and the $k$-th BD can be obtained as follows:

$$
\begin{equation*}
P L_{k}^{\mathrm{avg}}(n)=P R_{k}^{\mathrm{LoS}}(n) P L_{k}^{\mathrm{LoS}}(n)+P R_{k}^{\mathrm{nLoS}}(n) P L_{k}^{\mathrm{nLoS}}(n) \tag{7}
\end{equation*}
$$

We define the binary variables $\boldsymbol{\alpha}(n)=\left\{\alpha_{k}(n), k=1,2, \ldots, K\right\}$ to indicate the active state of the BDs at the $n$-th slot, where $\alpha_{k}(n)=1$ indicates that the $k$-th BD is activated and reflects the signal to the UAV at the $n$-th slot; otherwise, $\alpha_{k}(n)=0$. Under the NOMA transmission scheme of the BDs, the decoding order at the UAV for BDs activated at the same slot is from the 1-th to the $N$-th BD, where we arrange the BDs in order of signal strength. Then, with the given channel model and the active indicators of the BDs, the signal-to-interference-plus-noise ratio (SINR) of the $k$-th BD at the $n$-th slot can be expressed as

$$
\begin{equation*}
\gamma_{k}(n)=\frac{\alpha_{k}(n) \eta_{k}(n) \frac{1}{P L_{k}^{\operatorname{avg}}(n)} \sum_{m=1}^{M} P_{m}(n) \frac{1}{P L_{m, k}}}{\sigma^{2}+\sum_{j=k+1}^{K} \alpha_{j}(n) \eta_{j}(n) \frac{1}{P L_{j}^{\operatorname{avg}}(n)} \sum_{m=1}^{M} P_{m}(n) \frac{1}{P L_{m, j}}}, \tag{8}
\end{equation*}
$$

where $P_{m}(n)$ is the transmitting power of the $m$-th CE at the $n$-th slot, $P_{m}(n)=0$ indicates that the $n$-th CE is inactive, $\sigma^{2}$ represents the power of the additive white Gaussian noise, and $\eta_{k}(n)$ is the reflection coefficient of the $k$-th BD at the $n$-th slot. Then, the throughput of the considered system at the $n$-th slot is provided by

$$
\begin{equation*}
R(n)=\sum_{k=1}^{K} \Delta t \alpha_{k}(n) B \log _{2}\left(1+\gamma_{k}(n)\right) \tag{9}
\end{equation*}
$$

where $B$ represents the system bandwidth.

### 2.3. Problem Formulation

In this section, we formulate the optimization problem to maximize the total throughput of the considered UAV-aided BackCom system in which the trajectory of the UAV
and deployment of the BDs are jointly optimized. We define $\boldsymbol{\eta}(n) \triangleq\left\{\eta_{k}(n), k=1, \ldots, K\right\}$. Mathematically, the optimization problem can be expressed as

$$
\begin{align*}
& \left(\mathcal{P}_{1}\right) \max _{\eta(n), \mathbf{q}(n), \alpha(n)} \sum_{n=1}^{N} \sum_{k=1}^{K} \Delta t \alpha_{k}(n) B \log _{2}\left(1+\gamma_{k}(n)\right)  \tag{10a}\\
& \text { s.t. } \quad \sum_{n=1}^{N} \Delta t \alpha_{k}(n) B \log _{2}\left(1+\gamma_{k}(n)\right) \geq \check{R}, \forall k,  \tag{10b}\\
& \gamma_{k}(n) \geq \check{\gamma}, \forall k, n \text {, }  \tag{10c}\\
& \sum_{k=1}^{K} \alpha_{k}(n)=\bar{K}, \forall n,  \tag{10d}\\
& \eta_{k}(n) \in \mathcal{I}, \forall k, n \text {, }  \tag{10e}\\
& \boldsymbol{q}(0)=\boldsymbol{q}_{0}, \boldsymbol{q}(N)=\boldsymbol{q}_{N},  \tag{10f}\\
& \|\boldsymbol{q}(n+1)-\boldsymbol{q}(n)\| \leq V_{\max } \Delta t, \forall n, \tag{10~g}
\end{align*}
$$

where (10b) ensures that the throughput of the $k$-th BD within the whole service time should be greater than the minimum rate $\check{R}$. To guarantee that each served BD can be decoded correctly at the UAV, the SINR of each BD is satisfied by the constraints (10c). Due to the limited capability of the UAV, we assume that a maximum of $\bar{K}$ BDs are allowed to access the UAV per slot, which is shown in (10d). In addition, considering that the circuit cannot generate continuously varying reflection coefficients, we assume that the reflection coefficients can be only selected from a quantified set $\mathcal{I}$, as the constraints (10e) indicate. Equation (10f) and inequality ( 10 g ) constrain the trajectory and velocity of the UAV, where $V_{\max }$ is the maximum velocity of the UAV. Due to the non-convex objective function and constraints in which the optimization variables are highly coupled with each other, the optimized problem is difficult to solve. The detailed algorithms for solving the non-convex problem are explained in detail in Section 3.

## 3. Proposed Solution

In this section, we propose a BCD-based algorithm to solve the formulated non-convex optimization problem. Specifically, to solve problem $\mathcal{P}_{1}$, we decouple the original problem into three sub-problems, i.e., the BD matching problem, the UAV trajectory optimization problem, and the reflection coefficient optimization problem, then respectively apply the game-based matching algorithm, SCA algorithm, and relaxation algorithm to solve these sub-problems. Afterwards, problem $\mathcal{P}_{1}$ can be solved by iteratively addressing the subproblems until reaching convergence.

### 3.1. BD Matching Optimization

With the given fixed UAV trajectory and the reflection coefficients of the BDs, the BD matching problem is a nonlinear mixed-integer programming problem and is difficult to transform into a convex problem. Therefore, we propose a game-based matching algorithm to schedule the BDs effectively according to the locations of the CEs and BDs and the trajectory of the UAV. The game-based matching algorithm can be divided into four steps: (1) CE Scheduling; (2) BD Scheduling; (3) Slot Selection; and (4) Optional Set Updating.
(1) CE Scheduling

In this step, each slot is associated with a CE. Then, for each CE, an optional slot set is obtained by collecting its associated slots. For the $n$-th slot, we define the active CE as $\hat{m}_{n}$, which is obtained by

$$
\begin{equation*}
\hat{m}_{n}=\arg \min _{1 \leq m \leq M}\left(d_{\mathrm{UC}, m}(n)\right) \tag{11}
\end{equation*}
$$

We define the optional slot set for the $m$-th CE as $\mathcal{N}_{m}^{\mathrm{D}} \triangleq\left\{n \mid \hat{m}_{n}=m, \forall n\right\}$. Subsequently, we initialize the set of optional slots for the $k$-th BD as $\mathcal{N}_{k}^{\mathrm{B}} \triangleq \mathcal{N}_{m}^{\mathrm{D}}$, which indicates that the $k$-th BD is allocated slots to reflect the signal in the initialization of the proposed iterative algorithm.
(2) BD Scheduling

In this step, each BD selects one slot from its optional slot set based on transmission path loss. The selected slot for the $k$-th BD is expressed as

$$
\begin{equation*}
\hat{n}_{k}=\arg \min _{n \in \mathcal{N}_{k}^{\mathrm{B}}}\left(P L_{m, k} P L_{k}^{\mathrm{avg}}(n)\right) \tag{12}
\end{equation*}
$$

We define the BDs that choose the $n$-th slot as the collected set $\mathcal{K}_{n} \triangleq\left\{k \mid \hat{n}_{k}=n, \forall k\right\}$. Note that more than one BD may choose the same slot. Hence, in the next step, an optimal BD is choesn for the $n$-th slot to reflect the signal from the set $\mathcal{K}_{n}$.
(3) Slot Selection

In this step, the slots selected by BDs in the previous step are used to select the most suitable BDs. For the $n$-th slot, the most suitable BD is selected from the set $\mathcal{K}_{n}$, which is defined as $\hat{k}_{n}$ and obtained by

$$
\begin{equation*}
\hat{k}_{n}=\arg \min _{k \in \mathcal{K}_{n}}\left(\frac{1}{N_{k}+\rho} P L_{m, k} P L_{k}^{\operatorname{avg}}(n)\right), \tag{13}
\end{equation*}
$$

where $N_{k}$ is the already-allocated number of slots for the $k$-th BD and $\rho$ is the competition factor. Until this point, parts of BDs have been matched with the most appropriate slots; next, we update $N_{k}$ with $N_{k}+1$ if the $k$-th BD is chosen by one slot in this step. Otherwise, $N_{k}$ remains unchanged.
(4) Optional Set Updating

After the previous two steps, we update the optional slot set belonging to each BD. When updating the optional slot set belonging to each BD , there are two principles to follow. First, the BDs and slots that already have a matching relationship cannot be matched again. Second, the number of BDs that can be matched per slot depends on $\bar{K}$. To update $\mathcal{N}_{k}^{\mathrm{B}}$, the slots are removed from the set $\mathcal{N}_{k}^{\mathrm{B}}$ if they satisfy any of the above principles.

Steps 2-4 are iterated until each slot matches $\bar{K}$ BDs, at which point the matching scheme $\boldsymbol{\alpha}(n)$ of each BD at slot $n$ is obtained. The detailed game-based matching algorithm is shown in Algorithm 1. The matching scheme $\boldsymbol{\alpha}(n)$ is updated after Algorithm 1 if it increases the objective function (10a); otherwise, the previous $\boldsymbol{\alpha}(n)$ are utilized in solving the trajectory optimization problem and the reflection coefficient optimization problem.

```
Algorithm 1: Framework of the game-based matching algorithm.
    Input: \(\mathbf{w}_{k}, \mathbf{u}_{m}, \mathbf{q}(n)\) and \(\rho\).
    Output: The matching scheme \(\boldsymbol{\alpha}(n)\) of BDs and slots.
    Associate the CEs with the slots through (11).
    while some slots do not match \(\bar{K}\) BDs do
        The BDs selects the target slot through (12).
        Each slot select the best BD in \(\mathcal{K}_{n}\) through (13). And increment the allocated
        number of slot belonging to this BD.
        Update the optional slot set belonging to each BD.
    end
```


### 3.2. Trajectory Optimization

With the fixed BD matching scheme and the reflection coefficients of the BDs, the trajectory optimization problem can be expressed as

$$
\begin{align*}
\left(\mathcal{P}_{2}\right) & \max _{\mathbf{q}(n)} \sum_{n=1}^{N} \sum_{k=1}^{K} \Delta t \alpha_{k}(t) B \log _{2}\left(1+\gamma_{k}(n)\right)  \tag{14a}\\
& \text { s.t. } \log _{2}\left(1+\gamma_{k}(n)\right) \geq \log _{2}(1+\check{\gamma}), \forall k, n \tag{14b}
\end{align*}
$$

with the constraints (10b), (10f) and (10g). The constraint (14b) is equivalent to (10c).

Representing $\frac{1}{P L_{\mathrm{avg}}^{k}(n)}$ as a variable $\Lambda_{k}(n)$, the objective function (14a) and left-hand side (LHS) of inequalities (14b) and (10b) are all non-convex with respect to $\Lambda_{k}(n)$. Because (14a) and the LHS of (14b) and (10b) have similar structures, we take (14a) as an example and transform it into a convex problem with respect to $\Lambda_{k}(n)$.

We first decompose the non-convex term in the logarithmic function of (14a), which is shown as

$$
\begin{align*}
& \log _{2}\left(1+\gamma_{k}(n)\right) \\
& =\log _{2}\left(1+\frac{\eta_{k}(n) \Lambda_{k}(n) \sum_{m=1}^{M} P_{m}(n) \frac{1}{P L_{m, k}}}{\sigma^{2}+\sum_{j=k+1}^{K} \alpha(n) \eta_{j}(n) \Lambda_{j}(n) \sum_{m=1}^{M} P_{m}(n) \frac{1}{P L_{m, j}}}\right) \\
& =\log _{2}\left(\sigma^{2}+\sum_{j=k}^{K} \alpha(n) \eta_{j}(n) \Lambda_{j}(n) \sum_{m=1}^{M} P_{m}(n) \frac{1}{P L_{m, j}}\right) \\
& \quad-\log _{2}\left(\sigma^{2}+\sum_{j=k+1}^{K} \alpha(n) \eta_{j}(n) \Lambda_{j}(n) \sum_{m=1}^{M} P_{m}(n) \frac{1}{P L_{m, j}}\right) \\
& =R_{1, k}(n)+R_{2, k}(n), \tag{15}
\end{align*}
$$

where

$$
\begin{array}{r}
R_{1, k}(n)=\log _{2}\left(\sigma^{2}+\sum_{j=k}^{K} \alpha(n) \eta_{j}(n) \Lambda_{j}(n) \sum_{m=1}^{M} P_{m}(n) \frac{1}{P L_{m, j}}\right), \\
R_{2, k}(n)=-\log _{2}\left(\sigma^{2}+\sum_{j=k+1}^{K} \alpha(n) \eta_{j}(n) \Lambda_{j}(n) \sum_{m=1}^{M} P_{m}(n) \frac{1}{P L_{m, j}}\right) . \tag{17}
\end{array}
$$

Note that $R_{1, k}(n)$ and $R_{2, k}(n)$ are neither convex nor concave with respect to $\mathbf{q}(n)$. However, we find that $R_{1, k}(n)$ is a concave function with respect to $\Lambda_{j}(n)$ and that $R_{2, k}(n)$ is a convex function with respect to $\Lambda_{j}(n)$. Therefore, in the following we focus on obtaining the concave approximations of $R_{1, k}(n)$ and $R_{2, k}(n)$ with respect to $\mathbf{q}(n)$ based on $\Lambda_{j}(n)$.

For $R_{1, k}(n)$, we can obtain the linear lower bound of $R_{1, k}(n)$ using the SCA. For more detail, in the $r$-th iteration the first-order Taylor expansion is applied at the given local point $P L_{\mathrm{avg}, k}^{r}(n)$, then $R_{1, k}(n)$ is transformed into

$$
\begin{equation*}
\bar{R}_{1, k}(n)=\ln \left(\sigma^{2}+\sum_{j=k}^{K} \alpha(n) \eta_{j}(n) \bar{\Lambda}_{j}(n) \sum_{m=1}^{M} P_{m}(n) \frac{1}{P L_{m, j}}\right) \log _{2} e, \tag{18}
\end{equation*}
$$

where $e$ is the Euler constant and $\bar{\Lambda}_{j}(n)$ satisfies

$$
\begin{equation*}
\bar{\Lambda}_{j}(n)=\frac{2}{P L_{\mathrm{avg}, j}^{r}(n)}-\frac{1}{\left(P L_{\mathrm{avg}, j}^{r}(n)\right)^{2}} \tau_{j}(n), \forall j \in\{1, \ldots, K\}, \forall n \tag{19}
\end{equation*}
$$

where $\boldsymbol{\tau}(n) \triangleq\left\{\tau_{j}(n), j=1, \ldots, K\right\}$ are the slack variables and satisfy $\tau_{j}(n) \geq P L_{\mathrm{avg}, j}(n), \forall j \in$ $\{1, \ldots, K\}, \forall n$. According to (3)-(7), we can now obtain

$$
\begin{equation*}
\tau_{j}(n) \geq \frac{d_{\mathrm{UB}, j}^{2}(n)}{\beta_{0}}\left(\kappa_{\mathrm{nLoS}}+\frac{\kappa_{\mathrm{nLoS}}-\kappa_{\mathrm{nLoS}}}{1+a \exp \left(-b\left(\theta_{j}(n)-a\right)\right)}\right), \forall j \in\{1, \ldots, K\}, \forall n . \tag{20}
\end{equation*}
$$

Thus far, we have converted $R_{1, k}(n)$ into a concave form with respect to $\boldsymbol{\tau}(n)$. However, the new constraints (20) on $\tau(n)$ remain non-convex. Next, we transform (20) into a convex form. For analytical convenience, we introduce new auxiliary variables $\boldsymbol{E}(n) \triangleq\left\{E_{j}(n), j=1, \ldots, K\right\}$, which satisfy

$$
\begin{equation*}
E_{j}(n)=\exp \left(-b\left(\theta_{j}(n)-a\right)\right), \forall j \in\{1, \ldots, K\}, \forall n, \tag{21}
\end{equation*}
$$

and (20) can be expressed as

$$
\begin{equation*}
\ln \tau_{j}(n) \geq 2 \ln d_{\mathrm{UB}, j}(n)-\ln \beta_{0}+\ln \left(\kappa_{\mathrm{nLoS}}+\frac{\kappa_{\mathrm{LoS}}-\kappa_{\mathrm{nLoS}}}{1+a E_{j}(n)}\right), \forall j \in\{1, \ldots, K\}, \forall n \tag{22}
\end{equation*}
$$

For the right half of the constraints in (22), $\ln d_{\mathrm{UB}, j}(n)$ is concave with respect to $d_{\mathrm{UB}, j}(n)$ and $\kappa_{\mathrm{nLoS}}+\frac{\kappa_{\mathrm{LOS}}-\kappa_{\mathrm{nLOS}}}{1+a E_{j}(n)}$ is concave with respect to $E_{j}(n)$, as $\kappa_{\mathrm{LoS}}$ is always equal to or greater than $\kappa_{\mathrm{nLoS}}$. Next, we obtain the upper bound of $\ln d_{\mathrm{UB}, j}(n)$ and $\ln \left(\kappa_{\mathrm{nLoS}}+\frac{\kappa_{\mathrm{LoS}}-\kappa_{\mathrm{nLOS}}}{1+a E_{j}(n)}\right)$ in order to transform (22) into a convex expression.

First, we define $\zeta(n) \triangleq\left\{\zeta_{j}(n), j=1, \ldots, K\right\}$ as the upper bound of $\ln d_{\mathrm{UB}, j}(n)$, $j=\{1, \ldots, K\}$ through first-order Taylor expansion at a local point $\mathbf{q}^{r}(n)$, which is provided by

$$
\begin{equation*}
\zeta_{j}(n)=\ln \left\|\mathbf{w}_{j}-\mathbf{q}^{r}(n)\right\|+\frac{1}{\left\|\mathbf{w}_{j}-\mathbf{q}^{r}(n)\right\|} \varrho_{j}(n)-1, \forall j \in\{1, \ldots, K\}, \forall n, \tag{23}
\end{equation*}
$$

where $\varrho(n) \triangleq\left\{\varrho_{j}(n), j=1, \ldots, K\right\}$ are the slack variables and satisfy

$$
\begin{equation*}
\varrho_{j}(n) \geq\left\|\mathbf{w}_{j}-\mathbf{q}(n)\right\|, \forall j \in\{1, \ldots, K\}, \forall n . \tag{24}
\end{equation*}
$$

Then, we define $\boldsymbol{\mu}(n) \triangleq\left\{\mu_{j}(n), j=1, \ldots, K\right\}$ as the upper bound of $\ln \left(\kappa_{n \operatorname{LoS}}+\right.$ $\left.\frac{\kappa_{\mathrm{LoS}}-\kappa_{\mathrm{nLOS}}}{1+a E_{j}(n)}\right), \forall j \in\{1, \ldots, K\}, \forall n$, through first-order Taylor expansion at the given local point $E_{j}^{r}(n)$, which can be expressed as

$$
\begin{align*}
\mu_{j}(n)= & \ln \left(\kappa_{\mathrm{nLoS}}+\frac{1}{1+a E_{j}^{r}(n)}\left(\kappa_{\mathrm{LoS}}-\kappa_{\mathrm{nLoS}}\right)\right)+\frac{a\left(\kappa_{\mathrm{nLoS}}-\kappa_{\mathrm{LoS}}\right)\left(\bar{E}_{j}(n)-E_{j}^{r}(n)\right)}{\left(\kappa_{\mathrm{nLoS}} a E_{j}^{r}(n)+\kappa_{\mathrm{LoS}}\right)\left(a E_{j}^{r}(n)+1\right)}, \\
& \forall j \in\{1, \ldots, K\}, \forall n, \tag{25}
\end{align*}
$$

where $\overline{\boldsymbol{E}}(n) \triangleq\left\{\bar{E}_{j}(n), j=1, \ldots, K\right\}$ are the slack variables and satisfy

$$
\begin{equation*}
\ln \bar{E}_{j}(n) \geq-b\left(\frac{180}{\pi} \sin ^{-1}\left(\frac{H}{d_{\mathrm{UB}, j}(n)}\right)-a\right), \forall j \in\{1, \ldots, K\}, \forall n . \tag{26}
\end{equation*}
$$

With (23)-(26), we can transform (22) into

$$
\begin{equation*}
\ln \tau_{j}(n) \geq 2 \zeta_{j}(n)-\ln \beta_{0}+\mu_{j}(n), \forall j \in\{1, \ldots, K\}, \forall j \in\{1, \ldots, K\}, \forall n . \tag{27}
\end{equation*}
$$

Until now, we have made the constraints (22) a convex expression. However, in the process of transforming (27), we have introduced the constraints (26), which are non-convex. For the in constraints (26), similar to the treatment of the inverse trigonometric function in [33], we have the upper bound of $-b\left(\frac{180}{\pi} \sin ^{-1}\left(\frac{H}{d_{\mathrm{UB}, j}(n)}\right)-a\right)$ through the first-order Taylor expansion at the local point $d_{\mathrm{UB}, j}^{r}(n)$, and transform (26) into

$$
\left.\begin{array}{rl}
\ln \bar{E}_{j}(n) & \geq-b\left(\frac{180}{\pi} \sin ^{-1}\left(\frac{H}{d_{\mathrm{UB}, j}^{r}(n)}\right)-a\right)+\frac{180 b}{\pi} \frac{H\left(\iota_{k}(n)-d_{\mathrm{UB}, j}^{r}(n)\right)}{d_{\mathrm{UB}, j}^{r}(n) \sqrt{d_{\mathrm{UB}, j}^{r}(n)-H^{2}}}, \\
& \forall j \tag{28}
\end{array}\right)\{1, \ldots, K\}, \forall n, ~ l
$$

where $\boldsymbol{\iota}(n) \triangleq\left\{\iota_{j}(n), j=1, \ldots, K\right\}$ are the new slack variables and satisfy

$$
\begin{equation*}
\iota_{j}(n) \geq\left\|\mathbf{w}_{j}-\mathbf{q}(n)\right\|, \forall j \in\{1, \ldots, K\}, \forall n \tag{29}
\end{equation*}
$$

Thus far, we have obtained the concave approximation of $R_{1, k}(n)$. Next, we focus on $R_{2, k}(n)$.
$R_{2, k}(n)$ is a convex function about $\Lambda_{j}(n)$. However, we need find a concave form about $R_{2, k}(n)$ to solve $\mathcal{P}_{2}$. With the given local point $\Lambda_{j}^{r}(n)$ in the $r$-th iteration, we obtain the upper bound of $R_{2, k}(n)$ through the first-order Taylor expansion, which is provided by

$$
\begin{align*}
\bar{R}_{2, k}(n)= & -\left(\ln \left(\sigma^{2}+\sum_{j=k+1}^{K} \alpha(n) \eta_{j}(n) \Lambda_{j}^{r}(n) \sum_{m=1}^{M} P_{j}(n) \frac{1}{P L_{m, j}}\right)\right. \\
& \left.+\sum_{j=k+1}^{K} \frac{\alpha(n) \eta_{j}(n)\left(\chi_{j}(n)-\Lambda_{j}^{r}(n)\right) \sum_{m=1}^{M} P_{j}(n) \frac{1}{P L_{m, j}}}{\sigma^{2}+\sum_{j=k+1}^{K} \alpha(n) \eta_{j}(n) \Lambda_{j}^{r}(n) \sum_{m=1}^{M} P_{j}(n) \frac{1}{P L_{m, j}}}\right) \log _{2} e, \tag{30}
\end{align*}
$$

where $\chi_{j}(n) \triangleq\left\{\chi_{j}(n), j=1, \ldots, K\right\}$ are auxiliary variables with the constraints $\chi_{j}(n) \geq$ $\Lambda_{j}(n), \forall j \in\{1, \ldots, K\}$. Similar to (22), we use the logarithmic form to represent the constraints, which can be expressed as

$$
\begin{equation*}
\ln \chi_{j}(n) \geq \ln \beta_{0}-\ln \left\|\mathbf{w}_{j}-\mathbf{q}(n)\right\|^{2}-\ln \left(\kappa_{\mathrm{nLoS}}+\frac{\kappa_{\mathrm{LoS}}-\kappa_{\mathrm{nLoS}}}{1+a E_{j}(n)}\right), \forall j \in\{1, \ldots, K\}, \forall n . \tag{31}
\end{equation*}
$$

Up to now, we have converted $R_{2, k}(n)$ to a convex form with respect to $\chi(n)$. However, the new constraints (31) on $\chi(n)$ are non-convex. Thus, we need to transform (31) into a convex form. In (31), we find that $\left\|\mathbf{w}_{j}-\mathbf{q}(n)\right\|^{2}$ is convex with respect to $\mathbf{q}(n)$ and $-\ln \left(\kappa_{\mathrm{nLoS}}+\frac{\kappa_{\mathrm{LoS}}-\kappa_{\mathrm{nL}}}{1+a E_{j}(n)}\right)$ is convex with respect to $E_{j}(n)$. Then, we apply the first-order Taylor expansion to $\left\|\mathbf{w}_{j}-\mathbf{q}(n)\right\|^{2}$ based on the local point $\mathbf{q}^{r}(n)$ and introduce the new variables $\boldsymbol{\xi}(n) \triangleq\left\{\xi_{j}(n), j=1, \ldots, K\right\}$ to represent the lower bound of $\boldsymbol{E}(n)$. Finding that $E_{j}(n)$ is convex with respect to $\theta_{j}(n)$, we introduce the slack variables $\hat{\boldsymbol{\theta}}(n) \triangleq\left\{\hat{\theta}_{j}(n)\right.$, $j=1, \ldots, K\}$ and define $\xi_{j}(n)$ by applying the first-order Taylor expansion to $E_{j}(n)$ based on the local point $\theta_{j}^{r}(n)$, which can be obtained by

$$
\begin{equation*}
\xi_{j}(n)=\exp \left(-b\left(\theta_{j}^{r}(n)-a\right)\right)-b \exp \left(-b\left(\theta_{j}^{r}(n)-a\right)\right)\left(\hat{\theta}_{j}(n)-\theta_{j}^{r}(n)\right), \forall j \in\{1, \ldots, K\}, \forall n, \tag{32}
\end{equation*}
$$

with the constraints

$$
\begin{equation*}
\hat{\theta}_{j}(n) \geq \frac{180}{\pi} \sin ^{-1}\left(\frac{H}{\left\|\mathbf{w}_{j}-\mathbf{q}(n)\right\|}\right), \forall j \in\{1, \ldots, K\}, \forall n . \tag{33}
\end{equation*}
$$

According to the above treatment, (31) can be transformed into

$$
\begin{align*}
\ln \chi_{j}(n) \geq & \ln \beta_{0}-\ln \left(\left\|\mathbf{w}_{j}-\mathbf{q}^{r}(n)\right\|^{2}+2\left(\mathbf{q}^{r}(n)-\mathbf{w}_{j}\right)\left(\mathbf{q}(n)-\mathbf{q}^{r}(n)\right)\right) \\
& -\ln \left(\kappa_{\mathrm{nLoS}}+\frac{\kappa_{\mathrm{LoS}}-\kappa_{\mathrm{nLoS}}}{1+a \xi_{j}(n)}\right), \forall j \in\{1, \ldots, K\}, \forall n, \tag{34}
\end{align*}
$$

which are convex with respect to $\mathbf{q}(n)$ and $\hat{\boldsymbol{\theta}}(n)$. Now, we have changed $R_{2, k}(n)$ into a concave form, and the constraints on the slack variables we added in the process of transformation are convex as well. After the above process, problem $\mathcal{P}_{2}$ can be expressed in the following form:

$$
\begin{array}{cl}
\left.\max _{2.1}\right) & \sum_{n=1}^{N} \sum_{k=1}^{K} \Delta t \alpha_{k}(n) B\left(\bar{R}_{1, k}(n)+\bar{R}_{2, k}(n)\right) \\
\mathbf{q}(n), \boldsymbol{\tau}(n), \boldsymbol{\varrho}(n), \overline{\mathbf{E}}(n), \boldsymbol{\iota}(n), \chi(n), \hat{\boldsymbol{\theta}}(n) \\
\text { s.t. } & \sum_{n=1}^{N} \Delta t \alpha_{k}(n) B\left(\bar{R}_{1, k}(n)+\bar{R}_{2, k}(n)\right) \geq \check{R}, \forall k,  \tag{35c}\\
& \bar{R}_{1, k}(n)+\bar{R}_{2, k}(n) \geq \log _{2}(1+\check{\gamma}), \forall k, n,
\end{array}
$$

with the constraints (10f), (10g), (24), (27)-(29), (33) and (34).
Note that problem $\mathcal{P}_{2.1}$ is a convex optimization problem, which can be solved by standard convex optimization solvers such as CVX.

### 3.3. Reflection Coefficient Optimization

With the given trajectory of the UAV and BD matching scheme, the optimization problem for the reflection coefficients of the BDs without the discrete constraint is provided by

$$
\begin{align*}
\left(\mathcal{P}_{3}\right) & \max _{\boldsymbol{\eta}(n)} \sum_{n=1}^{N} \sum_{k=1}^{K} \Delta t \alpha_{k}(n) B \log _{2}\left(1+\gamma_{k}(n)\right)  \tag{36a}\\
& \text { s.t. } \quad 0 \leq \eta_{k}(n) \leq 1, \forall k, n \tag{36b}
\end{align*}
$$

with the constraints (10b) and (14b).
It can be noted that the objective function in (36a) and the constraints (10b) and (14b) are non-convex for $\eta_{k}(n)$. Similar to the processing of (15), $\log _{2}\left(1+\gamma_{k}(n)\right)$ in (36a) can be expressed as the sum of two terms, i.e., $R_{1, k}(n)$ and $R_{2, k}(n)$. It is clear that $R_{1, k}(n)$ is a concave function about $\eta_{k}(n)$, while $R_{2, k}(n)$ is a convex function about $\eta_{k}(n)$. Thus, our goal is to transform $R_{2, k}(n)$ into a concave form with respect to $\eta_{k}(n)$. Here, we use the first-order Taylor expansion to deal with $R_{2, k}(n)$ at the given local point $\eta_{k}^{r}(n)$ at the $r$-th iteration and introduce the new variables $\bar{\eta}(n) \triangleq\left\{\bar{\eta}_{k}(n), k=1, \ldots, K\right\}$; then, we can obtain the lower bound of $R_{2 k}(n)$ as

$$
\begin{align*}
\check{R}_{2, k}(n)= & -\lg \left(\sigma^{2}+\sum_{j=k+1}^{K} \alpha(n) \eta_{j}^{r}(n) \frac{1}{P L_{\mathrm{avg}}^{j}(n)} \sum_{m=1}^{M} P_{m}(n) \frac{1}{P L_{m, j}}\right)  \tag{37}\\
& -\frac{\sum_{j=k+1}^{K} \alpha(n)\left(\bar{\eta}_{j}(n)-\eta_{j}^{r}(n)\right) \frac{1}{P L_{\mathrm{avg}}^{j}(n)} \sum_{m=1}^{M} P_{m}(n) \frac{1}{P L_{m, j}}}{\sigma^{2}+\sum_{j=k+1}^{K} \alpha(n) \eta_{j}^{r}(n) \frac{1}{P L_{\mathrm{avg}}^{j}(n)} \sum_{m=1}^{M} P_{m}(n) \frac{1}{P L_{m, j}}} .
\end{align*}
$$

Therefore, we can reformulate problem $\mathcal{P}_{3}$ as

$$
\begin{align*}
\left(\mathcal{P}_{3.1}\right) \quad \max _{\bar{\eta}(n)} & \sum_{n=1}^{N} \sum_{k=1}^{K} \Delta t \alpha_{k}(n) B\left(R_{1, k}(n)+\check{R}_{2, k}(n)\right)  \tag{38a}\\
\text { s.t. } & \sum_{n=1}^{N} \Delta t \alpha_{k}(n) B\left(R_{1, k}(N)+\check{R}_{2, k}(n)\right) \geq \check{R}, \forall k,  \tag{38b}\\
& R_{1, k}(n)+\check{R}_{2, k}(n) \geq \log _{2}(1+\check{\gamma}), \forall k, n,  \tag{38c}\\
& 0 \leq \bar{\eta}_{k}(n) \leq 1, \forall k, n . \tag{38d}
\end{align*}
$$

It can be noticed that problem $\mathcal{P}_{3.1}$ is a convex problem and can be solved directly. After continuous optimization of the backscattering coefficients, the discrete coefficients are obtained using downward rounding based on the discrete set $\mathcal{I}=\left\{0, \frac{1}{I}, \frac{2}{I}, \ldots, 1\right\}$, where $I=\phi-1$, which can be expressed as

$$
\eta_{k}(n)= \begin{cases}\frac{i}{I^{\prime}}, & \text { if } \frac{i}{I} \leq \bar{\eta}_{k}(n)<\frac{i+1}{I}, i=0, \ldots, I-1  \tag{39}\\ 1, & \text { if } \quad \bar{\eta}_{k}(n)=1 .\end{cases}
$$

### 3.4. Overall Algorithm

Based on the solutions to the sub-problems, the original problem $\mathcal{P}_{1}$ can be efficiently solved through the BCD-based iterative optimization algorithm, which is shown in Algorithm 2. When we update one of the variables, the other two variables are fixed and the corresponding solution is conducted to obtain an optimal result under this situation. Then, the three variables are updated iteratively. We show a flowchart of Algorithm 2 in Figure 2 to illustrate the detailed steps of each solution more clearly.

```
Algorithm 2: BCD-Based Algorithm for solving problem \(\mathcal{P}_{1}\).
    Input: Convergence threshold \(\varepsilon\), the maximum number of iterations \(\digamma\).
    Output: \(\boldsymbol{\eta}(n), \mathbf{q}(n), \boldsymbol{\alpha}(n)\).
    Initialize the variables \(\eta^{0}(n), \mathbf{q}^{0}(n)\). Let \(r=1\).
    while the increment of the objective function \(\Delta R\) is greater than the threshold \(\varepsilon\) or
        the maximum number of iterations \(\digamma\) has no been reached do
            The matching scheme of BDs and slots \(\boldsymbol{\alpha}(n)\) are obtained by Algorithm 1.
            Solve the problem \(\mathcal{P}_{2.1}\), and obtain the trajectory of the \(\operatorname{UAV} \mathbf{q}^{r}(n)\).
            Solve the problem \(\mathcal{P}_{3.1}\), and obtain the reflection coefficients \(\boldsymbol{\eta}^{r}(n)\).
            Obtain the discrete reflection coefficients through (39).
            Update \(r=r+1\).
    end
```



Figure 2. Flowchart of Algorithm 2.

### 3.4.1. Algorithm Convergence Analysis

In this subsection, the convergence of the optimization algorithm is analyzed. We denote the whole throughput of the UAV-aided BackCom system at the $r$-th iteration as $C V\left(\boldsymbol{\alpha}^{r}(n), \boldsymbol{q}^{r}(n), \eta^{r}(n)\right)$.

In Algorithm 2, it follows that

$$
\begin{align*}
& C V\left(\boldsymbol{\alpha}^{r}(n), \boldsymbol{q}^{r}(n), \boldsymbol{\eta}^{r}(n)\right)  \tag{40}\\
& \stackrel{(a)}{\leq} C V\left(\boldsymbol{\alpha}^{r+1}(n), \boldsymbol{q}^{r}(n), \boldsymbol{\eta}^{r}(n)\right) \\
& \stackrel{(b)}{\leq} C V_{b l}\left(\boldsymbol{\alpha}^{r+1}(n), \boldsymbol{q}^{r+1}(n), \boldsymbol{\eta}^{r}(n)\right) \\
& \stackrel{(c)}{=} C V\left(\boldsymbol{\alpha}^{r+1}(n), \boldsymbol{q}^{r+1}(n), \boldsymbol{\eta}^{r}(n)\right) \\
& \stackrel{(d)}{\leq} C V_{b l}\left(\boldsymbol{\alpha}^{r+1}(n), \boldsymbol{q}^{r+1}(n), \boldsymbol{\eta}^{r+1}(n)\right) \\
& \stackrel{(e)}{=} C V\left(\boldsymbol{\alpha}^{r+1}(n), \boldsymbol{q}^{r+1}(n), \boldsymbol{\eta}^{r+1}(n)\right),
\end{align*}
$$

where the inequality (a) holds because Algorithm 1 is applied by fixing trajectory $\boldsymbol{q}^{r}(n)$ and reflection coefficient $\eta^{r}(n)$. Inequality (b) comes from the fact that the trajectory $q^{r+1}(n)$ is optimized by fixing the reflection coefficient $\eta^{r}(n)$ and matching scheme $\boldsymbol{\alpha}^{r+1}(n)$ in the trajectory optimization part. Equality (c) holds because problem $\mathcal{P}_{2.1}$ we have optimized is the tight lower bound of $\mathcal{P}_{2}$. Inequality ( $d$ ) proves that the whole throughput is improved after optimizing the reflection coefficient by fixing the trajectory $q^{r+1}(n)$ and matching scheme $\boldsymbol{\alpha}^{r+1}(n)$. Finally, inequality (e) proves that problem $\mathcal{P}_{3.1}$ we have optimized is the tight lower bound of the original sub-problem $\mathcal{P}_{3}$. It can be seen from the above that the continuous iteration of the sub-problems shows an increasing trend of the objective function. Becuase there is an upper limit on the total amount of traffic due to fixed time and bandwidth resources, the proposed Algorithm 2 is guaranteed to converge.

### 3.4.2. Complexity Analysis

In Algorithm 1, the complexity of CE scheduling, BD selection, slot selection, and optional set updating can be expressed as $O_{1}(N M), O_{2}(N K), O_{3}(N K)$, and $O_{4}(K)$ for the worst-case scenario [34].

In Algorithm 2, we pay attention to the sub-problems whose complexity comes from solving the convex optimization problem. In trajectory optimization, the original nonconvex problem is transformed into $\mathcal{P}_{2.1}$ using the SCA method. Denoting the number of variables as $N_{1}=(6 K+2) N$ and the number of constraints as $C_{1}=7 N K+K+N+2$, the complexity of $\mathcal{P}_{2.1}$ is $O_{5}\left(\left(N_{1}+C_{1}\right)^{3 / 2} N_{1}^{2}\right)$ [35]. For the reflection coefficient optimization, denoting the number of variables as $N_{2}=K N$ and the number of constraints as $C_{2}=$ $2 N K+K$, the complexity of $\mathcal{P}_{3.1}$ is $O_{6}\left(\left(N_{2}+C_{2}\right)^{3 / 2} N_{2}^{2}\right)$.

By assuming that the number of iterations of Algorithm 2 is $I_{s}$, the complexity of Algorithm 2 is $O\left(I_{s}\left(N K+\left(N_{1}+C_{1}\right)^{3 / 2} N_{1}^{2}+\left(N_{2}+C_{2}\right)^{3 / 2} N_{2}^{2}\right)\right)$.

## 4. Simulation Results

In this section, we demonstrate the effectiveness of the proposed algorithm under different simulation conditions. As a comparison, we use three benchmark schemes: (1) an optimized scheme using the time-division multiple access (TDMA) method; (2) an optimized scheme based on the continuous reflection coefficient; and (3) a pre-optimization scheme that uses a circular trajectory for the UAV. We consider a system in which there are two CEs $M=2$, each of which is responsible for an area of 50 square meters. There are $K=12,16, \ldots, 32 \mathrm{BDs}$ randomly distributed in the system. We set the period of the system communication and the height of the UAV as $T=45,47,49, \ldots, 65 \mathrm{~s}$ and $H=18,20,22, \ldots, 30 \mathrm{~m}$, respectively. Unless specifically clarified, the applied simulation parameters in this paper are as shown in Table 3.

Table 3. Simulation parameters.

| Parameter | Description | Value |
| :---: | :---: | :---: |
| B | the system bandwidth (MHz) | 1 |
| $f$ | the communication frequency ( MHz ) | 900 |
| $V_{\text {max }}$ | the maximum velocity of the UAV (m/s) | 10 [19] |
| $\sigma^{2}$ | the power of the additive white Gaussian noise (dBm) | - 140 [19,32] |
| $P_{m}$ | the transmitting power of the $m$-th CE (W) | 3 |
| $N$ | the total number of slots | 50 |
| H | the height of the UAV (m) | 20 |
| K | the number of the BDs | 16 |
| T | the total communication period(s) | 50 |
| $\check{R}$ | the minimum throughput constraint threshold for a single BD (Mbit) | 10 |
| $\check{\gamma}$ | the minimum signal-to-interference-plus-noise ratio constraint threshold (dB) | 0 |
| $\phi$ | the number of quantization levels of the backscatter coefficient | 8 |
| $\rho$ | the competition factor | 1 |
| $a$ | the air-to-ground channel parameter | 9.6 [33] |
| $b$ | the air-to-ground channel parameter | 0.28 [33] |
| $\kappa_{\text {LoS }}$ | the attenuation factor of the LoS channel (dB) | 1 [33] |
| $\kappa_{\text {nLoS }}$ | the attenuation factor of the nLoS channel (dB) | 20 [33] |

In Figure 3, we compare the total communication throughout under different numbers of BDs with $T=50 \mathrm{~s}$ and $H=20 \mathrm{~m}$. From Figure 3, we can observe that the proposed scheme with NOMA achieves a much higher throughput under different BDs numbers than that based on TDMA, and closely approximates the scheme with continuous reflection coefficients. In the scenario with 32 BDs, the optimized scheme achieves a $14.7 \%$ throughput gain relative to the pre-optimization scheme.


Figure 3. Total communication throughput with different numbers of BDs.

In Figure 4, we illustrate the initial UAV trajectory and the optimized UAV trajectory under $K=16, T=50 \mathrm{~s}, H=20 \mathrm{~m}$. After optimization, the UAV flies close to the BDs to reduce the spatial loss and improve the throughput. Meanwhile, due to the NOMA strategy, the setting of the start and stop positions, and the constraints on the UAV's flight speed, the UAV does not need to fly directly over each BD to receive the signals.


Figure 4. Optimized trajectory.
We illustrate the convergence of Algorithm 2 with different numbers of BDs in Figure 5 under $T=50 \mathrm{~s}, H=20 \mathrm{~m}$. With different numbers of BDs, the total system throughput optimized by Algorithm 2 is quickly completed within six iterations, verifying the fast convergence of the algorithm.


Figure 5. Convergence of Algorithm 2.
By setting the number of BDs $K=16$ and the height of UAV $H=20 \mathrm{~m}$, we illustrate the frequency band utilization under different system communication periods in Figure 6. As a result, it can be observed that the average throughput optimized by Algorithm 2 is better than the benchmark schemes using the TDMA method and circle trajectory of the UAV under any communication period.


Figure 6. Frequency band utilization of different communication periods.
In Figure 7, we illustrate the impact of the flying height of the UAV in the considered system under $K=16, T=50 \mathrm{~s}$. It can be seen from Figure 7 that the total communication throughput is significantly improved at different heights after optimization. From Figure 7, it can be observed that in the scheme without the proposed optimization the throughput deteriorates more significantly with a height of around 20 m . However, through the optimization method proposed in this paper, the performance deterioration due to NLoS with the UAV height around 20 m is mitigated. Therefore, the proposed scheme can achieve a more significant performance gain at 20 m height, as shown in Figure 7.


Figure 7. Total communication throughput of different UAV heights.

## 5. Conclusions

This paper investigated a UAV-aided BackCom system using the power domain NOMA scheme, along with formulation of a throughput maximization problem. Due to the high coupling between optimization variables in the original problem, we have proposed a BCD-based algorithm to jointly optimize the BD matching, UAV trajectory, and discrete reflection coefficients. Our simulation results demonstrate that the proposed algorithm can greatly improve the throughput of the system compared with benchmark schemes, and that it exhibits fast convergence. In our future work, we intend to investigate more practical scenarios incorporating BDs that coexist with normal ground users, multiple UAVs
jointly being deployed for data collection, and an intelligent reflecting surface-assisted UAV communication system.
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## Abbreviations

The following abbreviations are used in this manuscript:

| IoT | Internet of Things |
| :--- | :--- |
| UAV | Unmanned Aerial Vehicle |
| BD | Backscatter Device |
| BackCom | Backscatter Communication |
| CE | Carrier Emitter |
| NOMA | Non-Orthogonal Multiple Access |
| SIC | Successive Interference Cancellation |
| BCD | Block Coordinate Descent |
| SCA | Successive Convex Approximation |
| LoS | Line-of-Sight |
| nLoS | Non-Line-of-Sight |
| SINR | Signal-to-Interference-plus-Noise Ratio |
| TDMA | Time-Division Multiple Access |
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