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#### Abstract

In order to connect an incoming call to the user equipment (UE) in a mobile communication network, the location information of the UE must be always kept in the network database. Therefore, the efficiency of the location registration method of reporting new location information to a mobile communication network whenever the location information of the UE changes directly affects the performance of the radio channel, which is a limited resource in a mobile communication network. This study deals with distance-based registration (DBR). DBR does not cause the ping-pong phenomenon known to be a main problem in zone-based registration. It shows good performance when assuming a random walk mobility model. To improve the performance of the original DBR with one location area (1D), a DBR with two location areas (2D) was proposed. It is known that 2D is better than 1D in most cases. However, unlike 1D, an accurate mathematical model for 2D has not been presented in previous studies, raising questions about whether an accurate performance comparison has been performed. In this study, we present an accurate mathematical model based on the semi-Markov process for performance analysis of 2D. We compared performances of 1D and 2D using the proposed mathematical model. Various numerical results showed that 2D with two-step paging was superior to 1D in most cases. However, when simultaneous paging was applied to 2D, 1D was better than 2D in most cases. In real situations, optimal performance can be achieved by reflecting the network situation in real time and dynamically changing the operating method using a better-performing model among these two methods.
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## 1. Introduction

In a mobile communication network, the user equipment (UE) has the ability to move freely. Thus, the network must know the location information of the UE in order to connect a call to the UE. Location registration refers to the process by which the UE will report location information that changes depending on its movement to the network. When an incoming call occurs to a UE, the network finds the UE location information in its database and sets up the call based on that information. Since the efficiency of these location registration schemes directly affects the overall efficiency of radio resource management, it is important to find the optimum registration method.

Many proposals for location registration have been put forward, such as zone-based registration (ZBR) [1-3], distance-based registration (DBR) [1,4-9], movement-based registration [8-11], and time-based registration [1]. Movement-based registration has been discussed thoroughly in the literature, but its performance is not ideal. Time-based registration is only possible as an auxiliary method because it is very difficult to set the location area (LA). Thus, ZBR and DBR emerge as the most practical methods for actual mobile communication networks.

Although many studies including tracking area list-based registration and distributed mobility management for $4 \mathrm{G} / 5 \mathrm{G} / 6 \mathrm{G}$ have been performed in recent years [12-17], this
method is not a completely new one but rather a flexible strategy that can be implemented in the same way as one of the traditional methods.

ZBR is used universally over all mobile communication networks and has become the focus of much research. Also noteworthy is that research on maintaining two or three LAs in ZBR instead of one has attracted attention [2,3]. International standards stipulate that the number of LAs in ZBR should equal TOTAL_ZONES (TOTAL_ZONES = 1, 2, 3, ...) [1], but all mobile communication networks are run with a single LA in ZBR for convenience. Setting the number of LAs to two or three lowers location registrations but sends paging costs soaring, so research seeks to find the optimal tradeoff for minimizing total signaling costs.

In this study, we dealt with distance-based registration (DBR), another typical method applicable to the actual network. In DBR, whenever a UE enters a new cell, the distance from the most recently registered cell to the cell it just entered is calculated. If the distance is greater than or equal to the distance threshold D , location registration is performed. DBR offers advantages, including minimizing the ping-pong phenomenon associated with ZBR and distributing location registration costs evenly across all cells in the mobile communication network.

Furthermore, DBR allows a dynamic location registration method by varying the distance threshold for DBR for each UE depending on the characteristics of the UE. In addition, the performance can be improved using the effects of implicit registration by outgoing calls, which is not applicable in ZBR. In fact, DBR, along with ZBR, is one of the typical registration methods recommended by mobile communication standards [1] and is known to have as good a performance as ZBR [4].

To improve the performance of DBR with one LA (1D), DBR with two LAs (2D) has been proposed, demonstrating superior results in most cases [6]. In 2D, the UE stores not only the most recently registered LA but also the LA registered just before. In this case, location registration is not necessary when crossing two stored LAs. But this is at the cost of relatively higher paging costs than the existing 1D method. Whether to use one method or the other depends on the balance between reduced costs of location registration and increased paging costs.

However, while many mathematical analysis studies on 1D have been presented [4-7], an accurate mathematical model for 2D has been lacking, raising questions about the accuracy of the performance comparisons.

This study presents an accurate mathematical model to analyze the performance of 2D for the first time. A semi-Markov process model was used, assuming a two-dimensional random walk mobility model in a hexagonal cell environment. We showed that the proposed mathematical model could accurately evaluate performance and used this mathematical model to show which method is superior in which environment from numerical results for various environments.

The structure of this paper is as follows: Section 1 introduces the study, Section 2 explains 1D and 2D and describes the network environment for analysis, Section 3 assumes a mobility model based on a two-dimensional random walk model and presents the total signaling cost on radio channels using a semi-Markov process model, Section 4 provides numerical results for various environments, and Section 5 concludes the paper.

## 2. Distance-Based Registration (DBR)

Let us consider a DBR with one LA (1D) and a DBR with two LAs (2D). First, let us take a brief look at original DBR.

### 2.1. Distance-Based Registration with one Location Area (1D)

In DBR, whenever a UE enters a new cell, the distance between the current cell ( $\mathrm{X}, \mathrm{Y}$ ) and the most recently registered cell $\left(\mathrm{X}_{\mathrm{reg}}, \mathrm{Y}_{\text {reg }}\right)$ is calculated. If the value is greater than or equal to the distance threshold D , location registration is performed. In other words, location registration is performed if the following relational expression is satisfied [4,6]:

$$
\sqrt{\left(X-X_{r e g}\right)^{2}-\left(Y-Y_{r e g}\right)^{2}} \geq D
$$

In real situations, the distance between two points must be accurately calculated according to changes in latitude and longitude, reflecting that the Earth is spherical [1]. However, in this study, it was sufficient to use the distance between two points on a plane.

Using DBR has several advantages [4-7]. First, new location registration occurs only after moving at least D distance from the point where the previous location registration occurred. Thus, unlike zone-based registration, a ping-pong phenomenon does not occur in DBR while moving back and forth across LA boundaries. Additionally, in DBR, each UE has a different LA. Thus, the location registration cost is generated equally across all cells in the mobile communication network. However, in a zone-based registration, the location registration cost is concentrated only on border cells of the LA.

In addition, a dynamic location registration method that can minimize the total signaling cost is possible by varying the distance threshold for DBR for each UE depending on the characteristics of the UE or by varying the distance threshold depending on the situation even for the same UE.

Another important advantage is that when an outgoing call or incoming call occurs in DBR, the same effect as location registration can be achieved without additional location registration costs $[4,6]$. In other words, location information can be transmitted to the network without a separate location registration message by using a call processing message to connect a call. Location registration through this procedure is called implicit registration. In location registration methods with different LAs for each UE (such as DBR, movementbased registration, and time-based registration), the outgoing or incoming call can reduce the location registration cost. When an outgoing or incoming call is attempted, the same effect can be seen as if the location is registered in the corresponding cell without additional location registration costs. Thus, the more frequently outgoing or incoming calls occur, the more the location registration cost decreases. In particular, if outgoing calls occur frequently, the number of location registrations decreases accordingly without paging occurrence. On the other hand, the generation of an incoming call can reduce the number of location registrations. However, the number of paging to find the UE increases accordingly. Therefore, considering the trade-off relationship between location registration and paging, the value of the optimal distance threshold (or the size of the optimal LA) will have to be decided.

### 2.2. Distance-Based Registration with Two Location Areas (2D) [6]

Let us now look at DBR with two LAs (2D), which is the main subject of this study. To evaluate the performances of 1D and 2D, assume a mobile communication network consisting of hexagonal cells of the same size as shown in Figure 1. The distance threshold D between two cells was defined as the minimum number of cells entering to move from one cell to the remaining cell for convenience. For example, in Figure 1, the distance between a ring 0 -cell and one of the ring 2-cells was 2 . As could be seen in the figure, in 1D with distance threshold $D$, an LA consisted of $D$ rings (ring $0,1, \ldots, D-1$ ). The total number of cells in an $L A$ was $1+3 D(D-1)$. Figure 1 shows LAs when the distance threshold $D$ was 3 .

In the 1D, when the UE performed location registration, the previous LA was deleted. That is, in the case of 1D, one LA was most recently registered. Even if the UE returned to the LA it belonged to just before entering the current LA (most recently registered), location registration must be performed anew. For example, consider the case shown in Figure 1. Let us assume that after registering the location in cell A, the UE continued to move and perform location registration in cell B. In this case, cell A was the center cell of the LA to which it belonged just before the last location registration. As shown in Figure 1, when the UE registered at cell B moved along the movement path of 1-2-3-4-5-6, in the case of 1D, the location registration should be performed at position 6, even though cell A was the cell of the LA to which it had previously belonged.


Figure 1. Location areas for distance-based registration ( $D=3$ ).
To reduce such unnecessary location registration, this study considered a DBR with two LAs (2D) [6] that could store not only the current LA but also the immediately preceding LA so that location registration would not be performed when re-entering these LAs. However, the paging cost increases compared to the existing 1D. Thus, which method has better performance can be determined depending on the decrease in location registration cost and the increase in paging cost.

In 2D, when the UE enters a new cell, distances between the current cell and center cells of the two stored LAs must both reach the distance threshold D to perform location registration.

Let $\mathrm{LA}_{1}$ and $\mathrm{LA}_{2}$ be the current LA and previous LA. In addition, let $\left(\mathrm{X}_{1}, \mathrm{Y}_{1}\right)$ and $\left(\mathrm{X}_{2}, \mathrm{Y}_{2}\right)$ be the coordinates of the center cells of $\mathrm{LA}_{1}$ and $\mathrm{LA}_{2}$. The 2D is operated as follows [6]:
(1) When a UE is turned on, it performs a power-on registration. UE stores the current cell $\left(\mathrm{X}_{0}, \mathrm{Y}_{0}\right)$ as the center cell of $\mathrm{LA}_{1}$.

$$
\mathrm{LA}_{1}:\left(\mathrm{X}_{1}, \mathrm{Y}_{1}\right)=\left(\mathrm{X}_{0}, \mathrm{Y}_{0}\right)
$$

(2) When UE enters a neighboring cell ( $\mathrm{X}, \mathrm{Y}$ ), it calculates the distance between the current cell and $\mathrm{LA}_{1}$.

$$
\mathrm{D}_{1}=\sqrt{\left(\mathrm{X}-\mathrm{X}_{1}\right)^{2}+\left(\mathrm{Y}-\mathrm{Y}_{1}\right)^{2}}
$$

(3) If UE's distance reaches D, UE registers its location. Otherwise, it goes to step 2. After a registration, $\mathrm{LA}_{1}$ and $\mathrm{LA}_{2}$ are updated.

$$
\begin{gathered}
\mathrm{LA}_{2}:\left(\mathrm{X}_{2}, \mathrm{Y}_{2}\right)=\left(\mathrm{X}_{1}, \mathrm{Y}_{1}\right) \\
\mathrm{LA}_{1}:\left(\mathrm{X}_{1}, \mathrm{Y}_{1}\right)=(\mathrm{X}, \mathrm{Y})
\end{gathered}
$$

(4) When UE enters a neighboring cell $\left(\mathrm{X}^{\prime}, \mathrm{Y}^{\prime}\right)$, it calculates the distance between the current cell and $\mathrm{LA}_{1}$ and the distance between the current cell and $\mathrm{LA}_{2}$.

$$
\begin{aligned}
& \mathrm{D}_{1}=\sqrt{\left(\mathrm{X}^{\prime}-\mathrm{X}_{1}\right)^{2}+\left(\mathrm{Y}^{\prime}-\mathrm{Y}_{1}\right)^{2}} \\
& \mathrm{D}_{2}=\sqrt{\left(\mathrm{X}^{\prime}-\mathrm{X}_{2}\right)^{2}+\left(\mathrm{Y}^{\prime}-\mathrm{Y}_{2}\right)^{2}}
\end{aligned}
$$

(5) When both calculated distances reach D at the same time, UE registers its location. Otherwise, it goes to step 4. After a registration, $\mathrm{LA}_{1}$ and $\mathrm{LA}_{2}$ are updated.

$$
\begin{aligned}
& \mathrm{LA}_{2}:\left(\mathrm{X}_{2}, \mathrm{Y}_{2}\right)=\left(\mathrm{X}_{1}, \mathrm{Y}_{1}\right) \\
& \mathrm{LA}_{1}:\left(\mathrm{X}_{1}, \mathrm{Y}_{1}\right)=\left(\mathrm{X}^{\prime}, \mathrm{Y}^{\prime}\right)
\end{aligned}
$$

Go to step 4.
(6) When a call occurs in cell $\left(\mathrm{X}^{\prime \prime}, \mathrm{Y}^{\prime \prime}\right)$ in any of the above steps, $\mathrm{LA}_{1}$ and $\mathrm{LA}_{2}$ are updated by an implicit registration.

$$
\begin{aligned}
& \mathrm{LA}_{2}:\left(\mathrm{X}_{2}, \mathrm{Y}_{2}\right)=\left(\mathrm{X}_{1}, \mathrm{Y}_{1}\right) \\
& \mathrm{LA}_{1}:\left(\mathrm{X}_{1}, \mathrm{Y}_{1}\right)=\left(\mathrm{X}^{\prime \prime}, \mathrm{Y}^{\prime \prime}\right)
\end{aligned}
$$

It is known that 2D is better than 1D in most cases. However, unlike 1D, an accurate mathematical model for 2D has not been presented in a previous study [6], raising questions about whether an accurate performance comparison has been performed. In this study, we present an accurate mathematical model based on the semi-Markov process for the performance analysis of 2D.

## 3. Mathematical Model

In this section, we proposed a new mathematical model based on the semi-Markov process theory to analyze the accurate performance of 2D from the viewpoint of the total signaling cost on radio channels.

### 3.1. Notations and Assumptions

The following notations are defined to analyze the total signaling cost on radio channels [3-7].

- $\quad C_{p}$ : signaling cost for paging per cell on radio channels;
- $\mathrm{C}_{\mathrm{u}}$ : signaling cost for one location registration on radio channels;
- $\mathrm{T}_{\mathrm{i}}$ : interval between two incoming calls (r. v. (random variable), $\mathrm{E}\left[\mathrm{T}_{1}\right]=1 / \lambda_{\mathrm{i}}$ );
- $\mathrm{T}_{\mathrm{o}}$ : interval between two outgoing calls (r. v., $\mathrm{E}\left[\mathrm{T}_{\mathrm{o}}\right]=1 / \lambda_{\mathrm{o}}$ );
- $\mathrm{T}_{\mathrm{C}}$ : interval between two calls (r. v., $\mathrm{E}\left[\mathrm{T}_{\mathrm{c}}\right]=1 / \lambda$ );
- $\quad \mathrm{T}_{\mathrm{m}}$ : sojourn time in a cell (r. v., $\mathrm{E}\left[\mathrm{T}_{\mathrm{m}}\right]=1 / \lambda_{\mathrm{m}}$ );
- $\quad \mathrm{R}_{\mathrm{m}}$ : interval between the arrival of the call and the time when the UE moves out of the cell (r.v.);
- CMR: call to mobility ratio $\left(=\lambda_{\mathrm{i}} / \lambda_{\mathrm{m}}\right)$;
- $\quad f_{m}^{*}(t)$ : Laplace-Stieltjes transform for $\mathrm{T}_{\mathrm{m}}\left(=\int_{t=0}^{\infty} e^{-s t} f_{m}(t) d t\right)$;
- m : probability that the UE entering a cell moves to other cells before a call occurs (=P[T $\left.\mathrm{T}_{\mathrm{c}}>\mathrm{T}_{\mathrm{m}}\right]$ );
- $\quad \mathrm{m}^{\prime}$ : probability that a UE to/from which a call occurs moves to other cells before another call occurs ( $=P\left[T_{c}>R_{m}\right]$ ).

In addition, the following are assumed in order to analyze the total signaling cost in 2D.
(i) The interval between two calls, $\mathrm{T}_{\mathrm{c}}$, follows an exponential distribution with a mean of $1 / \lambda$.
(ii) The UE's sojourn time in a cell, $T_{m}$, follows a general distribution with a mean of $1 / \lambda_{m}$.
(iii) The probability that UE moves to one of the six neighboring cells with the same probability (in other words, $1 / 6$ ).

We assumed that a mobile communication network consisted of hexagonal cells of the same size, as shown in Figure 1. As can be seen in the figure, the total number of cells in 1 D was $1+3 \mathrm{D}(\mathrm{D}-1)$. On the other hand, in the case of 2 D , the total LAs ( tLA ) could have various forms. Therefore, the number of cells within the tLA might vary depending on the type of tLA. Let us take a look at various forms of tLA in 2D and the resulting mathematical models.

### 3.2. Mathematical Models for $2 D$

The total signaling cost is composed of the registration cost and paging cost. Regarding the paging method, most mobile communication networks adopt simultaneous paging, paging all cells within an LA at once. Since 2D has two LAs, paging costs will rapidly increase if simultaneous paging is adopted. Therefore, in the case of 2D, a way to reduce paging costs must be found. In the case of 2 D , the probability of being in $\mathrm{LA}_{1}$ is much
greater than in $\mathrm{LA}_{2}$. Thus, we considered two-step selective paging, i.e., paging $\mathrm{LA}_{1}$ first and paging $\mathrm{LA}_{2}$ if there was no response. In this case, to obtain the exact paging cost, we need to find the probability of being in $\mathrm{LA}_{1}$ and $\mathrm{LA}_{2}$.

Now, let us look at the various forms of tLA and resulting mathematical models to calculate the probability of being in $\mathrm{LA}_{1}$ and $\mathrm{LA}_{2}$ and the final total signaling cost on radio channels.

### 3.2.1. Three Types of Total LAs in 2D when $\mathrm{D}=2$

In the case of 2D when $\mathrm{D}=2$, total LAs (tLA) have three forms, as shown in Figure 2. Let us look at type A first. As shown in Figure 2A, type A indicates a case where a UE that has registered its location in a cell marked in green moves and registers its location in a yellow cell (which is one of the six closer cells out of the 12 cells surrounding ring 1-cells). In this case, $\mathrm{LA}_{1}$ (current LA) is defined as seven cells with a yellow cell as the center cell, and $\mathrm{LA}_{2}$ (previous LA) is defined as seven cells with a green cell as the center cell. In this case, the two middle cells are included in both Las.


Figure 2. Three types of total LAs in 2D when D $=2$.
Next, let us look at type B. Type B indicates a case where a UE that has registered its location in a green cell moves and registers its location in a yellow cell, which is farther away than the yellow cell of type A. Likewise, $\mathrm{LA}_{1}$ (current LA) is defined as seven cells with a yellow cell as the center cell, and $\mathrm{LA}_{2}$ (previous LA ) is defined as seven cells with a green cell as the center cell. However, in the case of type $B$, only one cell in the middle overlaps with both LAs. Therefore, it has a different type of tLA from type A.

Next, let us look at type C. Type C refers to a case where a UE that has registered its location in a cell marked in green is moving and a call occurs in a yellow cell belonging to ring 1 of the current LA, resulting in implicit registration. In this case, $\mathrm{LA}_{1}$ (current LA) is defined as seven cells with a yellow cell as the center cell, and LA 2 (previous LA) is defined as seven cells with a green cell as the center cell. In this case, the four middle cells are included in both LAs.

In Figure 2, numbers written in cells indicate states when applying the Markov chain model. Cells with the same stochastic properties are defined as being in the same state by writing the same numbers.

As a result, the tLA of the UE when $\mathrm{D}=2$ can be of three types, as shown in Figure 2 and Table 1. Location registration cost and paging cost must be calculated by analyzing which type the UE belongs to and which cell it belongs to.

Table 1. Three types of total LAs of 2D when $\mathrm{D}=2$.

| Type | Conditions for Entry into This Type | No. of Cells in tLA <br> (No. of Overlapping <br> Cells in Both LAs) | No. of States <br> in Markov <br> Chain Model |
| :---: | :---: | :---: | :---: |
| A | The UE enters one of the 6 closer cells out <br> of the 12 cells surrounding ring 1 cells in <br> current LA. | $12(2)$ | $8(=7+1)$ |
| B | The UE currently enters one of the <br> 6 farther cells out of the 12 cells <br> surrounding ring 1 cells in current LA. | $13(1)$ | $10(=9+1)$ |
| C | A call occurs in a cell in ring 1. | $10(4)$ | 7 |

Now, let us find the probability that the UE belongs to a specific cell (or state) in type A. Based on cell 1, where new location registration occurred, the states of the remaining cells in the tLA could be classified into states 2, 3, 4, 5, 6, and 7, as shown in Figure 2. State 5 and state 6 have the same distance from state 1 , which is 2 . However, state 5 , unlike state 6 , does not generate location registration even when moving to another cell. Thus, it must be classified differently from state 6 . On the other hand, the two cells that make up state 6 have the same stochastic properties. Thus, they are classified as the same state.

Let us look at what other states the states defined in type A can transition to.
Through very sophisticated and time-consuming work, we can obtain a state transition diagram for all states. Since there are 25 states, the diagram is too large to be shown here. For readers' understanding, the state transition diagram for some states related to type A is shown in Figure 3.


Figure 3. State transition diagram for some states in 2D ( $D=2$ ).
In Figure 3, state 1 indicates the state in which the cell has been entered and the final location registration has been performed. State 0 indicates that a call has occurred in the last location registered cell (state 1). From state 0 and state 1 , transitions to state 0 , state 2, state 3 , and state 4 are possible. If a call occurs in state 1 (with probability $1-\mathrm{m}$ ), the state becomes 0 . Entering another cell in state 1 leads to states 2,3, and 4, each with a probability of $\mathrm{m} / 3$. If another call occurs in state 0 (with probability $1-\mathrm{m}^{\prime}$ ), the state becomes 0 again. Entering another cell in state 0 leads to states 2,3 , and 4 , each with a probability of $\mathrm{m}^{\prime} / 3$.

If the UE enters another cell within the current tLA from state 2 , it becomes states 1,2 , and 3 with a probability of $\mathrm{m} / 6$ for each. If it leaves the current tLA and enters a new cell, it becomes state 1 (with a probability of $\mathrm{m} / 3$ ) or state 9 (with a probability of $\mathrm{m} / 6$ ). It is worth noting that if a call occurs in state 2 (with a probability of $1-\mathrm{m}$ ), the state becomes 18 .

If the UE enters another cell within the current tLA from state 4 , it will enter states 1,3 , 5 , and 6 with a probability of $\mathrm{m} / 6$ for each. If it leaves the current tLA and enters a new cell, it will enter state 1 (with probability $\mathrm{m} / 3$ ). If a call occurs in state 4 (with probability $1-m)$, the state becomes 0 .

For states of type B and type C, the transition probability between states can be obtained through a similar process as type A. The final transition probability matrix $\mathbf{P}$ between a total of 25 states defined in these three types can be obtained as shown in Figure 4. State 0 indicates that a call has occurred in state 1 and state 8 indicates a state that a call has occurred in state 9 . State 1 and state 9 become state 0 and state 8 when a call occurs. On the other hand, states $2,3,4,6$, and 7 become state 18 when a call occurs.

|  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1-m' |  | (1/3)m' | (1/3) $\mathrm{m}^{\prime}$ | (1/3) m' |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 1 | 1-m |  | (1/3)m | (1/3)m | (1/3)m |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 2 |  | (1/2)m | (1/6)m | (1/6)m |  |  |  |  |  | (1/6)m |  |  |  |  |  |  |  |  | 1-m |  |  |  |  |  |  |
| 3 |  | (1/2)m | (1/6)m |  | (1/6)m |  |  |  |  | (1/6)m |  |  |  |  |  |  |  |  | 1-m |  |  |  |  |  |  |
| 4 |  | (1/3)m |  | (1/6)m | (1/6)m | (1/6)m | (1/6)m |  |  |  |  |  |  |  |  |  |  |  | 1-m |  |  |  |  |  |  |
| 5 | 1-m |  |  |  | (1/3)m |  | (1/3)m | (1/3)m |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 6 |  | (1/3)m |  |  | (1/6)m | (1/6)m |  | (1/6)m |  | (1/6)m |  |  |  |  |  |  |  |  | 1-m |  |  |  |  |  |  |
| 7 |  | (1/3)m |  |  |  | (1/6)m | (1/6) m | (1/6)m |  | (1/6)m |  |  |  |  |  |  |  |  | 1-m |  |  |  |  |  |  |
| 8 |  |  |  |  |  |  |  |  | 1-m' |  | (1/6) $\mathrm{m}^{\prime}$ | (1/3) m | (1/3)m' | (1/6)m' |  |  |  |  |  |  |  |  |  |  |  |
| 9 |  |  |  |  |  |  |  |  | 1-m |  | (1/6)m | (1/3)m | (1/3)m | (1/6)m |  |  |  |  |  |  |  |  |  |  |  |
| 10 |  | (1/3)m |  |  |  |  |  |  |  | (1/3)m |  | (1/3)m |  |  |  |  |  |  | 1-m |  |  |  |  |  |  |
| 11 |  | (1/3)m |  |  |  |  |  |  |  | (1/3)m | (1/6) m |  | (1/6)m |  |  |  |  |  | 1-m |  |  |  |  |  |  |
| 12 |  | (1/6)m |  |  |  |  |  |  |  | (1/3)m |  | (1/6)m |  | (1/6)m |  | (1/6)m |  |  | 1-m |  |  |  |  |  |  |
| 13 |  |  |  |  |  |  |  |  |  | (1/6)m |  |  | (1/3)m |  | (1/6)m | (1/3)m |  |  | 1-m |  |  |  |  |  |  |
| 14 |  |  |  |  |  |  |  |  | 1-m |  |  |  |  | (1/6)m |  | (1/3)m | (1/3)m | (1/6)m |  |  |  |  |  |  |  |
| 15 |  | (1/6)m |  |  |  |  |  |  |  | (1/6)m |  |  | (1/6)m | (1/6)m | (1/6)m |  | (1/6)m |  | 1-m |  |  |  |  |  |  |
| 16 |  | (1/3)m |  |  |  |  |  |  |  | (1/6)m |  |  |  |  | (1/6)m | (1/6)m |  | (1/6)m | 1-m |  |  |  |  |  |  |
| 17 |  | (1/3)m |  |  |  |  |  |  |  | (1/6)m |  |  |  |  | (1/6)m |  | (1/3)m |  | 1-m |  |  |  |  |  |  |
| 18 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 1-m' | (1/6) $\mathrm{m}^{\prime}$ | (1/3) $\mathrm{m}^{\prime}$ | (1/3)m' | (1/6) m' |  |  |
| 19 |  | (1/3)m |  |  |  |  |  |  |  | (1/6)m |  |  |  |  |  |  |  |  | $1-\mathrm{m}+(1 / 6) \mathrm{m}$ |  | (1/3)m |  |  |  |  |
| 20 |  | (1/3)m |  |  |  |  |  |  |  | (1/6)m |  |  |  |  |  |  |  |  | $1-\mathrm{m}+(1 / 6) \mathrm{m}$ | (1/6)m |  | (1/6)m |  |  |  |
| 21 |  | (1/6)m |  |  |  |  |  |  |  | (1/6)m |  |  |  |  |  |  |  |  | $1-\mathrm{m}+(1 / 6) \mathrm{m}$ |  | (1/6)m |  | (1/6)m | (1/6)m |  |
| 22 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | $1-\mathrm{m}+(1 / 6) \mathrm{m}$ |  |  | (1/3)m |  | (1/3)m | (1/6)m |
| 23 |  | (1/3)m |  |  |  |  |  |  |  | (1/6)m |  |  |  |  |  |  |  |  | 1-m |  |  | (1/6)m | (1/6)m |  | (1/6)m |
| 24 |  | (1/3)m |  |  |  |  |  |  |  | (1/6)m |  |  |  |  |  |  |  |  | 1-m |  |  |  | (1/6)m | (1/3)m |  |

Figure 4. Transition probability matrix $\mathbf{P}$ for 2D when $\mathrm{D}=2$.
Therefore, the probability that the UE belongs to each type and the probability that the UE belongs to which cell of that type must be calculated. The location registration cost and paging cost must be derived by reflecting this.

### 3.2.2. Five Types of Total LAs in 2D when $\mathrm{D}=3$

The tLA of a UE when $\mathrm{D}=3$ is more complex than that when $\mathrm{D}=2$, although the approach is the same. Let us look at the tLA type of the UE when $D=3$. In the case of $2 D$ when $D=3$, there are five types of tLA. Let us look at these in turn. The tLA of a UE when $\mathrm{D}=3$ is shown in Figure 5. According to the direction of movement in the edge cell, tLA, which is the union of the current LA and the previous LA, is defined differently, as shown in Figure 5A,B.

In addition, considering the implicit registration effect caused by the generation of a call, three types of tLA are possible. When a call occurs in a cell belonging to ring 1 in Figure 1, tLA is configured as shown in Figure 5C. Additionally, when a call occurs in one of the six farther cells out of the 12 cells in ring 2 in the current LA in Figure 1, the tLA is configured as shown in Figure 5D.


Figure 5. Five types of total LAs in 2D when $\mathrm{D}=3$.
Lastly, when a call occurs in one of the six closer cells out of the 12 cells in ring 2 in the current LA in Figure 1, the tLA is configured as shown in Figure 5E.

As a result, the tLA of a UE when $\mathrm{D}=3$ is possible in five types, as shown in Figure 5 and Table 2. The location registration cost and paging cost must be calculated by analyzing which type the UE belongs to and which cell it belongs to.

Table 2. Five types of total LAs of 2D when $\mathrm{D}=3$.

| Type | Conditions for Entry into This Type | No. of Cells in tLA <br> (No. of Overlapping <br> Cells in Both LAs) | No. of States in <br> Markov Chain <br> Model |
| :---: | :---: | :---: | :---: |
| A | The UE enters one of the 6 farther cells out <br> of the 18 cells surrounding ring 2 cells in <br> current LA. | $34(4)$ | $22(=21+1)$ |
| B | The UE enters one of the 12 closer cells out <br> of the 18 cells surrounding ring 2 cells in <br> current LA. | $32(6)$ | $33(=32+1)$ |
| C | A call occurs in a cell in ring 1. | $24(14)$ | 16 |
| D | A call occurs in one of the 6 farther cells <br> out of the 12 cells in ring 2 in current LA. | $29(9)$ | 15 |
| E | A call occurs in one of the 6 closer cells <br> out of the 12 cells in ring 2 in current LA. | $28(10)$ | 18 |

Ultimately, in order to derive the optimal environment in 2D, the probability of the UE belonging to each type and the probability of the UE belonging to each state in that type
must be calculated by varying the value of D . The location registration cost and paging cost must be derived by reflecting this.

First, let us find the probability that the UE belongs to a specific cell in type A. Based on cell 1, where a new location registration has occurred, the states of the remaining cells in the tLA can be classified into states 2 to 21, as shown in Figure 5. State 8 and state 9 have the same distance from state 1 , which is 1 . However, unlike state 9 , state 8 must be classified differently from state 9 because the UE in state 8 can register its location after two cell entrances. On the other hand, the two cells that make up state 8 have the same stochastic properties. Thus, they are classified as the same state.

Let us look at what other states the states defined in type A can transition to. State 1 indicates the state in which the cell has been entered and the final location registration has been performed. State 0 indicates that a call has occurred in the last location-registered cell (state 1 ). From state 0 and state 1 , transitions to states $0,4,6,8$, and 9 are possible. When entering another cell in state 1 , it becomes states $4,6,8$, and 9 . Respective probabilities are $\mathrm{m} / 6, \mathrm{~m} / 3, \mathrm{~m} / 3$, and $\mathrm{m} / 6$. If a call occurs in state 1 with a probability of $1-\mathrm{m}$, the state becomes 0 . If another call occurs in state 0 with a probability of $1-\mathrm{m}^{\prime}$, the state becomes 0 again. When entering another cell, it becomes states $4,6,8$, and 9 with probabilities of $\mathrm{m}^{\prime} / 6, \mathrm{~m}^{\prime} / 3, \mathrm{~m}^{\prime} / 3$, and $\mathrm{m}^{\prime} / 6$, respectively.

If the UE enters another cell within the current tLA from state 2, it will enter states 3 and 4 with probabilities of $\mathrm{m} / 3$ and $\mathrm{m} / 6$, respectively. If the UE leaves the current tLA and enters a new cell, it will enter state 1 (with a probability of $\mathrm{m} / 3$ ) or 23 (with a probability of $\mathrm{m} / 6$ ). It is worth noting that if a call occurs in state 2 (with probability $1-\mathrm{m}$ ), the state becomes 70 .

If the UE leaves the current tLA in state 10 and enters a new cell, it will enter states 1 and 23 with probabilities of $\mathrm{m} / 6$ and $\mathrm{m} / 6$, respectively. If the UE enters another cell within the current tLA, it becomes states $7,8,11$, and 13 with a probability of $m / 6$, respectively. If a call occurs in state 8 with a probability of $1-\mathrm{m}$, the state becomes 55 . If a call occurs in state 11 (with probability $1-\mathrm{m}$ ), the state becomes 88 .

For states of type B, C, D, and E, the transition probability between states can be obtained through a process similar to type A. A final transition probability matrix between a total of 104 states defined in these five types can be obtained. However, its size was too large to be included in the paper.

Finally, performance can be analyzed after obtaining the transition probability matrix for a total of 104 states defined in these five types. State 22 indicates a state in which a call has occurred in state 23 . State 1 and state 23 become state 0 and state 22 when a call occurs. On the other hand, states $4,6,8$, and 9 become state 55 when a call occurs, states $2,5,10$, and 12 become state 70 when a call occurs, and states 3,7 , and 11 become state 88 when a call occurs.

Now, let us obtain the total signaling cost of 2D using a semi-Markov process model.

### 3.2.3. Calculation of State Transition Probabilities

In the state transition diagram, every transition probability contains m or $\mathrm{m}^{\prime}$. The first m is the probability that the UE entering a cell will move to the neighboring cell before a call occurs. $m$ can be obtained as follows:

$$
\begin{equation*}
m=P\left(T_{c}>T_{m}\right)=\int_{t_{m}=0}^{\infty} \int_{t_{c}=t_{m}}^{\infty} \lambda e^{\lambda t_{c}} f_{m}\left(t_{m}\right) d t_{m} d t_{c}=f_{m}^{*}(\lambda), \tag{1}
\end{equation*}
$$

where $f_{m}^{*}(s)$ is the Laplace-Stieltjes transform for $T_{m}$.
Next, $\mathrm{m}^{\prime}$ is the probability that the UE, whose state has changed due to a call without entering a new cell, will move to the neighboring cell before another call occurs.
$R_{m}$ is the interval between the arrival of the call and the time when the UE moves out of the cell. The probability density function of $R_{m}, f_{r}(t)$ comes from the random observer property [18]:

$$
\begin{equation*}
f_{r}(t)=\lambda_{m} \int_{\tau=t}^{\infty} f_{m}(\tau) d \tau=\lambda_{m}\left(1-F_{m}(t)\right) \tag{2}
\end{equation*}
$$

The Laplace-Stieltjes transform for the distribution is shown as follows:

$$
\begin{equation*}
f_{r}^{*}(s)=\int_{t=0}^{\infty} e^{-s t} f_{r}(t) d t=\int_{t=0}^{\infty} e^{-s t} \lambda_{m}\left(1-F_{m}(t)\right) d t=\frac{\lambda_{m}}{s}\left(1-f_{m}^{*}(s)\right) \tag{3}
\end{equation*}
$$

Then, we have the following:

$$
\begin{gather*}
m^{\prime}=P\left[T_{c}>R_{m}\right]=\int_{0}^{\infty} \int_{t_{c}=r_{m}}^{\infty} \lambda_{c} e^{-\lambda_{c} t_{c}} f_{r}\left(r_{m}\right) d t_{c} d r_{m}=\int_{0}^{\infty} f_{r}\left(r_{m}\right) e^{-\lambda_{c} t_{c}} d r_{m}= \\
\frac{\lambda_{m}}{\lambda_{c}}\left(1-f_{m}^{*}\left(\lambda_{c}\right)\right) . \tag{4}
\end{gather*}
$$

### 3.2.4. Calculation of Sojourn Time in Each State

It is necessary to note that the sojourn time in each state is different. For example, the sojourn time in state 1 is different from the sojourn time in state 0 . The sojourn time in state 1 is the interval from the time a UE enters a cell until the time it leaves. On the other hand, the sojourn time in state 0 is the interval from the time a call occurs in a cell until the time it leaves.

In other words, if a UE entering a cell moves into a neighboring cell without a call occurring, then the sojourn time in the state is the interval from the time it enters a cell until the time it enters a neighboring cell. On the other hand, if a UE generates a call in a cell before it enters a neighboring cell, then the sojourn time in the state is the interval from the time it generates a call until the time it enters a neighboring cell.

It is necessary to consider that the sojourn time in each state is different to derive an accurate probability of the first paging failure.

Now, let us derive the sojourn time in state $i(i=1,2, \ldots 24$ except 8 for $D=2, i=1$, $2, \ldots, 103$ except 22 for $D=3$ ). The sojourn time in state $i(i=1,2, \ldots 24$ except 8 for $D=2, i=1,2, \ldots, 103$ except 22 for $D=3$ ) can be expressed as follows:

$$
T_{I}=\left\{\begin{array}{l}
T_{c}, \text { if } T_{c} \leq R_{m} \\
R_{m}, \text { if } T_{c}>R_{m}
\end{array}\right.
$$

We can derive its mean as follows:

$$
\begin{equation*}
T_{I}=\int_{0}^{\infty} \int_{0}^{r_{m}} t_{c} f_{c}\left(t_{c}\right) d t_{c} f_{r}\left(r_{m}\right) d r_{m}+\int_{0}^{\infty} \int_{r_{m}}^{\infty} r_{m} f_{c}\left(t_{c}\right) d t_{c} f_{r}\left(r_{m}\right) d r_{m}=\frac{1}{\lambda_{c}}\left(1-\frac{\lambda_{m}}{\lambda_{c}}\left[1-f_{m}^{*}\left(\lambda_{c}\right)\right]\right) \tag{5}
\end{equation*}
$$

Next, let us derive the sojourn time in state $j(j=0,8$ for $D=2$, and $j=0,22$ for $D=3)$. The sojourn time in state $j(j=0,8$ for $D=2$, and $j=0,22$ for $D=3$ ) can be expressed as follows:

$$
T_{J}=\left\{\begin{array}{l}
T_{c}, \text { if } T_{c} \leq T_{m} \\
T_{m}, \text { if } T_{c}>T_{m}
\end{array}\right.
$$

Its mean can be derived as follows:

$$
\begin{equation*}
T_{J}=\int_{0}^{\infty} \int_{0}^{t_{m}} t_{c} f_{c}\left(t_{c}\right) d t_{c} f_{m}\left(t_{m}\right) d t_{m}+\int_{0}^{\infty} \int_{t_{m}}^{\infty} t_{m} f_{c}\left(t_{c}\right) d t_{c} f_{m}\left(t_{m}\right) d t_{m}=\frac{1}{\lambda}\left(1-f_{m}^{*}(\lambda)\right) \tag{6}
\end{equation*}
$$

### 3.2.5. Calculation of Steady-State Probabilities

To obtain the steady-state probability $\tilde{\pi}$ considering different sojourn times, we first calculated the steady-state probability $\pi$ for the usual Markov chain with transition probability $\mathbf{P}$. This can be obtained using the following balanced equations [18]:

$$
\begin{equation*}
\pi P=\pi, \pi 1=1 \tag{7}
\end{equation*}
$$

The final steady-state probability of the semi-Markov process can be obtained as follows [18]:

$$
\begin{array}{r}
\tilde{\pi}_{k}=\frac{\pi_{k} \tau_{I}}{\sum_{i} \pi_{i} \tau_{I}+\sum_{j} \pi_{j} \tau_{J}}, k=1,2, \ldots 24 \text { except } 8 \text { for } D=2, k=1,2, \ldots 103 \text { except } 22 \text { for } D=3 \\
\tilde{\pi}_{k}=\frac{\pi_{k} \tau_{J}}{\sum_{i} \pi_{i} \tau_{I}+\sum_{j} \pi_{j} \tau_{J}}, k=0,8 \text { for } D=2, \text { and } k=0,22 \text { for } D=3 \tag{8}
\end{array}
$$

### 3.3. Registration Cost

By assuming that U is the registration cost of one registration, the registration cost per hour, Cu , can be obtained as follows:

$$
\begin{equation*}
C_{U}=U \cdot \lambda_{m} \cdot \sum_{k} \pi_{k} r_{k} \tag{9}
\end{equation*}
$$

where $\mathrm{r}_{\mathrm{k}}$ is the probability of location registration in state k when entering a neighboring cell.

### 3.4. Paging Cost

As described in Section 3.2, it is assumed that two-step paging is performed in 2D. The most recently registered LA is paged first. If there is no response, the remaining LA, except duplicated cells, is paged next. Assuming that V is the paging cost for one cell, the paging cost per hour, $\mathrm{C}_{\mathrm{P}}$, can be obtained as follows:
$C_{P}=V \cdot \lambda_{m} \cdot \sum_{\text {for all types }}\{N[L A(D)] \cdot P[1$ st paging success $]+N[t L A(D)] \cdot P[2$ nd paging success $]\}$,
where $N[L A(D)]$ is the number of cells in an LA $(=1+3 \mathrm{D}(\mathrm{D}-1)$ ), and $N[t L A(D)]$ is the number of cells in total LA.

### 3.5. Total Signaling Cost

The final total signaling cost per hour can be obtained by adding the registration cost to the paging cost as follows:

$$
C_{T}=C_{U}+C_{P}
$$

## 4. Numerical Results

Let us compare the performances of 1D and 2D in various environments. First, for comparison in the same situation, it was assumed that the distance thresholds of the two methods were the same. Also, the following situation [4-7] is also assumed:

- Registration cost of one registration, U , is 10 , and the paging cost for one cell, V , is 1 ( $\mathrm{U}=10, \mathrm{~V}=1$ ).
- Incoming and outgoing call rates are both one call per hour $\left(\lambda_{i}=\lambda_{0}=1\right)$.
- UE's sojourn time in a cell, $\mathrm{T}_{\mathrm{m}}$, follows an exponential distribution with a mean of 1 ( $\lambda_{\mathrm{m}}=1$ ).
To examine changes in mobility and call arrival characteristics, the call-to-mobility ratio (CMR) $\lambda_{i} / \lambda_{m}$ is considered. For example, a CMR of $1 / 3$ means a situation where the UE enters three cells during the incoming call arrival interval. As the CMR becomes smaller, the number of entering cells increases compared to the call arrival interval. In this study, three CMRs are assumed: $0.3,0.4$, and 0.5 .


### 4.1. Registration Cost for $1 D$ and $2 D$

Figure 6 shows the cost of location registration in 1D and 2D for various CMRs. From the figure, it can be seen that the location registration cost for 2D is significantly lower than that for 1D. Among the three cases shown in the figure, when looking at $\mathrm{CMR}=0.3$, where location registration occurs the most, compared to 1 D , the location registration cost of 2 D is decreased by $15.9 \%, 9.2 \%$, or $1.5 \%$ when $\mathrm{D}=1,2$, or 3 , respectively. When looking at $\mathrm{CMR}=0.5$, where location registration occurs the least, compared to 1 D , the location registration cost of 2D is decreased by $15.4 \%, 6.5 \%$, or $0.8 \%$ when $\mathrm{D}=1,2$, or 3 , respectively.

It could be seen that there was no significant difference in the reduction rate according to the change in CMR. As the D value increased to 2 or 3 , less location registration occurred in 2D than in 1D. However, the decrease rate was smaller than that when $D=1$. It seemed that as the size of the LA increased, the frequent setup of new LAs due to the frequent occurrence of calls prior to location registrations increased, resulting in a reduction in regular location registrations in both 1D and 2D.


Figure 6. Registration cost for various CMRs.

### 4.2. Total Cost for $1 D$ and $2 D$

Figure 7 shows the total costs of 1 D and 2D for $\mathrm{CMR}=0.4$. From the figure, we can see that 2D showed overall better performance than 1D in terms of total signaling cost. When CMR $=0.4$ (entering 2.5 cells while one incoming call occurred), the total signaling cost for 2 D decreased by $15.6 \%, 7.6 \%$, or $1.0 \%$ when $\mathrm{D}=1,2$, or 3 , respectively, compared to 1D.


Figure 7. Total cost for $\mathrm{CMR}=0.4$.
What was noteworthy in the figure was that as D increased to 1,2 , and 3 , the location registration cost decreased rapidly, while the paging cost increased rapidly, reaching a minimum total signaling cost at $\mathrm{D}=2$. Another point to note in terms of comparing 1D and 2D was that while the location registration cost was significantly reduced in 2D compared to that in 1D, the reduction in paging cost was surprisingly small. The reason why paging costs did not increase significantly in 2D was that even if there were two LAs, the UE almost remained in the recently registered LA.

Since the actual mobile communication network will be operated in an environment where $\mathrm{D}=2$, where the total cost is the minimum, the actual reduction rate of the total signal cost of 2D can be said to be $7.6 \%$ in this environment.

### 4.3. Total Cost for Various CMRs

Figure 8 shows the total cost for various CMRs. When CMR was $0.3,0.4$, or 0.5 at $\mathrm{D}=2$, where the total cost was minimum, the total cost of 2 D was $9.2 \%, 7.6 \%$, or $6.5 \%$ smaller than that at 1D, respectively, showing that 2D had a superior performance overall.


Figure 8. Total cost for various CMRs.
Looking at the figure, we could see that there was no significant difference in the total signaling cost of 1D and 2D in an environment where the CMR and distance threshold D were large (for example, when $\mathrm{CMR}=0.5$ and $\mathrm{D}=3$ ). This meant that as the CMR increased (i.e., as the number of cells the UE entered per call generation decreased), the number of location registrations decreased. Thus, the difference between the two methods was not large. In addition to a large CMR , if the distance threshold D also increased, the number of location registrations further decreased. Thus, the difference in location registration between 1D and 2D was bound to be subtle.

Additionally, as the D increased, the increase in paging cost, a disadvantage of 2D, tended to be more noticeable than the decrease in location registration cost, which was an advantage of 2D. In other words, as D increased, the number of cells in the LA increased, which meant that the paging cost increased. Therefore, in situations where the CMR was large and the D was also large, such as $\mathrm{CMR}=0.5$ and $\mathrm{D}=3$, the reduction in location registration cost might be minimal while the paging cost might increase rapidly. Thus, the total signaling costs of 1D and 2D might not be much different. In some cases, the total cost of 2D might be larger than that of 1D.

From the figure, it could be seen that even if the CMR changed, the value of D , which minimized total signaling costs of 1D and 2D in most environments, was 2 . When comparing the performance at $\mathrm{D}=2$, where the total cost was minimal, 2 D showed 6.5 to $9.2 \%$ better performance than 1D.

In conclusion, it can be seen that 2D outperforms 1D in most actual mobile communication environments. However, since 2D is not better than 1D in all cases, it is necessary to select an appropriate location registration method by comprehensively considering the system environment, adaptability to expansion, and operational convenience.

### 4.4. Effect of Implicit Registration by Outgoing Calls

As explained before, when an outgoing call from the UE is made in a cell, the network updates the location through the call processing messages without the registration process, which is called an implicit registration by an outgoing call. Therefore, as the number of outgoing calls increases, the location registration cost will decrease. Furthermore, in this case, the paging cost can be reduced in 2D since the network can update the UE's current cell.

Figure 9 compares the performance results of 1D and 2D for various outgoing call rates, assuming the incoming call rate is 1 . In the figure, $\lambda_{\mathrm{o}}=\mathrm{i}$ means that the outgoing call rate is $i$. From the figure, we can see that 2D with a high outgoing call rate is superior to 1D with the same rate.


Figure 9. Effect of implicit registration by outgoing calls ( $C M R=0.4$ ).
In this instance, $1-\left[2 \mathrm{D}\left(\lambda_{\mathrm{o}}=1\right) / 2 \mathrm{D}\left(\lambda_{\mathrm{o}}=\mathrm{i}\right)\right]$ means the reduction ratio of 2 D when the outgoing call rate increases by i. From the figure, we can see that, when $D=2,2 D$ with $\lambda_{o}=3$ reduces the cost by $13 \%$ compared to 2 D with $\lambda_{o}=1$.

Note that, when $D=2,2 D$ with a low outgoing call rate $\left(\lambda_{o}=1\right)$ is sometimes inferior to 1D with a high outgoing call rate $\left(\lambda_{\mathrm{o}}=3\right)$. In conclusion, the implicit registration effect by outgoing calls should be considered to minimize the total cost.

### 4.5. Total Signaling Cost for Various Gamma Distributions

Let us consider the case where the UE's sojourn time in a cell, $\mathrm{T}_{\mathrm{m}}$, follows a gamma distribution with a mean of 0.4 . We will focus on the variances in gamma distributions.

Assuming $\mathrm{E}\left(\mathrm{T}_{\mathrm{m}}\right)=0.4$, Figure 10 compares performance results for various variances of $\mathrm{T}_{\mathrm{m}}$. The figure showed that, as the variance increased, 2 D was much more superior to 1D. In order to increase the variance while maintaining the same mean in the gamma distribution, the shape parameter must be decreased. In this case, the probability that the sojourn time in the cell was less than the mean increase, which made the location registration increase, thus reducing the total signaling cost in 2D more significantly with an advantage from the viewpoint of location registration than in 1D.


Figure 10. Total cost for various gamma distributions $(C M R=0.4)$.

### 4.6. Total Cost for Simultaneous Paging

Let us consider the case when simultaneous paging is applied to both 1D and 2D. Figure 11 shows that, in this environment $(\mathrm{CMR}=0.4), 1 \mathrm{D}$ is much more superior to 2 D at $\mathrm{D}=2$ where the total cost is minimal. Through many numerical results for various CMRs, it could be seen that, when simultaneous paging was applied to both 1D and 2D, 1D was superior to 2D in most cases, unless the CMR was very small.


Figure 11. Total cost for simultaneous paging $(C M R=0.4)$.
However, in the figure, 2D was superior to 1 D at $\mathrm{D}=1$. If DBR in which LA increased on a cell-by-cell basis [7] was introduced, 2D might be superior to 1D between $\mathrm{D}=1$ and $\mathrm{D}=2$. Thus, a more sophisticated analysis is needed.

Since better performance between 1D and 2D will vary depending on the various situations, optimal performance can be achieved by reflecting the network environment in real time and dynamically changing to operate in the method that provides better performance among the two methods.

## 5. Conclusions

In order to provide mobile communication services to more subscribers within limited radio channels, the efficiency of radio channels must be increased. Achieving this goal calls for the implementation of an efficient location registration method. Two typical location registration methods applicable to the actual mobile communication network are zone-based registration (ZBR) and distance-based registration (DBR).

This study focused on DBR where new location registration occurs only after moving a minimum distance D from the point where the previous location registration occurred. Unlike ZBR, DBR generates the location registration cost equally across all cells in the mobile communication network. Furthermore, DBR allows dynamic location registration by varying the distance threshold for each UE depending on the characteristics of the UE, and the performance can be improved by leveraging the implicit registration effects of outgoing calls.

To improve the performance of DBR with one LA (1D), DBR with two LAs (2D) was proposed. In 2D, location registration becomes unnecessary when crossing two stored LAs. But this is at the cost of relatively higher paging costs than the existing 1D method. Whether to use one method or the other depends on the balance between the reduced costs of location registration and the increased costs of paging.

An accurate mathematical model for 2D has been lacking. In this study, we presented an accurate mathematical model to analyze the performance of 2 D for the first time. A semi-Markov process model was used, assuming a two-dimensional random walk mobility model in a hexagonal cell environment. Unlike 1D, it was difficult to analyze the performance of 2D since total location areas (tLA) could have various forms. The 2D method was modeled as a comprehensive Markov chain with three types of tLA ( 25 states) for $\mathrm{D}=2$ and five types of tLA (105 states) for $\mathrm{D}=3$. Location registration costs and paging costs were calculated using a semi-Markov process model to analyze the UE's type and cell association.

Our proposed mathematical model accurately evaluated performance showing that 2D with two-step paging is better than existing 1D in all but a few cases. Nonetheless, 2D does not always outperform 1D. Thus, when choosing a location registration method, one should take into consideration factors such as system environment, suitability for system expansion, and operational convenience. The results of this study can serve to guide the selection and implementation of an appropriate location management method depending on the environment in which the network operates.

It is important to note that this study only presents a conceptual idea of constructing two LAs in DBR, and implementing the proposed method in contemporary mobile networks poses challenges. Future studies will examine implementation possibilities, taking into account hierarchical cell layouts, the possibility of two-step paging, and internetworking with mobile peer-to-peer networks [19,20].
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