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Abstract: Nowadays, wireless communication technology is evolving towards high data rates, a low
latency, and a high throughput to meet increasingly complex business demands. Key technologies in
this direction include multiple-input multiple-output (MIMO) and orthogonal frequency division
multiplexing (OFDM). This research is based on our previous work DMCNet. In this article, we focus
on studying the deep learning (DL) application of neural networks to solve the reception of single-
antenna OFDM signals. Specifically, in multi-antenna scenarios, the channel model is more complex
compared to single-antenna cases. By leveraging the characteristics of DL, such as automatic learning
of parameters using deep neural networks, we treat the reception process of MIMO-OFDM signals
as a black box and utilize neural networks to accomplish the signal reception task. Moreover, we
propose a data-driven multi-pilot convolution neural network for MIMO-OFDM receivers (DMCNet).
By incorporating complex convolution and complex fully connected structures, we design a receiver
network to recover the transmitted signals from the received signals. We validate the accuracy
and robustness of DMCNet under different channel conditions, comparing the bit error rates with
different schemes. Additionally, we discuss the factors influencing various channel effects. At the
same time, we also propose a model-driven scheme, DMCNet-pro, which has a higher accuracy
and fewer parameters in some scenarios. The experimental results demonstrate that the DL-based
reception scheme exhibits promising feasibility in terms of accuracy and interference resistance when
compared to traditional approaches.

Keywords: MIMO; OFDM; multiple pilots; neural networks; complex convolution

1. Introduction

Orthogonal frequency division multiplexing (OFDM) and multiple-input multiple-
output (MIMO) are key technologies used in current 5G and even future 6G wireless
communications [1]. OFDM enables parallel transmission of signals by using overlapping
orthogonal sub-channels to transmit data. The data streams are modulated onto various
sub-channels. Its main advantages are the high spectrum efficiency and the ability to cope
with adverse channel conditions without complex equalization filters. MIMO technology
utilizes multiple antenna arrays at both the transmitting and receiving ends of the sys-
tem. At the transmitting end, the serial data streams are parallelized through space-time
transformations and are sent out through different transmitting antennas. At the receiving
end, multiple antennas are used to receive the signals, and the received signal is processed
through decoding modules. MIMO technology fully utilizes spatial and temporal diver-
sity and multiplexing gains, significantly increasing the channel capacity and spectrum
efficiency without increasing the occupied bandwidth [2].
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However, the communication environment is becoming increasingly complex, and
the transmission of signals is subject to various unfavorable factors, making it increasingly
difficult to accurately receive signals. Traditional multi-antenna, multi-carrier signal re-
ceiver schemes often require channel estimation, symbol detection, and other steps. In
multi-antenna scenarios, researchers have proposed optimal signal detection algorithms,
also known as Maximum Likelihood (ML) detection algorithms [3]. These methods ex-
haustively search through all possible transmitted signals to find the optimal solution,
providing the best performance in terms of solution accuracy, but they come with a high
computational complexity. Commonly used linear signal detection algorithms include the
Zero Forcing (ZF) detection algorithm [4] and the Minimum Mean Square Error (MMSE)
detection algorithm [5]. The ZF algorithm is a linear precoding technique used in wireless
communication. It aims to eliminate interference by designing a matrix that cancels out
signals from unwanted users, improving system performance, especially in multi-user
scenarios. The ZF algorithm has a simple solution but suffers from significant performance
degradation when the noise power is high. The MMSE detection algorithm takes noise
into account and performs better than the ZF algorithm at lower signal-to-noise ratios.
However, in increasingly complex communication environments, these traditional methods
exhibit poor robustness, susceptibility to interference, and limited accuracy. Therefore, in
the field of wireless signal reception, there is a need for new technologies to complement
and optimize traditional methods.

Fortunately, with the continuous development of computer hardware, the training
capability of deep neural networks has become stronger. In recent years, the development
of deep learning theory has been rapid, and related research has been applied to the field of
wireless communications. Compared to traditional approaches, deep learning algorithms
learn knowledge automatically from existing data and experimental results, surpassing the
limitations of traditional mathematical approaches and exhibiting superior performance
and adaptability in certain scenarios. Reference [6] first proposed the design of a single-
antenna OFDM receiver using a five-layer fully connected structure. The fully connected
network does not require explicit channel estimation and signal detection, treating the entire
receiver as a black box. This breaks the modular structure of traditional approaches, and the
experimental results demonstrate that the neural-network-based approach exhibits stronger
robustness. Model-driven approaches combine deep learning with expert knowledge in
the field of wireless communications. The receiver is divided into two sub-networks:
channel estimation (CE) and signal detection (SD). A typical representative is ComNet [7]
proposed by the team from Southeast University. Subsequently, SwitchNet [8], also based
on a model-driven approach, was proposed to address performance issues in ComNet.
Additionally, DCCN [8], based on a complex convolutional structure, includes a receiver,
but its code is not open-source, making it difficult to reproduce the simulation links and
training data. On the other hand, some individual achievements in researching deep
learning MIMO receivers have been published in recent years. These studies focus on the
design of single-carrier MIMO receivers. In 2018, Shi Jin et al. proposed OAMP-Net [9],
which uses a multi-layer iterative neural network approach to design MIMO receivers.

In current practical applications, MIMO and OFDM are often combined, known as
MIMO-OFDM. Compared to pure MIMO or OFDM techniques, the signal transmission
process of MIMO-OFDM is more complex. Factors such as the number of antennas and the
number of subcarriers and the specific characteristics of OFDM, such as cyclic prefix and
peak clipping, increase the complexity of the communication process. Therefore, this paper
aims to expand the aforementioned research by designing a small-scale MIMO-OFDM
receiver that incorporates the principles of deep learning. The link of the DL-based MIMO-
OFDM receiver is shown in Figure 1. Specifically, in this research, we start by studying
the reception scheme for OFDM signals and extending it to MIMO-OFDM receiver design.
Deep learning methods are employed to conduct research in this field, treating the entire
receiver as a black box and utilizing deep neural networks to perform tasks such as
channel estimation and signal detection. Furthermore, a deep-learning-based receiver
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called DMCNet is proposed [10], which combines complex convolution and complex, fully
connected structures. This receiver network aims to recover the transmitted signals from
the received signals and validate their accuracy and robustness under different channel
conditions. Finally, based on the data-driven model DMCNet, a model-driven approach
is proposed. Experimental results demonstrate that the model-driven approach, when
combined with relevant algorithms from traditional communications, achieves a higher
accuracy and requires fewer parameters in certain scenarios.

Peak Clipping SNR=5~35 dB
Cyclic Prefix
Transmitter - .

(Tx) Y ! RF Chain —

_ Channel
Input Recewe
0] 5] Output signals (Y)
DL-based
: — . —
Pilot: 8 or 32 @ receiver

Figure 1. The link of a DL-based MIMO-OFDM receiver.

Motivated by the discussion above, we design a model-driven multi-pilot convolution
neural network for MIMO-OFDM receivers (DMCNet-pro). Comparing to previous work,
a signal denoising module is added to denoise the pilot frequency and data, respectively, in
DMCNet-pro. The network we propose shows great performance regarding accuracy and
robustness. Additionally, fewer parameters are required for this network in some scenarios.

The rest of this paper is organized as follows. Section 2 introduces the dataset and
the channel model. Section 3 introduces the structure of DMCNet. Section 4 introduces
the structure of DMCNet-pro. Section 5 introduces the experimental design and results.
Section 6 introduces the conclusion of the experiment. We only consider a simplified single
user scenario for a clear mathematical analysis, establishing fundamental principles before
tackling complexities like multi-user interference in realistic settings.

2. Dataset and Channel Model

This paper focuses on the design of a 2 x 2 MIMO-OFDM wireless communication
receiver. The 2 x 2 MIMO system strikes a balance between performance and simplicity
with two transmit and two receive antennas. It effectively improves system capacity,
reliability, and signal coverage, making it widely adopted across wireless communication
standards. The required dataset for the experiments includes a 2 x 2 MIMO channel model
and simulation programs for transmission and reception using the channel model. The
wireless channel model follows the Wireless World Initiative New Radio (WINNER II) [11],
and the channel scenario represents a typical urban street environment. In the simulation
programs, the communication frequency was set to 1.85 GHz. The sampled channel data
consist of 340,000 data samples, with each channel dataset containing 256 real numbers
representing the channel matrix of a 2 x 2 wireless channel. Each element in the matrix
consists of 32 complex numbers. The generated data are divided into training, testing, and
validation datasets, consisting of 300,000, 20,000, and 20,000 samples, respectively.

Multi-carrier modulation is implemented using OFDM with 256 subcarriers. The
transmitter includes QAM of the transmitted bits X, insertion of pilot symbols, IFFT,
addition of a cyclic prefix (CP) with a length of 32, and optional peak clipping. The settings
for cyclic prefix and peak clipping can be adjusted through flags in the simulation program.

Two transmit antennas generate random bit sequences of length 512. The combined
bit stream of the two sequences is denoted as X, with a length of 1024. The random bit
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signals are input into the simulation link, and the receiver obtains the signal y after passing
through the channel. Since pilot symbols are added at the transmitter, the received signal y
consists of two time slots: one for pilot symbols and one for data. Taking eight pilot symbols
as an example, the transmitter first reads the known pilot sequence from a pre-generated
pilot file, which contains 32 random bits (8 x 2 x 2 = 32) in total. The pilot data remain
unchanged throughout the training, testing, and validation processes. Then, a random
channel sample is selected from the channel samples. The signal after passing through
the channel is a result of the data sequence and pilot sequence combined, containing 2048
floating point numbers.

3. The Structure of DMCNet
3.1. The Data Flow of DMCNet

The designed deep-neural-network-based receiver in this paper, referred to as DM-
CNet, is shown in Figure 2. DMCNet consists of three main modules: signal denoising,
pilot processing, and signal detection. In the network models for 32 pilot symbols and
8 pilot symbols, the dimensions of the output at each layer are different. Therefore, only
the structure of the model is provided here, while the detailed dimensions of each layer
and the specifics of each module will be discussed in the following sections.

Signal denoise Signal detection

Pilot
SN - Ry
Pilot Data :
. Estimated
1024 | signal

I 2048 @%
Pilot Pilot process |:|:|I|I|:|:|:|:|:|:|

Figure 2. The structure of DMCNet.

Although DMCNet is divided into three modules, the main idea of DMCNet is to
use a data-driven network to construct an end-to-end training model while enriching the
model’s computation by incorporating convolutional modules. As is well known, in the
field of computer vision, images are often stored and processed as real numbers. However,
in the field of signal transmission, input signals often need to be mapped to the complex
plane to perform operations that record both the magnitude and phase information. In this
paper, the received signal is treated as a complex number, and complex neural network
modules are used for information processing. We primarily employ complex convolution
and complex fully connected structures. Subsequently, there have been some open-source
implementations of this paper. In this paper, we primarily employ complex convolution
and complex fully connected structures. Compared to traditional neural networks, complex
neural networks have a more expressive power. The main difference between complex
networks and real networks lies in the multiplication operation, as shown in the following
equation:

(a+bi) x (c+di) = (ac — bd) + (ad + bc)i. (1)

For a complex fully connected network with one input neuron and one output neuron,
assuming the input is a + bi and the weight is ¢ + di, according to the equation above,
the complex fully connected network can be implemented using a real fully connected
layer with an input size of 2 and an output size of 2. In this case, the four weights of the
fully connected layer are ¢, —c,d, —d. Therefore, the complex fully connected layer can
be implemented using a real fully connected layer with double the size. For the complex
convolutional module, it can be implemented using higher-dimensional real convolutional
layers. Let the input complex matrix be W = A +iB and the complex vector be h = x + iy,
where A and B are real matrices and x and y are real vectors. The convolution result of W
and h can be represented as:
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W*h = (A*x — B'y) +i(B*x+ A™y). ()

As we can see, the real and imaginary parts of the convolution result can be represented
in matrix form as follows:

R(Wh) | [A -—-B X
ww [ =s L) g
Further information on the definition of activation functions and batch normalization
(BN) layers in complex neural networks can be found in [12]. In this section, the experi-

mental setups utilize the architecture of complex neural networks. Next, we will introduce
the various data-processing modules in DMCNet separately.

3.2. Signal Denoising Module

The transmitted signal is subject to interference after passing through the channel, and
the received signal contains varying levels of noise depending on the signal-to-noise ratio
(SNR). A lower SNR corresponds to higher noise in the received signal, which significantly
affects the overall signal detection performance. To mitigate the impact of channel noise,
this paper introduces a denoising module in the first layer of DMCNet. The received signal
is divided into data and pilot components, and each component undergoes denoising using
their respective denoising networks. Two approaches were explored in the experiments.
The first approach utilizes a two-layer fully connected network, where the input signal is
initially expanded to twice its original size in the first layer and then compressed back to
the original length in the second layer. The second approach employs a residual structure
for the two-layer fully connected network, which incorporates a shortcut connection that
subtracts the output of the fully connected layer from the original signal. This approach
aligns better with the definition of the noise model. The structure of the denoising module
is shown in Figure 3:

Full Full
Connection Connection
X (2x

L 4

@é @g)g

Denoise module 1

Full Full
Connection Connection
X (2x)

x| |5

Denoise module 2

Figure 3. Denoising module structure.

3.3. Pilot Processing Network

In [6], it is mentioned that pilot signals and data signals are processed using the same
fully connected network. However, as explained in Section 2, the pilot signals and data
signals are not symmetrical regarding their positions during communication, even though
they are transmitted through the same channel. The pilot signals are typically shorter
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in length compared to the data signals, and the original sequence of the pilot signals is
known, allowing for channel estimation. To handle the pilot signals more precisely, this
paper introduces a separate pilot processing and analysis step. The pilot signals are first
processed and analyzed independently before being merged and processed together with
the data signals. To accomplish this, a pilot processing module is designed; the diagram of
the pilot processing module is shown in Figure 4 and the pilot processing module’s details
are shown in Table 1.

Input pilots

v
Full connection

v
reshape

v

- Convolution

Data l

1024 4.@5_. Output

Figure 4. Pilot processing structure.

Table 1. Pilot processing module details.

Module Output Output
Tve Shape Shape
yp (8 Pilots) (32 Pilots)

Input pilot - 1024 1024
Data extraction - 64 256
Full connection full . 1024 2048
layer connection
Reshape reshape [1, 256, 4] [1,256, 8]
fonvolutlon 1x%9 [1, 256, 8] [1, 256, 16]
ayer 0
1Convolutlon 1%9 [1,256, 16] 1,256, 32]
ayer 1
fjonvolutlon 1x9 [1, 256, 32] [1, 256, 32]
ayer 2
1Corwolutlon 1%9 [1, 256, 8] [1, 256, 16]
ayer 3
f:onvolutlon 1x%9 [1, 256, 8] [1, 256, 16]
ayer 4

After denoising, the received signal with a length of 2048 is divided into data and pilot
components, each with a length of 1024. For an 8-pilot link data scenario, this means that
pilot data are inserted every 32 subcarriers, and the remaining subcarriers have null pilot data,
which does not contain useful information and are outputted through the communication
link. In the approach described in [6], regardless of the number of pilot signals, all the data are
inputted to the input layer of the neural network and the output result is obtained through a
fully connected network. However, in the context of this paper’s research scenario, there are
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more antennas and the number of OFDM subcarriers has doubled, resulting in the output
data from the link increasing from 256 to 2048. Therefore, in this paper, some of the unused
pilot positions are discarded. Since the data are shifted by half a pilot position, the model first
extracts a set of pilot output data every 16 subcarriers. In the case of eight pilot signals, a total
of (256/16) x 4 = 64 floating point numbers are extracted, which represent the known pilot
data through the channel link. The extracted pilot output data are initially processed through
a residual module for information extraction. They are first dimensionally expanded using
a fully connected network to the size of 1024 and then reshaped into a 1-row, 256-column
dataset, with the third dimension of the tensor representing the number of channels. In the
case of eight pilot signals, the reshaped tensor has a shape of (1, 256, 4). The dataset is then
passed through a complex convolution with a size of 1 x 9 to expand the channels, resulting
in an output size of (1, 256, 16).

A residual network structure is used here, where the pilot data, after being dimen-
sionally expanded and reshaped, are further processed through a residual module for
purification. The residual module is similar to the one described in Section 3 and consists of
three layers of complex convolution. The output of the third layer is added to the original
input of the first layer. The output of the residual module serves as the pilot result.

3.4. Signal Detection Network

The signal detection module’s details are shown in Table 2. For the data part, a tensor
of length 1024 is also extracted. These 1024 data points represent the information of the
data part after passing through the channel, so no further extraction is needed. Similarly,
these data are reshaped into a (1, 256, 4) tensor and concatenated with the implicit channel
estimation results of the pilot part in the third dimension. This combined tensor serves as
the input to the signal detection network. For eight pilots, the dimensions of the merged
data are (1, 256, 12). In this data with 12 channels, the first 8 channels contain the results
of the pilot part through the pilot module and the last 4 channels contain the original
data part after reshaping. The merged tensor of size (1, 256, 12) is then expanded in the
channels through two consecutive convolutions, resulting in a tensor of size (1, 256, 100). It
is then processed through three Res-Block residual refinement modules. Each Res-Block
consists of three cascaded convolutional layers, and the output after the first convolution
is directly connected to the final output in a shortcut manner. Finally, the intermediate
results are dimensionally reduced to a (1, 256, 4) tensor through convolution, flattened into
1024 floating point data, and the final estimation result is obtained through a bit decision
function. It is worth noting that due to the relatively large number of channels in the data of
the Res-Block part, a channel attention (CA) module is added to each Res-Block to weight
the multi-channel data and improve system performance.

Table 2. Signal detection module details.

Output Output
,1;/[ oclule Shape Shape

P (8 Pilots) (32 Pilots)
Merge data - [1, 256, 12] [1, 256, 20]
f‘mvomtlon 1%9 [1, 256, 50] [1, 256, 128]
ayer 0
Convolution 1x9 [1, 256, 100] [1, 256, 256]
layer 1
Res-Block 0 Res-Block [1, 256, 100] [1, 256, 256]
Res-Block 1 Res-Block [1, 256, 100] [1, 256, 256]
Res-Block 2 Res-Block [1, 256, 100] [1, 256, 256]
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Table 2. Cont.
Module Output Output
Type Shape Shape
P (8 Pilots) (32 Pilots)
Convolution
layer 2 1x9 [1, 256, 4] [1, 256, 4]
Sigmoid - [1,256, 4] [1,256, 4]
Bit decision Threshold [1,1024] [1,1024]
function

4. The Structure of DMCNet-Pro
Model-Driven Receiver Network Structure

In Section 3, a data-driven scheme is adopted to treat the whole receiver as a black
box for end-to-end model training. In some previous work, such as [13], a model-driven
scheme was used to solve the problem of a single-antenna OFDM signal receiver. Based
on the research results in Section 3, a model-driven receiver design is also used in this
paper. DMCNet, designed in Section 3, includes several network components to process
different input data and perform end-to-end model training. This section attempts to split
and improve it, and design a model-driven deep learning receiver scheme.

The model-driven network model is shown in Figure 5, which is named DMCNet-pro
in this paper. The model-driven network DMCNet-pro includes signal denoising, a channel
estimation network, and a signal detection network. In Section 3, it was shown that the
model is also divided into several modules; however, in the training process, as a whole,
an end-to-end training method is adopted. The final output result of the receiver and
the transmitted signal are used to calculate the loss function, and then the optimizer uses
this loss function to adjust the parameters of the entire network to reduce the loss of the
next iteration, and the process is repeated to guide the specified training cycle. In the
model-driven scheme, the loss function is calculated and trained in stages by using some
known information.

In DMCNet, a signal denoising network is added to initially remove the noise of the
received signal passing through the channel. In DMCNet-pro, a signal denoising module
is also added to denoise the pilot frequency and data, respectively. The difference is that
the denoising network needs to be trained separately at this time. The input signal of the
signal denoising module is the received signal, the label is the result after the same input
passes through the noiseless channel, and the loss function is the mean square error loss
between the actual received signal i and the result y after the same signal passes through
the noiseless channel, which can be expressed as:

n

1 .
loss = — ) (yi = ¥i)

i=1

2

(4)

where 7 represents the length of signal y. This loss function is passed to the Adam optimizer,
which adjusts the model parameters.

The second step is required to train the channel estimation network. As mentioned
above, the pilot frequency can actually be understood as a known sequence, which expe-
riences the same channel propagation path as the actual data sequence to be sent; that is,
it undergoes the same channel operation, and then obtains a string of output sequences.
Through the output sequence and the known pilot sequence, the distribution of the channel
can be estimated and the data can be received. Therefore, the received data and the known
transmit pilot sequence can be used for channel estimation, and the least-squares (LS)
channel estimation algorithm is used for initialization, that is:

A5 = Z—li (5)
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where y;, represents the pilot part of the received signal and x), represents the pilot sequence
known at both ends of the transceiver. The initialized channel estimate H s serves as the
input to the channel estimate network. After initialization by the LS algorithm, the size of
Hy g is a vector with a length of 256, and the input channel estimation network is further
purified. Since precise estimation of the output channel matrix is required, a convolution
is added after Res-Block, and the output dimension of the convolution is [1, 256, 1]. The
output H is computed with the actual sample matrix H for the mean square error value,
which is used as input to the model optimizer to adjust the network parameters.

Input
Bitstream

Noiseless
Channel

v
oiseless
Receiving
Signal

A4
Noiseless
Channel
v
Channel Estimation

[YErT . @& ------------------

Signal Denoising
Module

Signal Detection
Module

7777777777777777777777777777777777 Output
Bitstream

Figure 5. Model-driven MIMO-OFDM receiver.

The third step is required to train the network of the signal detection module. The
structure of channel estimation and signal detection model is shown in Figure 6. First, the
signal is initialized using the Zero Forcing (ZF) method. The ZF method can improve signal
quality and system performance, particularly in multi-user scenarios.

~ YD
X = = 6
ZF =g (6)

where yp is the data part of the received signal, H is the output result of the channel estima-
tion module, and the output xzr is the input of the signal detection network. Comparing
to DMCNet, the input of the signal detection network is the result of superposition of data
and the pilot processing results. Here, H and Xzr are also input to the signal detection
network at the same time and superimposed. Similar to the signal monitoring network in
DMCNet, the signal detection network structure in DMCNET-Pro is:
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Xp Xp 1, 1

A A

| LS Channel initialization
! Channel
! Eestimation

| R
Moudul
oudule i Ty

|
|
|
: Channel Estimation Network
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X v
ZF Initialization [
l JQZF Channel
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Figure 6. Channel estimation and signal detection model.

As we can see, the structure of the model-driven network is largely the same as that of
DMCNet, but in this network, there are fewer output channels for each layer of convolution.
The structure of signal detection model is shown in Figure 7. At eight pilots, H and Xz¢
synthesize a feature map of size [1, 256, 5], which is first enhanced by convolution and then
further purified by several refine blocks, while with the 32-pilot Res-Block, the number of
convolutional output channels is 100, 100, and 50, respectively. Compared with DMCNet,
it has fewer channels and fewer parameters, but the experimental results show that its
performance is similar.

H Xzr

||

concat

l

Conv

}

Res-Block

y
Res-Block

v

Conv

v

sigmoid

v

Bit Decision

1024 X

Figure 7. Signal detection model.
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5. Experimental Design and Results
5.1. Experimental Design

The experiments in this section were conducted on a laboratory server platform. The
server used had two NVIDIA GeForce RTX 2080 Ti GPUs, 16 GB of RAM, and 64 GB of GPU
memory. The neural network was implemented using the Keras deep learning framework.
The channel dataset used during the training process was collected from a wireless channel
model following the Wireless World Research Forum’s New Radio [11] initiative (WINNER
II). The experimental process included two scenarios: 8 pilots and 32 pilots. In the eight-
pilot scenario, there were 8 known complex training sequences for each of the two signals,
totaling 16 known complex values. Additionally, 32 random bits (0 s and 1 s) were generated
using random numbers. Similarly, for the 32-pilot scenario, 128 random bits were generated.
The generated random bits were written to files named “Pilot8” and “Pilot32”, respectively,
and the pilot sequences remained unchanged throughout the subsequent experiments.

The channel model was the same as described in Section 2. Two antennas at the
transmitter generated random data of 512 bits each, which were then transmitted through
an Additive White Gaussian Noise (AWGN) simulated channel. The output of the AWGN
channel serves as the input to the network. During the training process, the batch size
was set to 128. Batches of 128 samples were generated using a Python generator for
training, and the number of steps per epoch was set to 1000, meaning that 1000 batches
of samples were input per epoch for training. The total number of epochs was set to 200.
The Adam optimizer was used to optimize the model parameters. Since the final output
is a binary sequence, binary cross-entropy was used to compute the model loss. It can be
mathematically represented by the following equation:

N
Loss = . vi-10g(p()) + (1~ ) -log(1 ~ ply). )

In this equation, y represents the binary label (0 or 1) and P(y) denotes the probability
of the output label. The learning rate follows a step-wise decay approach, where it is
reduced by 0.75 times every 30 epochs.

For the model-driven receiver network DMCNet-pro, model training is carried out in a
phased way, which is divided into four stages: training the denoising module (100 epochs);
fixing the denoising module parameters and training the channel estimation module
(100 epochs); training the parameters of the fixed-signal denoising module and the cardio
estimation module to the signal detection module (100 epochs); and end-to-end training
with a small learning rate (0.0001), fine-tuning the model, and training (200 epochs). The
other settings for the experiment are the same as for DMCNet.

5.2. Performance and Parameter Count of Fully Connected Networks

In [6], the authors employed a fully connected network (DNN) as the receiver for
single-antenna OFDM signals. For the MIMO-OFDM system studied in this paper, the
experiments were also conducted using a fully connected network. The number of fully
connected layers used in the experiments was 3, with a gradually increasing number of
neurons in each layer. The output data were fixed as the 16 bits from the 128th to the
143rd positions. The last layer of the fully connected network utilized a sigmoid activation
function to ensure the output fell within the [0, 1] range. Finally, a bit decision function
was employed to convert the neural network output into binary (0 or 1) bits:

output = 0 x<= 0'5. (8)
1 else

The bit error ratio (BER) performance of the fully connected network under 8 pilot
tones and 32 pilot tones is shown in Figures 8 and 9.
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Figure 8. BER of MIMO-OFDM fully connected receiver under eight pilot tones.
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It can be observed that in the MIMO-OFDM scenario, the receiver performance of
the fully connected network is significantly worse compared to the single-antenna OFDM
scenario. By increasing the number of neurons in the fully connected layers, the BER
performance can be gradually improved. However, once the number of neurons in the fully
connected layers reaches a certain value, the network’s bit error rate reaches a bottleneck,
and further increasing the network size does not yield significant benefits.

In [6], the authors employed a scheme where each fully connected network estimates
only 16 input bits, resulting in a total of 512 input bits. Therefore, 32 parallel fully con-
nected networks are required for estimation, and their output results are subsequently
concatenated. However, for the MIMO-OFDM receiver, the number of input bits is higher,
necessitating a larger number of sub-networks. To investigate the impact of the output bit
number on the receiver’s BER performance, we conducted experiments with output lengths
of 8 bits, 16 bits, 32 bits, 64 bits, and 128 bits under eight pilot symbols. The predicted data
corresponded to the input starting from the 128th data point, which, respectively, covered
the ranges of 128-135 bits, 128-142 bits, 128-159 bits, 128-171 bits, and 128-255 bits. The
results are shown in Figure 10:

100 [ | T T T T T T
[ —S— output=8bit
—#— output="16bit
—+— output=32bit
A output=64bit
10" | — /= — output=128bit | -
o
L -2 E 3
o 10 F
¥
107 | 3
10-4 L I | | I | |
0 5 10 15 20 25 30 35 40

SNR(dB)

Figure 10. Relationship between prediction length and BER of an MIMO-OFDM fully connected
receiver.

Based on the experimental results, it can be concluded that the performance of a single
fully connected network deteriorates as the number of predicted bits increases. As the
prediction length decreases, the BER gradually decreases, but at a slower rate. When the
output length is 16 bits, further reducing the output length has little impact on performance
as it reaches saturation. Additionally, a smaller number of predicted bits per network
requires a larger number of sub-networks. In this study, a prediction length of 16 bits was
used, which means a total of 64 sub-networks are needed to concatenate the final output.

Furthermore, the parameter count is a significant concern in the fully connected so-
lution. In the case of MIMO-OFDM receivers with a large number of input bits, using a
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fully connected approach requires multiple large sub-networks to combine the outputs.
The parameter count for each parameter configuration in the graph is already substan-
tial, and employing a fully connected approach with a high parameter count yields a
mediocre performance. Therefore, the fully connected signal reception solution suitable for
single-antenna scenarios is not applicable to MIMO-OFDM scenarios. The following fully
connected experiments employ a 2048-2048-512 network configuration.

5.3. Results and Analysis of the DMCNet

This study compares the results between the 8-pilot and 32-pilot scenarios. As shown
in Figure 11, it can be observed that in the eight-pilot scenario, with fewer pilots, the
traditional approach struggles to utilize pilot data for channel information recovery and
signal detection. Therefore, the BER performance saturates and is the worst when the SNR
exceeds 15. On the other hand, in the deep-learning-based approach, both fully connected
and convolutional networks show continuous BER reductions as the SNR increases. The
conclusion drawn from this is that the neural-network-based approach exhibits stronger
robustness regardless of the number of pilots, while the traditional approach heavily relies
on pilot data for accurate channel estimation. The superiority of neural networks in this
aspect mainly stems from their ability to approximate any function, and the characteristics
of wireless channels can be seen as complex functions that can be learned from training
data and network models.

In the case of 32 pilots, the traditional LMMSE-MMSE receiver can leverage more
pilots to recover channel information, and the performance of the neural network algorithm
is comparable to the traditional method.

Comparing the fully connected and convolutional receiver schemes, it can be observed
that the convolutional receiver outperforms the fully connected receiver. In the single-
antenna OFDM scenario, where the input-output signal length is short, the fully connected
network can approximate the characteristics of the channel. However, in the multi-antenna
scenario, with longer input signal lengths and where the channel state is represented as a
multidimensional matrix, the operation of the input signal through the channel becomes
more complex and the limitations of the fully connected network operation are insufficient
to fit the channel model. The introduction of convolutional modules and residual modules
in DMCNet enriches the network’s operation and allows for a better fit to the channel
model, resulting in a lower BER compared to the fully connected approach.

Furthermore, DMCNet does not require input data segmentation, and its output length
is 1024 bits, allowing for the reception of the entire input signal through a single network.
In terms of the parameter count, in the eight-pilot scenario, DMCNet has a parameter count
of 4,202,496, while the fully connected network has a parameter count of 7,348,224 x 64.
The parameter count of DMCNet is only 9% of the fully connected network, making it more
suitable for practical deployment and usage.

Based on the experimental results, it can be concluded that the proposed DMCNet
is suitable for receiving 2 x 2 MIMO-OFDM signals and outperforms fully connected
networks in terms of performance with fewer parameters. It exhibits a stronger robustness
in scenarios with fewer pilots, being able to fit results with limited data. Its performance in
scenarios with more pilots is comparable to traditional approaches.
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Figure 11. Accruacy comparison of different signal detection algorithms.

5.4. Results and Analysis of DMCNet-Pro

It can be seen that at 32 pilots, the accuracy of the model-driven scheme is slightly
improved compared with the data-driven method and the traditional method, but at
8 pilots, the accuracy of the model-driven scheme is very close to that of DMCNet. The
main reason for this is that when there is a large number of pilot sequences, the receiver can
use traditional methods to perform channel estimation and signal detection comparatively.
Therefore, LS initialization and ZF initialization provide guidance to the neural network,
and the neural network can gradually adjust parameters in the right direction to reduce
errors. However, in eight-pilot mode, due to the small pilot frequency;, it is difficult for
traditional methods to perform signal estimation and signal detection, and the accuracy
of LS initialization and ZF initialization is not high, so the gain brought by changing to a
model-driven model is not large.

During the experiment, it is found that in the model-driven receiver, the number of
parameters of the model can be greatly reduced and the accuracy is close to that of the
data-driven model. This is reflected in the number of output channels of Res-Block three-
layer convolution. For this reason, an experiment was designed to explore the influence of
the number of output channels of Res-Block on the performance. The BER of each group
is shown in Figure 12, where 512-512-256* indicates the BER of the data-driven model
DMCNet at 32 pilot frequency. It can be seen from the results that in the model-driven
network, when the number of Res-Block output channels reaches 200-200-100, the accuracy
is already better than that in the data-driven network with more parameters. When the
number of parameters continues to increase, the gain in accuracy is not obvious. Therefore,
the set of parameters of 200-200-100 is selected at 32 pilot frequency to set the number of
channels in each layer of Res-Block. By comparing the parameter number and FLOPs of
the 32-pilot model-driven network DMCNet, it can be seen that the model-driven scheme
can achieve a better or similar receiving accuracy with less computation, which indicates
that in the data-driven scheme, a large number of parameters and operations is needed to
fit the signal transmission process. By making full use of the known information, part of
the network parameters can effectively be replaced, and the method used for sub-module
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training also makes the training of each module’s parameters more efficient. The same
experiment was also performed at eight pilots. Due to the low accuracy of traditional
algorithms for channel estimation and signal detection at eight pilots, the model-driven
scheme does not bring significant accuracy or parameter number gains at eight pilots.
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Figure 12. Comparison of data-driven and model-driven results (left) and model-driven Res-Block
channel numbers (right).

6. Conclusions

This paper discusses the problem of signal receivers based on deep learning in an
MIMO-OFDM scenario. Compared with a single antenna, the output signal length in the
multi-antenna scenario is longer and the receiver design is more complex. The proposed
receiver based on deep learning, DMCNet, combines complex convolution and a complex
full connection structure, which has a better performance and fewer parameters than
previous fully connected networks.

Compared with traditional receiver algorithms, the receiver scheme based on deep
learning is more robust, and the accuracy is less affected when nonlinear noise (such as
cyclic prefix and peak clipping) is introduced, which also indicates that the deep learning
receiver has a certain ability to fit the channel changes. In addition, the influence of some
key modules on the accuracy of the neural network is compared. Based on the data-driven
model DMCNet, this work expands the model-driven scheme to DMCNET-Pro. Combined
with the relevant algorithms in traditional communication, the model-driven scheme has a
higher accuracy and fewer parameters in some scenarios.

In summary, the MIMO-OFDM receiver based on deep learning has more advan-
tages than traditional methods in some aspects, and has certain research and application
prospects.
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