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Abstract: As wind turbine generator systems become more common in the modern power grid, the
question of how to adequately protect them from cyber criminals has become a major theme in the
development of new control systems. As such, artificial intelligence (AI) and machine learning (ML)
algorithms have become major contributors to preventing, detecting, and mitigating cyber-attacks in
the power system. In their current state, wind turbine generator systems are woefully unprepared
for a coordinated and sophisticated cyber attack. With the implementation of the internet-of-things
(IoT) devices in the power control network, cyber risks have increased exponentially. The literature
shows the impact analysis and exploring detection techniques for cyber attacks on the wind turbine
generator systems; however, almost no work on the mitigation of the adverse effects of cyber attacks
on the wind turbine control systems has been reported. To overcome these limitations, this paper
proposes implementing an AI-based converter controller, i.e., a multi-agent deep deterministic policy
gradient (DDPG) method that can mitigate any adverse effects that communication delays or bad data
could have on a grid-connected doubly fed induction generator (DFIG)-based wind turbine generator
or wind farm. The performance of the proposed DDPG controller has been compared with that of
a variable proportional–integral (VPI) control-based mitigation method. The proposed technique
has been simulated and validated utilizing the MATLAB/Simulink software, version R2023A, to
demonstrate the effectiveness of the proposed method. Also, the performance of the proposed DDPG
method is better than that of the VPI method in mitigating the adverse impacts of cyber attacks on
wind generator systems, which is validated by the plots and the root mean square error table found
in the results section.

Keywords: cyber attack; wind turbine generator; artificial intelligence; mitigation; converter

1. Introduction

Thanks to the global initiative to reduce the effects of energy production on climate
change, distributed energy resources (DER) have become an important contributor to the
modern power grid, with wind energy being the preferred DER implemented globally.
According to the Pacific Northwest National Laboratory, wind energy represents more than
10 percent of the electricity produced in the United States, making it the largest contribution
of renewable power generation in the nation [1]. On 21 November 2023, the Biden–Harris
administration announced its approval of the Empire Wind Project, the sixth approval of
an off-shore wind energy project under the administration, supporting President Biden’s
goal of 30 GW of offshore wind energy capacity by the year 2030 [2].

Many wind farms are in very remote locations or offshore and are subject to right-
of-way constrictions of local and regional municipalities, and due to their incredible size,
finding the right location can be challenging. To optimize the energy produced by wind
farms, a detailed analysis of wind power flow through possible site locations must be
performed to insure the investment in wind energy yields not only a steady supply of
energy, but also reliable profits for investors [3]. To help alleviate these constraints, remote
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internet-of-things (IoT) devices are becoming a common solution to monitor, control, and
manage wind farm power systems.

There are several different types of wind turbine generators, and depending on the
available resources such as location, budget, and municipal regulations, the optimal gen-
erator should be implemented. In the last few decades, synchronous generators, such as
the permanent magnet synchronous generator, have been used due to their high reliability.
However, due to wind speeds being variable, an expensive gear box, torque converter, and
speed converter are necessary to maintain the synchronous speed of the generator [4]. Due
to these issues, many modern wind farms are implementing induction generators, such as
the double-fed induction generator (DFIG), due to their lower costs and variable speeds [5].
Induction generators are variable-speed, so they do not require a sophisticated gearbox to
maintain a synchronous speed. However, they do require intelligent electronic devices such
as AC/DC converters, voltage source converters inverters (VSC), and a step-up gearbox,
and they may also use energy storage systems to remove any fluctuations in the generator
frequency and to boost power output when wind speeds are low, as reported in ref. [6]. Be-
cause DFIGs allow for the decoupling of real and reactive power through the independent
control of torque and rotor excitation currents, they have become a preferable generator for
modern wind farms. Figure 1 depicts a grid connected DFIG-based wind turbine generator
model with pitch angle control and a rotor-side converter, grid-side converter, DC-link
capacitor, turbine blades, rotor shaft, and set-up gearbox.
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With the increased implementation of IoT devices in wind farm control schemes, major
cybersecurity risks have arisen that, if not rectified quickly, could lead to major losses in
revenue for power providers, as well as unstable and unreliable power for consumers.
Historically, cyber attacks on wind farms have been isolated to ransomware attacks, which
involve hacking into a vendor’s wide area network (WAN) and stealing as much data as
possible before severing communication lines to control devices and holding the data and
devices hostage until a monetary demand is met. On 19 November 2021, a wind farm
operated by the Danish wind turbine manufacturer Vestas was attacked by a LockBit ran-
somware attack that stole sensitive proprietary data and employee personal information [7].
Thanks to the quick response of Vestas’s cyber response team, no third-party vendors were
affected, and no damage was reported in any wind farms [7]. In March 2022, the wind
farm operator Enercon lost control of their satellite communication with approximately
5800 wind turbine generators [7]. The staff were forced to shut down the entire wind farm
system, effectively removing 11,000 MW of power from the interconnected power grid. As
of 15 March 2022, only 15%—roughly 900 wind turbine generators—had been restored [7].
In this case, no damage was reported to any wind turbine generators.

Again, in March 2022, the wind farm operator Nordex SE was hit with a Conti ran-
somware attack that forced the entire platform offline [7]. The attack only affected the
internal IT infrastructure, and no third-party assets were affected [7]. No wind turbine
generator damage was reported as a result of this attack. Lastly, on 11 April 2022, the wind
farm operator Deutsche Windtechnik AG was attacked by a ransomware attack and lost
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control of 2000 wind turbine generators [7]. The incident forced the responders to switch
off the remote data monitoring connections to the wind turbine system, effectively shutting
the turbines down for 48 h [7].

To reduce the occurrence and effects of malicious attacks, researchers and engineers
must continuously develop advanced control schemes to protect these vital assets to
maintain a reliable power supply to consumers and prevent losses of revenue for utility
providers. Based on a thorough literature review, very few artificial intelligence (AI)-based
control methods have been utilized to both detect and mitigate cyber attacks on wind
farms. An event-triggered scheme is proposed in the presence of denial of service (DoS)
attacks, which are carried out by a class of periodically detectable jammers [8]. By taking
the event-triggered scheme under DoS attacks and deception attacks into consideration, a
new model for LFC multiarea power systems is constructed as a switched system. On the
basis of the new model, the exponentially mean-square stability of LFC multiarea power
systems is obtained by virtue of Lyapunov stability theory. The work [9] proposes a test-bed
performance evaluation of attack-resilient control for wind farm supervisory control and
data acquisition (SCADA) that detects different cyber attacks on SCADA measurements
and provides mitigation using forecast information. In the work of ref. [10], a dynamic
model is improved for LFC considering cyber attacks, load disturbance, and the influence
of variable wind speeds of a wind farm. A consensus-based distributed control system
for modular multilevel converter (MMC) submodules (SMs) was proposed in ref. [11] to
prevent bad data attacks. Additionally, a Kalman Filter-based FDIA detection method was
introduced. The work of ref. [12] deals with Pearson correlation coefficient data points with
an autoencoder/decoder and a time sequence machine learning algorithm approach to
find outliers efficiently and to detect false data injection attacks (FDIAs)/bad data injection
attacks (BDIAs) and DoS.

Although there are many methods used for monitoring and controlling wind turbine
generators and a plethora of methods used to detect cyber attacks on wind farms, the
clear lack of mitigation methods other than removing the entire wind farm from the power
grid leads to room for improvement in the current control methodology. Specifically, a
control method that can not only mitigate data injection attacks to controller set-point
values but also manage the wind turbine generators during network attacks is lacking.
Therefore, more research in this area is necessary to protect wind farm assets. Based on
the National Institute of Standards and Technology (NIST) special publication 800-207,
new cyber architectures for access control with respect to wind turbine generators are
necessary to prevent cyber attacks on the energy management system [13]. This fact
motivates the proposed research, and it introduces an important research question on how
a cyber-resilient converter control-based wind farms can be developed.

Based on the above background, this paper proposes a multi-agent deep deterministic
policy gradient (DDPG) controller for cyber attack mitigation in a wind farm. There
are several reasons and key factors for choosing the DDPG in this work. Firstly, wind
farm control often involves making continuous adjustments to the pitch angles of wind
turbine blades and other parameters. A DDPG agent is designed for solving problems
with continuous action spaces, making it well-suited for such tasks. Other networks such
as deep-Q networks (DQN) or artificial neural networks (ANN) are designed for discrete
action spaces, and while the data can be discretized, they may be insufficient to capture
all the features of the action space. DDPG also uses a deterministic policy, which can lead
to more stable training and better convergence in continuous control tasks. In wind farm
control, stability is crucial to ensure that the turbines operate efficiently and safely. DQN, on
the other hand, uses a stochastic policy and can be less stable in continuous action spaces.

Another key feature of DDPG algorithms is that they incorporate experience replay,
which helps in breaking correlations between consecutive experiences, making the learning
process more stable. This is important in scenarios where data can be highly correlated, such
as wind data. DQN also uses experience replay, but it is more critical in continuous action
spaces leading to longer training times and a higher likelihood of convergence challenges.
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Also, DDPG employs target networks for both the actor and critic networks. This stabilizes
the learning process by making the target values less volatile. This is particularly beneficial
for wind farm control, where actions can have delayed and long-term effects on the stability
of the system. DQN also uses target networks, but ANNs typically do not.

Another key feature of DDPG is that it utilizes an actor–critic method. This means that
it maintains two separate neural networks, one for estimating the value function (critic) and
one for estimating the policy (actor). This separation of tasks makes it easier to optimize
the policy in complex environments such as wind farms. Wind farm control also requires
a balance between exploration and exploitation. DDPG incorporates noise in the action
space for exploration, which allows it to explore different control actions systematically.
DDPG is known for being more sample-efficient than DQN and in wind farm control,
where collecting data can be costly or time-consuming. DDPG typically requires fewer
samples to achieve better performances, whereas ANNs, without a reinforcement learning
framework, may struggle with the exploration–exploitation balance. Lastly, wind farm
control often involves optimizing the controller for long-term rewards, such as maximizing
energy production over extended periods of time. A DDPG agent is convenient for this
because it considers the cumulative future rewards, while networks such as ANNs may not
naturally capture this long-term perspective. DDPGs are also the perfect choice for DERs
due to the decentralization of the control system, the adaptability of DDPG algorithms,
the scalability of DDPG algorithms, and the highly non-linear nature of DERs and the
power system.

In order to see the effectiveness of the proposed DDPG controller, its performance has
been compared with that of a variable proportional–integral (VPI) control-based mitigation
method. Two types of cyber attacks, DoS and FDIA, have been considered in this work. The
proposed technique has been simulated and validated utilizing the MATLAB/Simulink
software version R2023a to demonstrate the effectiveness of the proposed method. The
contributions of the paper can be summarized as follows:

• A novel approach, i.e., a DDPG controller, is developed to mitigate cyber attacks
on DERs.

• The proposed method offers a low-cost approach to maintain wind farm stability
during malicious cyber attacks on converter management systems.

• This research analyzes the effects of different types of cyber attacks on the converter
control system of a grid-connected DFIG-based wind farm.

The organization of this paper is as follows. Section 2 describes the problem statement.
Section 3 describes the considered cyber attack modeling and attack detection method.
Section 4 explains the AI agents for cybersecurity and cybersecurity issues with wind
turbine generator control systems, including the proposed multi-agent DDPG control
mitigation system. Section 5 provides a discussion including the future directions of this
work. Section 6 deals with a simulation of the proposed control system compared to the
current system. Lastly, a conclusion of the research is provided in Section 7.

2. Problem Statement

As already mentioned, dual-fed induction wind turbine generators require a sophis-
ticated control system utilizing AC/DC converters and DC/AC inverters to manage the
speed of the rotor, the wind power extracted, the reactive power generated by the DFIG, and
the DC link voltage. By controlling these parameters, the control systems maintain proper
currents and voltages through the generator, as well as the output lines of the generator and
the grid side of the system. The grid-side and rotor-side converters, known as back-to-back
converters in this application, are an essential part of any variable speed generator, as
they allow for the electronic control of the rotor, which affects the frequency and power
output by the wind turbine generator as well as direct control of the reactive power that
will be generated due to the inductive nature of DFIGs [14]. The rotor-side converter, as
the name implies, has direct control over the speed of the rotor, which directly affects the
electronic torque of the wind turbine generator, as well as the overall active power output
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from the DFIG. The grid-side converter controls the DC-link voltage that exists between
the two converters and allows for direct control of the reactive power present in the system.
Due to these features, the torque and the active and reactive power control is decoupled,
allowing for better controllability and power quality delivered to the interconnected power
grid [14]. Figure 2 depicts the block diagram for the grid-side converter (GSC), and Figure 3
depicts the block diagram of the rotor-side converter (RSC). Equations (1)–(5) depict the
mathematical modeling of the grid side converter current and voltage reference points, as
well as the reactive power equation. Equation (6) depicts the modeling for the DC-link
voltage. Equations (7)–(11) depict the mathematical model of the rotor side converter
current and voltage reference points, as well as the active power equation.

v∗ds = rsi∗ds − ωsλqs +
λds
dt

(1)

v∗qs = rsi∗qs − ωsλds +
λqs

dt
(2)

i∗ds =
v∗qs + ωsλqs − λds

dt
rs

(3)

i∗qs =
v∗qs + ωsλqs − λds

dt
rs

(4)

Q = vdsids − vqsiqs + vdridr − vqriqr (5)

C
dudc

dt
= daia + dbib + dcic (6)
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In this paper, both converters are voltage source converters (VSC) utilizing insulated
gate bipolar transistor (IGBT)/diode-based converters, in which a series of gates and diodes
control the flow of electricity, depending on the duty cycle (D) or modulation index. In the
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simulation, two voltage-fed pulse width-modulated (PWM) converters are wired to the
rotor and stator circuits, which connect the slip ring terminals to the AC supply network
electrically [14]. This allows for the direct control of both the magnitude and direction of
the power flow between the rotor circuit and the supply side. The grid-side converter is
known as an inverter, as it inverts the DC-link voltage to AC voltage.

i∗dr =
−ωsLssi∗ds − Rsi∗qs + vqs

ωsLm
(7)

i∗qr =
Rsi∗ds − ωsLssi∗qs − vds

ωsLm
(8)

v∗dr = rri∗dr − sωsλqr +
λdr
dt

(9)

v∗qs = rri∗qs − ωsλdr +
λqr

dt
(10)

P = vdsids + vqsiqs + vdridr + vqriqr (11)

Figure 4 shows a DFIG-based wind farm model including the above-mentioned grid-
side converter and rotor-side converter with cyber attack points. As shown in Figure 4, a
SCADA system maintains bidirectional communication with the GSC and RSC of the DFIG
system. The cyber attackers can enter the SCADA system and change any set points of the
GSC and RSC controllers. Also, they can significantly delay the operation of the controllers.
Thus, the functionality of the controllers could be hampered, and consequently, the DFIG
system and connected power grid.
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From the literature review, there are two types of attacks that researchers focus on.
These attacks are DoS and FDIA/BDIA. A DoS attack describes when a hacker overwhelms
the communication lines of the control system for a wind farm, causing complete loss of
control in the system and adding significant delay to the automated control processes of
the wind farm [15]. A FDIA/BDIA is an attack where the hacker penetrates the control
network of a wind farm and maliciously manipulates sensor data or reference set points,
causing instability or damage to the wind turbines. When these two attacks are conducted
simultaneously, severe damage can be caused to a wind generator or the entire wind
farm, which could also have disastrous effects on the interconnected power grid. The
other types of cyber attacks that could be implemented to disrupt or disable wind turbine
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systems are brute force, man in the middle, spoofing, jamming, crash override, tripping [16],
manipulation of data via IoT [17], and zero-dynamics attacks, according to ref. [18]. Any
combination of these attacks can have detrimental impacts to the affected wind farm as well
as the interconnected power grid. Even though these types of attacks have not been utilized
in the past to disrupt wind farms, it is important to take them into consideration when
designing a cyber-resilient wind turbine control system. This fact motivates exploring
appropriate methods to mitigate the adverse impacts of cyber attacks on DFIG-based
wind farms.

3. Cyber Attack Modeling

In this paper, the focus of the research is the mitigation of DoS and FDIA attacks
on wind turbine systems. The attacks were implemented utilizing MATLAB function
blocks and communication-controlled multi-switches. When the FDIA occurred, the multi-
switches changed channels and allowed for false data to be injected into the control blocks
for the reference set points of the specific controllers. When the DoS attack occurred, the
communication lines experienced delays introduced into the measured values or control
signals, which affected the measurement data used to control the PWM signal of the
converter control system.

3.1. False Data Injection Attack

To model a false data injection attack in MATLAB, the MATLAB function block was
utilized to implement the formulas found in Equations (12) and (13). The formula found
in Equation (1) represents a scaling attack in which the attacker manipulates the data
measured by a sensor, Pi, and multiplies that value by a scaling factor, (1 + γscale) [9]. This
will cause the measurements to increase, forcing the energy management control system
to respond inappropriately, with the worst-case scenarios causing damage to electronic
equipment, damage to mechanical components, or disconnection of the wind farm from
the interconnected power grid.

Pscale = Pi(1 + γscale) (12)

The second attack modeled in this paper is a BDIA, in which the communication line
of the sensor or controller is blocked, and the attacker injects a malicious measured value
or command that will cause a poor response from the control system. In Equation (13), the
bad data injection attack is modeled, with y(t) being the parameter or control signal being
attacked, y(t) being the true signal value, t0 being the initial sampling time, tattack being the
time in which the data is injected, and α(t) being the malicious input by the attacker [19].

y(t) =
{

y(t), t0 < tattack
α(t), t0 ≥ tattack

(13)

3.2. Denial of Service Attack

To implement a DoS attack, a hacker gains access to a control or measurement commu-
nication line and sends thousands of empty packets to bottleneck and eventually stop com-
munication between devices. When this occurs, the stability of a wind turbine system can
become compromised, as the power flow and quality control devices are unable to respond
to the dynamic fluctuations of the control parameters of the system. In Equation (14), a
periodic jamming DoS attack is modeled, where n ∈ N > 0 is the period number, T ∈ R > 0 is
the period of the jammer, and Toff represents the sleeping time of the jammer, with the lower
time bounded by Tmin

o f f in each jamming signal period, where Tmin
o f f ≤ Toff < T [19]. Within

one period of T, the interval [0, Toff) denotes the sleeping interval of the jamming signal, and
the interval [Toff, T) represents the active interval of the jamming signal. In this represen-
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tation, the communication line operates correctly in the interval [(n − 1)T, (n − 1)T + Toff]
and is blocked in interval [(n − 1)T + Toff, nT] [19].

τDOS =

 0, t ϵ
[
(n − 1)T, (n − 1)T + To f f

]
1, t ϵ

[
(n − 1)T + To f f , nT

] (14)

Remark 1. As stated in [19], the parameter To f f is not necessarily time-invariant; therefore, it is
assumed that there exists a uniform real scalar Tmin

o f f ∈ R > 0 such that Tmin
o f f ≤ To f f < +∞

hold f or all n ∈ No [19].

3.3. Cyber Attack Detection Method

Although the focus of this paper on cyber attack mitigation methods, an event trigger
was utilized to detect the DoS attack. To detect a FDIA, the system utilizes the change
in the DC-link voltage to determine if the reference set points for the converters have
been manipulated, as both converters are linked electrically through the DC-link and
magnetically through the generator. The parameters for the event trigger, the DC-link
variation, and the correlation between the DC-link voltage and manipulation of set points
for the converters are validated in the simulations. These methods were chosen over other
methods, as the computational burden to find the ripple in the DC-link voltage and the
time difference in two consecutive samples is far less than for the other methods utilized in
the literature review.

4. Materials and Methods
4.1. Deep Deterministic Policy Gradient (DDPG) Approach

As explained in the Introduction Section, the DDPG is an optimal candidate for
wind turbine generator control. The DDPG algorithm is a model-free, online, off-policy
reinforcement learning method that utilizes an actor–critic reinforcement learning agent
that can search for an optimal policy that can maximize the expected cumulative long-term
reward [20]. The DDPG algorithm utilizes two neural networks known as actor–critic
networks, where the actor, denoted as π(S; θ) with parameters θ, takes an observation, S,
and returns the corresponding action that maximizes the long-term reward [20]. The critic,
denoted as Q(S, A; ϕ) with parameters ϕ, takes an observation, S, and an action, A, and
returns the long-term expected value [20]. The DDPG also leverages a target actor and a
target critic. The target actor, denoted as πt(S; θt), is used to improve the stability of the
optimization by allowing the agent to periodically update the target actor parameters, θt,
using the latest actor parameter values [20]. The target critic, denoted as Qt(S, A; ϕt), is
also used to stabilize the optimization, as the agent periodically updates the target critic
parameters, ϕt, using the latest critic parameter values [20].

The training algorithm, depicted on MathWorks [20], begins by initializing the critic
with random parameter values and then initializes the target critic with the same parameter
values. This is also done with the actor and target actor parameters, respectively. For each
training time step, there are 8 steps that will be completed, which are listed as follows [20]:

i. For the current observation S, select an action A = π(S; θ) + N, where N is the
stochastic noise.

ii. Execute action A. Observe the reward and next observation S′.
iii. Store the experience (S, A, R, S′) in the experience buffer.
iv. Sample a random mini batch of M experiences (Si, Ai, Ri, S′

i) from the
experience buffer.

v. If S′
i is a terminal state, set the value function target yi to Ri. Otherwise, set it to

Equation (15).

yi = Ri + γQt
(
S′

i, πt
(
S′

i; θt
)
; ϕt

)
(15)
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The value function target is the sum of the experience reward, Ri, and the discount
future reward. To compute the cumulative reward, the agent first computes the next action
by passing the next observation, S′

i, from the sampled experience to the target actor. The
agent then finds the cumulative reward by passing the next action to the target critic [20].

vi. Update the critic parameters by minimizing the loss, L, across all sampled experiences,
as depicted in the following Equation (16).

L =
1

2M

M

∑
i=1

(yi − Q(Si, Ai; ϕ))2 (16)

vii. Update the actor parameters using the following sampled policy gradient to maximize
the expected discounted reward, as depicted in Equations (17)–(19).

∇θ J ≈ 1
M

M

∑
i=1

GaiGπi (17)

Gai = ∆AQ(Si, Ai; ϕ) where A = π(Si; θ) (18)

Gπi = ∇θπ(Si; θ) (19)

viii. Update the target actor and critic parameters depending on the target method.

The target update method has 3 options: smoothing, periodic, and periodic
smoothing [20].

Smoothing—Update the target parameters at every time step using the smoothing
factor, τ. The equations for updating the target parameters utilizing the smoothing factor
are depicted in Equations (20) and (21).

ϕt = τϕ + (1 − τ)ϕt (for critic parameters) (20)

θt = τθ + (1 − τ)θt (for actor parameters) (21)

Periodic—Update the target parameters periodically without smoothing.
Periodic Smoothing—Update the target parameters periodically with smoothing.

4.2. Proposed DDPG Control Methodology for Attack Mitigation

In this paper, a multi-agent DDPG algorithm is leveraged to predict the stator and
rotor current reference values,

{
i∗ds, i∗qs, i∗dr, i∗qr

}
for the gride-side and rotor-side converters.

These values are then be used to predict the d-q
{

v∗dr, v∗qr

}
reference rotor voltages that

are then passed to the pulse width modulation (PWM) controller to determine the proper
duty cycle for the rotor-side converter. If an FDIA/BDIA is launched against the reference
values for the controllers, the effect will be seen on the DC-link voltage, and the DDPG
controller will then replace the missing reference values to prevent the system from reacting
to the attack. If a DoS attack occurs and communication between the SCADA and the
converter system is blocked or jammed, the packet sampling time treceived will violate the
minimum and maximum allowed sampling times, which are based on the specific network
communication structure. The affected communication line will then be disconnected from
the system, and the specific DDPG agent will assume control of the affected system until a
cyber team can assess and respond accordingly to the situation. In this thesis, the sampling
time will be based on the simulation sampling time, which is 50 microseconds per sample.

By integrating these algorithms into a controller that is physically attached to the
converters, the PWM signals will be consistently updated in the event of a sophisticated
cyber attack conducted against the communication network of a wind turbine generator or
wind farm, as there will be no wireless nodes to be attacked in the DDPG network. The
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following Figure 5 displays the flow chart of the proposed control algorithm, with Figure 6
depicting the block diagram of the proposed multi-agent DDPG converter controllers. In
Figure 5, the ‘Y’ means the condition was found to be true, so the controller follows this
path. If the condition is found to not be true, the controller follows the ‘N’ path.
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4.2.1. Stator Active and Reactive Power Measurement and Set Points

The direct (d) part of the stator current is directly related to the real power of the stator,
and the quadrature (q) part of the stator current is related to the reactive power of the
stator [14]. Thus, by utilizing these values, the real and reactive power of the stator can be
found mathematically in real time. The data points are created using a small-scale wind
farm consisting of six wind turbine DFIGs, and the AI controller is trained during a live
simulation. Therefore, the training should closely resemble real world parameters. The set
points for the system are determined by the generators utilized in the wind farm and are
considered constants under best-case scenarios. In this paper, the stator active power set
point is 9 MW, and the reactive power set point is 0 MVAR.

4.2.2. Stator Current Reference Point Sub-System

The stator current is predicted utilizing the active and reactive power measurements of
the stator, as well as the measured DC-link voltage and the reference DC-link voltage. The
real and reactive power measurements, the DC-link measured voltage, and their respective
reference points are used as observations in this network, and the outputs of the network
are compared to the conventional system for the reward calculation during live training.
In the conventional wind turbine generator control system, a proportional–integral (PI)
controller is utilized to adjust the gains to maintain stability in the system. In the following
Figure 7, the actor and critic networks for the stator current d-q predictions are depicted.
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The first fully connected layer of the actor network consists of 20 nodes with the
relu activation function. The second fully connected layer of the actor network consists
of 10 nodes with the relu activation function. The final fully connected layer of the actor
network consists of 6 nodes with the relu activation function, and the final output node
outputs the predicted ids and iqs measurements.

The critic network has the same structure as for the observation side; however, the
action side consists of a layer of 10 nodes and then a layer of 6 nodes, both using the relu
activation function. The outputs of the observation node and action nodes are then added
together in a fully connected node, with the output yielding the predicted reward of the
step based on the state–action pair.
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4.2.3. Rotor Current Set Point Sub-System

By using the measured stator current d-q values along with the measured stator
voltage d-q values, the rotor reference d-q current values can be found. Used along with
the rotor speed ωr as observations, the DDPG agent can quickly and accurately predict
the reference set points for the rotor current d-q values. In the conventional system, this
process is done by a PI controller, which again will be removed from the system in the
event of a cyber attack so that the DDPG agent can replace any missing set-point values
and maintain a steady-state of the system until cyber analysts can resolve the breach. In
the following Figure 8, the actor and critic networks for the rotor current d-q predictions
are depicted.
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4.2.4. Rotor Voltage Set Point Sub-System

The d-q reference values for the rotor voltage are found by using the rotor current
d-q measured values and the rotor current d-q reference values. Also, the rotor speed, ωr,
is utilized as an input in this agent. Typically, a PI controller would have the error of the
reference values compared to the measured values as inputs, and then a specified gain
would be applied to keep the system stable and output the reference d-q voltage values.
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In this thesis, the measured rotor d-q currents, the rotor speed ωr, and reference rotor d-q
current values are used as inputs to the DPPG agent, and the output of the conventional
PI controller system is used to determine the reward for the current state/action pair. The
DDPG agent was trained during a live simulation so the agent would be better equipped to
handle real-world scenarios. When a cyber-attack occurs, the DDPG agent will be utilized
to replace the missing set-points, or in the event of a DoS attack, both rotor DDPG agents
will control the entire system until a cyber defense team can quarantine the effected unit.
The following Figure 9 depicts the actor and critic networks of the rotor voltage set-point
DDPG controller.
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4.3. Proposed Variable Proportional–Integral (VPI) Control Methodology

In this paper, the performance of the proposed multi-agent DDPG controller was com-
pared to the performance of the VPI controller during the considered cyber attacks. There-
fore, a description of the VPI controller and its structure is described and depicted below.

Stator VPI–idqs: The variable proportional–integral (VPI) controller for the stator idqs
ref values utilizes the error in the DC-link voltage to scale the Kp-dc and Ki-dc gains if
the dc-link voltage changes by more than 5% of the nominal value. The Kp-dc and Ki-dc
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gains are adjusted by multiplying the error by the gain value and then adding this value to
the original gain value, creating a variable gain value to mitigate the effects of an FDIA.
As seen in the plots and the RMSE performance table in the Results section, the VPI can
dampen the effects of an FDIA on the idqs PI controller.

Rotor VPI–vdqs: The VPI controller for the rotor vdqr ref values utilizes the error
in the idr and iqr measured values with respect to their ref values. If the dc-link voltage
changes by more than 5% of the nominal value, the VPI will scale the gains accordingly.
The scaled Kp-rsc and Ki-rsc gains for the rotor VPI controller are found by multiplying
the error by the respective gain value and then adding this value to the original gain value
for Kp-rsc and subtracting this value from Ki-rsc. As seen from the plots and the RMSE
performance table in the Results section, the VPI can dampen the effects of an FDIA on
the vdqs PI controller. The mathematical modeling of stator VPI and rotor VPI controllers
are provided below. Figures 10 and 11 show the diagrams for the stator VPI and rotor
VPI controllers.

Stator VPI–idqs
evdc(t) = (Vdc_nom − Vdc)/Vdc-nom

(22)

Kvp = Kp_dc + [Kp_dc ∗ evdc(t)] (23)

Kvi = Ki_dc + [Ki_dc ∗ evdc(t)] (24)

Rotor VPI–vdqs
[eidr(t); eiqr(t)] = [Idr_ref − Idr; Iqr_ref − iqr]

(25)

Kvp_rsc = tan(
π

2
∗ Kp-rsc) +

[
tan(

π

2
∗ Kp-rsc) ∗ eidr(t))

]
; tan(

π

2
∗ Kp-rsc) +

[
tan(

π

2
∗ Kp-rsc) ∗ eiqr(t)

]
(26)

Kvi_rsc = tan(
π

2
∗ Ki-rsc)−

[
tan(

π

2
∗ Ki-rsc

)
∗ eidr(t))

]
; tan(

π

2
∗ Ki-rsc)−

[
tan(

π

2
∗ Ki-rsc

)
∗ eiqr(t)

]
(27)

Electronics 2024, 12, x FOR PEER REVIEW 15 of 23 
 

 

for Kp-rsc and subtracting this value from Ki-rsc. As seen from the plots and the RMSE 
performance table in the Results section, the VPI can dampen the effects of an FDIA on 
the vdqs PI controller. The mathematical modeling of stator VPI and rotor VPI controllers 
are provided below. Figures 10 and 11 show the diagrams for the stator VPI and rotor VPI 
controllers. 

Stator VPI–idqs 

evdc(t) = (Vdc_nom − Vdc)/Vdc-nom (22)

Kvp = Kp_dc + [Kp_dc * evdc(t)] (23)

Kvi = Ki_dc + [Ki_dc * evdc(t)] (24)

Rotor VPI–vdqs 
[eidr(t); eiqr(t)] = [Idr_ref − Idr; Iqr_ref − iqr] (25)

Kvp_rsc = tanሺగଶ ∗ 𝐾௣ି௥௦௖ሻ + [tanሺగଶ ∗ 𝐾௣ି௥௦௖ሻ ∗  eidr(t))];  tanሺగଶ ∗ 𝐾௣ି௥௦௖ሻ + [tanሺగଶ ∗ 𝐾௣ି௥௦௖ሻ ∗ eiqr(t))] (26)

Kvi_rsc = tanሺగଶ ∗  𝐾௜ି௥௦௖ሻ − [tanሺగଶ ∗ 𝐾௜ି௥௦௖ሻ ∗ eidr(t))];  tanሺగଶ ∗ 𝐾௜ି௥௦௖ሻ − [tanሺగଶ ∗ 𝐾௜ି௥௦௖ሻ ∗ eiqr(t))] (27)

 
Figure 10. Stator VPI control diagram. 

 
Figure 11. Rotor VPI control diagram. 

4.4. Conventional PI Controller 
The conventional PI controller takes a specified measured signal and utilizes a feed-

back loop from its output to determine the error of the output versus the input. The error 
is fed through the controller and finds the integral of the error with respect to time as well 
as the proportional gain. These values are then added together to become the output of 
the system, which as was stated before, is fed back into the input and subtracted from the 
measured value. The PI controller can be tuned utilizing several different methods, such 

Figure 10. Stator VPI control diagram.

Electronics 2024, 12, x FOR PEER REVIEW 15 of 23 
 

 

for Kp-rsc and subtracting this value from Ki-rsc. As seen from the plots and the RMSE 
performance table in the Results section, the VPI can dampen the effects of an FDIA on 
the vdqs PI controller. The mathematical modeling of stator VPI and rotor VPI controllers 
are provided below. Figures 10 and 11 show the diagrams for the stator VPI and rotor VPI 
controllers. 

Stator VPI–idqs 

evdc(t) = (Vdc_nom − Vdc)/Vdc-nom (22)

Kvp = Kp_dc + [Kp_dc * evdc(t)] (23)

Kvi = Ki_dc + [Ki_dc * evdc(t)] (24)

Rotor VPI–vdqs 
[eidr(t); eiqr(t)] = [Idr_ref − Idr; Iqr_ref − iqr] (25)

Kvp_rsc = tanሺగଶ ∗ 𝐾௣ି௥௦௖ሻ + [tanሺగଶ ∗ 𝐾௣ି௥௦௖ሻ ∗  eidr(t))];  tanሺగଶ ∗ 𝐾௣ି௥௦௖ሻ + [tanሺగଶ ∗ 𝐾௣ି௥௦௖ሻ ∗ eiqr(t))] (26)

Kvi_rsc = tanሺగଶ ∗  𝐾௜ି௥௦௖ሻ − [tanሺగଶ ∗ 𝐾௜ି௥௦௖ሻ ∗ eidr(t))];  tanሺగଶ ∗ 𝐾௜ି௥௦௖ሻ − [tanሺగଶ ∗ 𝐾௜ି௥௦௖ሻ ∗ eiqr(t))] (27)

 
Figure 10. Stator VPI control diagram. 

 
Figure 11. Rotor VPI control diagram. 

4.4. Conventional PI Controller 
The conventional PI controller takes a specified measured signal and utilizes a feed-

back loop from its output to determine the error of the output versus the input. The error 
is fed through the controller and finds the integral of the error with respect to time as well 
as the proportional gain. These values are then added together to become the output of 
the system, which as was stated before, is fed back into the input and subtracted from the 
measured value. The PI controller can be tuned utilizing several different methods, such 

Figure 11. Rotor VPI control diagram.

4.4. Conventional PI Controller

The conventional PI controller takes a specified measured signal and utilizes a feedback
loop from its output to determine the error of the output versus the input. The error is
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fed through the controller and finds the integral of the error with respect to time as well
as the proportional gain. These values are then added together to become the output of
the system, which as was stated before, is fed back into the input and subtracted from the
measured value. The PI controller can be tuned utilizing several different methods, such
as the root locust method to ensure proper stability of the system. However, in this thesis,
the PI controller was tuned only for normal operation and not for the mitigation of cyber
attacks. The following Figure 12 depicts the conventional PI controller, with k1 being the
tuned proportional gain and k2

s being the tuned integrated gain.
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5. Results

In this section, the effectiveness of the proposed controller is presented to prove the
effectiveness of the system as well as validate the approach. The simulation was conducted
using the MATLAB/Simulink software. In the simulation, a grid-connected, 9 MW wind
farm consisting of six DFIG-based wind turbines was used to train and test the performance
of the control system. The following Table 1 presents the parameters for the grid-connected
wind farm used in the simulation.

Table 1. Simulation parameters of the grid-connected wind farm.

Parameter Value

Nominal power—Pnom 10 MVA
Line-to-line nominal voltage—Vl-l nom 575 vrms

Nominal rotor voltage—Vr-nom 1975 vrms
Nominal frequency—Fnom 60 Hz

Stator resistance—Rs 0.023 p.u.
Stator inductance—Lls 0.18 p.u.
Rotor resistance—Rr 0.016 p.u.

Rotor inductance—Llr 0.16 p.u.
Mutual inductance—Lm 2.9 p.u.

Inertia constant—H 0.685 s
Friction factor—Fµ 0.01 p.u.

Number of pole pairs—P# 3
RSC PWM frequency—PWM f req-rsc 1620 Hz
GSC PWM frequency—PWM f req-gsc 2700 Hz
DC-link nominal voltage—Vdc-nom 1150 v

DC-link capacitor—Cdc-link 10 mF
Nominal mechanical power—Pmec-nom 9 MW

5.1. Cyber Attack Scenarios

In the simulation, a DoS attack, an FDIA, and a combination of both attacks were
implemented on the wind turbine generator control system. In all case studies, if the
communication signal violated the time sampling bounds of 50 µs or if the DC-link voltage
fluctuated greater than 5% of the nominal voltage, the controller then checked if the specific
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set points changed more than 5% of their original values. If this was found to be the case,
the specified DDPG agent would be commanded on.

In the first scenario, the PWM signal to the rotor-side converter will be hit with a
DoS attack in the form of a jamming attack. The signal to the converter will be extremely
delayed, with the jamming signal overwhelming the communication lines of the controllers,
effectively disabling them. In the second and third scenarios, the set points for the current
and voltage d-q parameters will be adjusted with a scaling attack, with the scaling value
being −2, thus inverting the control signal. This will cause an increase or decrease in
the set-point values, causing over-voltage or under-voltage conditions. Figures 13 and 14
depict the performance of the conventional PI controllers (not mitigation controllers) under
a DoS attack on the rotor-side controller PWM signal and an FDIA attack on the rotor
voltage set points. These figures clearly show the need for a mitigation strategy when cyber
attacks occur on wind turbine generator control systems.
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5.2. Effectiveness of Proposed Mitigation Method and Performance Comparison

Figures 15 and 16 show the performance of the proposed DDPG control-based attack
mitigation method. The active power, reactive power, DC link voltage, and rotor speed are
shown in both plots. It is evident that the proposed DDPG method is effective in mitigating
the adverse effects of cyber attacks on the DFIG-based wind farm. Also, the performance of
the proposed method is better than that of the VPI method. Moreover, both methods are
far better compared to the conventional PI controller (not mitigation controller) method.



Electronics 2024, 13, 492 17 of 21Electronics 2024, 12, x FOR PEER REVIEW 18 of 23 
 

 

 

 

 

 

Figure 15. PI, VPI, and DDPG control comparison during FDIA on stator current reference points. Figure 15. PI, VPI, and DDPG control comparison during FDIA on stator current reference points.

Electronics 2024, 12, x FOR PEER REVIEW 19 of 23 
 

 

 

 

 

 

Figure 16. PI, VPI, and DDPG control comparison during FDIA on rotor voltage reference points. 

  

Figure 16. Cont.



Electronics 2024, 13, 492 18 of 21

Electronics 2024, 12, x FOR PEER REVIEW 19 of 23 
 

 

 

 

 

 

Figure 16. PI, VPI, and DDPG control comparison during FDIA on rotor voltage reference points. 

  

Figure 16. PI, VPI, and DDPG control comparison during FDIA on rotor voltage reference points.

5.3. Root Mean Square Error (RMSE) Performance Validation

In this research, the performance evaluation of the proposed control system was
determined by finding the root mean square error (RMSE) of the conventional PI controller,
the variable PI controller, and the proposed DDPG controller. The RMSE is a standard
metric used in model evaluation, as it is the optimal metric for “normal” errors to determine
how the model “fits” the data [21]. In the power system and with respect to wind energy
generation, there is an acceptable amount of deviation from the optimal set points that will
still allow the system to remain in a steady-state condition. Due to this feature, RMSE is a
better option than mean absolute error. To determine the RMSE, the formula depicted in
the following Equation (28) was utilized:

RMSE =

√
1
n

n

∑
i=1

( ŷi − yi)
2 (28)

where n is the number of observations, yi is the theoretical value, and ŷi is the experimental
value. In this context, the yi values are the set points for the specific measured value, and
ŷi is the simulated value obtained by the AI controller. The following Table 2 depicts the
RMSE evaluation of the conventional controller, the VPI controller and the DDPG agents.
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Table 2. RMSE comparison table.

Attack Type Active Power RMSE Reactive Power RMSE Rotor Speed RMSE DC-Link Voltage RMSE
DoS FDIA PI VPI DDPG PI VPI DDPG PI VPI DDPG PI VPI DDPG

Case Study 1 ✓ - 6.97 7.07 0.88 1.78 1.87 1.10 0.119 0.120 0.006 2.07 1.89 2.32
Case Study 2 - ✓ 8.08 0.94 0.08 2.12 1.08 1.81 0.20 0.004 0.003 14,459 264.62 57.14
Case Study 3 - ✓ 18.3 0.75 0.79 29.65 0.80 0.77 0.423 0.005 0.001 582.43 2.23 2.22

From the case studies presented in the table as well as the plots presented in the
previous sub-section, the performance of the DDPG agents during a cyber attack is clearly
better than its conventional counterpart and the VPI implemented in this study. With
more training and fine tuning of the inputs, the DDPG agent could perform even better.
Implementing a DDPG agent to predict the stator rotor voltage set points could also help
alleviate cyber attacks on the grid-side converter, especially in the presence of a DoS attack.

6. Discussion

This research provides a new approach to distributed energy resource control, with
impacts on society beyond a power generation perspective. Emergency services, such
as hospitals and police, require power to provide lifesaving services during emergencies.
The military also needs reliable energy production to operate military bases globally. This
paper offers a solution to prevent cyber attacks from causing chaos in these industries.
Basic consumers will have more reliable power, and cyber attacks will impact their lives
less than they currently do. Autonomous energy generation has become a practical ap-
proach to control power generation, and this research has a positive contribution to the
respective field.

In the future, this work could be extended to the following tasks:

• The stator voltage controller can be replaced by a DDPG agent, allowing for the PWM
signal to be replaced for the grid-side converter during a cyber-attack, like what was
presented for the rotor-side control system.

• The method can be utilized for other DERs, such as ocean/wave energy production.
• The effects of a battery energy storage system on the DC-link circuit could be investi-

gated to determine if better stability can be achieved.
• Exploring new AI detection and mitigation techniques based on the works presented

in this paper could be explored.

7. Conclusions

This work researched the effects of different types of cyber attacks on the control
system of a grid-connected DFIG-based wind farm. A multi-agent DDPG AI controller
was designed and leveraged to mitigate the adverse effects of cyber attacks on the energy
management system of a wind turbine generator. The performance of the proposed DDPG
controller was compared with that of a VPI control-based mitigation method. The proposed
technique was simulated and validated utilizing the MATLAB/Simulink software. This
paper can be concluded as follows:

• The proposed DDPG method can effectively mitigate the adverse effects of cyber
attacks, regardless of which set point is manipulated or whether the PWM signal to
the rotor-side converter is blocked.

• The performance of the proposed DDPG method is better than that of the VPI method,
as shown in the plots and the RMSE table presented in the results section.

• This research offers a novel approach to mitigating cyber attacks on DERs by offering a
low-cost approach to maintaining wind farm stability during a malicious cyber-attack
on the converter management system.
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Abbreviations

AI Artificial intelligence
ANN Artificial neural network
BDIA Bad data injection attack
CDM Continuous diagnostics and mitigation
DT Decision tree
DDPG Deep deterministic policy gradient
DoS Denial of service
DER Distributed energy resource
DFIG Double-fed induction generator
FDIA False data injection attack
IGBT Insulated-gate bipolar transistor
LAN Local area network
MitM Man in the middle
MaDIoT Manipulation of data via IoT
NOAA National Oceanic and Atmospheric Administration
PID Proportional, integral, and derivative
PMSG Permanent magnet synchronous generator
PIFPI PI/fractional-order fuzzy/PI
PAC Pitch angle controller
PLC Programable logic controller
PWM Pulse width modulated
RMSE Root mean square error
SCADA Supervisory control and data acquisition
SVM Support vector machine
VSC Voltage source converter
WAMPAC Wide area monitoring, protection, and control
YAC Yaw angle controller
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