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Abstract: Researchers from different fields have studied the effects of the COVID-19 pandemic and
published their results in peer-reviewed journals indexed in international databases such as Web of
Science (WoS), Scopus, PubMed. Focusing on efficient methods for navigating the extensive literature
on COVID-19 pandemic research, our study conducts a content analysis of the top 1000 cited papers
in WoS that delve into the subject by using elements of natural language processing (NLP). Knowing
that in WoS, a scientific paper is described by the group Paper = {Abstract, Keyword, Title}; we
obtained via NLP methods the word dictionaries with their frequencies of use and the word cloud
for the 100 most used words, and we investigated if there is a degree of similarity between the titles
of the papers and their abstracts, respectively. Using the Python packages NLTK, TextBlob, VADER,
we computed sentiment scores for paper titles and abstracts, analyzed the results, and then, using
Azure Machine Learning-Sentiment analysis, extended the range of comparison of sentiment scores.
Our proposed analysis method can be applied to any research topic or theme from papers, articles, or
projects in various fields of specialization to create a minimal dictionary of terms based on frequency
of use, with visual representation by word cloud. Complementing the content analysis in our research
with sentiment and similarity analysis highlights the different or similar treatment of the topics
addressed in the research, as well as the opinions and feelings conveyed by the authors in relation to
the researched issue.

Keywords: natural language processing; big data; sentiment analysis; similarity analysis; word
dictionary; word cloud

1. Introduction

The COVID-19 pandemic status, officially declared by the World Health Organization
(WHO) on 11 March 2020 [1], has caused a global crisis deeper than all previous epidemics
or pandemics, with a much stronger impact on the life of the population worldwide in all
its aspects: micro- and macroeconomic, health, social, cultural, educational, emotional.

The World Health Organization [2] has recommended, through appeals to scientists,
researchers, and specialists in various fields, to conduct research during the pandemic and
to publish the results immediately in order to help patients and limit the catastrophic global
consequences of the spread of the virus. Moreover, this research, conducted individually or
in collaboration, was considered an ethical obligation of specialists during the pandemic
and is practically a public health measure.
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Bibliometric and scientometric analyses were carried out at various short intervals
(3–6 months), which tried to capture and assess, even during the pandemic, the main
issues that were the focus of scientific research activities of specialists in different fields
of activity, which were published in various international journals or databases. These
analyses, using specific research tools and methods, had the immediate aim of transmitting,
as quickly as possible, the results of the latest findings in the field of prevention, treatment,
and convalescence of those infected with COVID-19, disseminating them at all levels of age,
occupation, environment, to all decision-makers involved in the prevention and treatment
of the population. Therefore, for that period, all these research and publication efforts were
extremely beneficial.

Research conducted in medicine, health, and virusology were presented [3–6] in the
fields of social sciences [7,8], arts and humanities [9], accounting and COVID-19 pub-
lished during the pandemic [10,11], business and economics [12–14], business and manage-
ment [15], the online shopping behavior of the population [16–18], policies to prevent and
stop the pandemic by applying innovative scientific approaches [19]. The use of textiles for
protection in pandemics has been another topic of interest [20]; the study [21] can provide
valuable information for the treatment and eradication of COVID-19, and other papers
present future research perspectives [5,22] and education perspectives for public health [23],
training local medical specialists, and bringing clinical services online [24].

The OA (open access) publication of studies during this period [25] has been extremely
beneficial, ensuring free access to all this information, rapid and wide dissemination of
research results in order to facilitate knowledge transfer, good collaboration between
specialists, and thus an increase in their chances of blocking the devastating effects of the
spread and resistance of the COVID-19 virus.

Under these circumstances, we consider that a content analysis of scientific publica-
tions on the COVID-19 pandemic and its effects is very useful and beneficial now after more
than one year after the end of the pandemic, as it can provide comprehensive information
and more accurate and rigorous knowledge in various topics related to the pandemic, in-
cluding for the adoption of integrated strategies and initiatives on economic development,
education, labor, recreation, public health treatments and measures, necessary equipment
for hospitals and ambulance services, intensive care.

Nowadays, the interest of researchers and specialists for a specific event or crisis
situation is materialized by a multitude of scientific papers published in numerous inter-
national journals or databases. Many of these are indexed by Clarivate Analytics Web of
Science (WoS) or SCOPUS, have high visibility, ensure online access for those interested,
and have the knowledge, best practices, and technology transfer that can be achieved
at a rapid pace and with an extremely high volume of information. The exploitation of
large volumes of digital data from various domains through natural language processing
methods contributes to finding relevant information aiming to know, in a timely manner,
the society’s diagnosis, its reaction, the responses of the business environment, health,
culture, education, and all other activities related to the topic, the event, or the crisis.

Natural language processing (NLP) includes a content analysis of texts and is com-
plemented by automatic evaluation methods of opinions and feelings [26], of states ex-
perienced and transmitted by authors in relation to the event/subject/crisis analyzed.
NLP is a subfield of artificial intelligence and linguistics dedicated to making computers
understand texts and words written in various languages to manage human–computer
language interaction.

The large amounts of data available to us in the digital age make access to all of
them beyond our ability to understand them, and it is necessary to communicate with
computers in natural language. In this context, the components of NLU (Natural Language
Understanding or Linguistics and Natural Language Generation), a series of computational
tools and methods developed, and neural networks introduced in the field of NLP, are
extremely useful for users in various fields, such as spam removal, information extraction,
summarization, automatic translation, answering questions.
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This study focuses on publications related to the topic “COVID-19” during the pan-
demic period until now, aiming to identify and extract the most used words by using code
snippets written by authors in the open source language Python 3.12 and to provide the
user with data collections and tools for further analysis. A content analysis of the selected
papers was performed, followed by analyses of the approach and general opinion conveyed
by the authors in order to better understand the priorities and concerns of the research
environment for different domains during the COVID-19 pandemic. The foundation of our
research is based on the analysis of large-sized and well-structured WoS content, including
publications of high visibility and appreciated especially by the academic and research
environments, specialists, and recognized scientists. In this context, our research objectives
are to identify the top 1000 most cited papers (publications) in the WoS database on the
subject “COVID-19” (basically, these are the most relevant papers of high interest for the
topic.); to draw up three dictionaries of words ordered by their frequency of use for the
three components of a scientific paper: “Title”, “Abstract”, “Keyword”; to represent each
dictionary suggestively with a word cloud (based on a set number of words); to carry out a
sentiment analysis in order to understand the general opinion conveyed by the authors on
the subject; to draw up a similarity analysis of the selected papers to see if the approaches
to the topic in the research were unique or, on the contrary, similar. In the present study,
using Python packages such as NLTK, TextBlob, and VADER, we performed sentiment
analysis on the titles and abstracts of the research papers.

After analyzing the results, we extended the comparison range for sentiment scores
using Azure Machine Learning-Sentiment analysis. Our innovative approach to analysis
can be applied to any research topic or topic in different areas of specialization. This
allowed us to create a concise dictionary of frequently used terms, visually represented
with a word cloud. What sets our study apart is the integration of sentiment analysis, which
enriches content analysis by highlighting the varied treatments of the research subjects. In
addition, it provides insights into the opinions and emotions conveyed by the authors in
relation to the topic.

This paper is structured as follows: Section 2 discusses a summary and comparative
analysis of scientific publications reviewed during pandemics. Section 3 presents aspects
related to the literature review and research objectives. Section 4 outlines the research
method and covers findings from the empirical research. Finally, this paper ends with a
summary of the research conclusions and presents the limitations of this study.

2. A Summary and Comparative Analysis of Scientific Publications Reviewed
during Pandemics

Before COVID-19, mankind has faced many pandemics such as bubonic plague,
cholera, Spanish flu, HIV/AIDS. Being concerned about the volume of publications in
WoS on these pandemics, we made a brief analysis of the interest and papers published by
researchers and specialists in the field, taking into consideration the number of scientific
papers published on these subjects. Thus, until 15 August 2023, we queried the WoS
database [27] and extracted the scientific publications that have the name of the pandemic
in the content of the published papers, forming a database for each type of pandemic.

2.1. “Bubonic Plague” Pandemic

The “bubonic plague” pandemic was recorded during the years 1347–1351, then
1665–1666, 1894–1898, and reappeared in a weaker form in 1907 and after 1970. A total of
926 papers are published in WoS [27] for the topic “bubonic plague”, out of which only
3 scientific papers were published in 1976 and 164 scientific papers were published between
2020–2023. Figure 1 shows the distribution of articles published on the “bubonic plague”
pandemic by year.
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Figure 1. Number of publications in WoS related to the “bubonic plague” pandemic.

It was found that of the total scientific publications related to the “bubonic plague”
pandemic existing in WoS, between 2020–2023, there are about 18%, which shows that
during the COVID-19 pandemic period, research on the bubonic plague pandemic has
been highlighted.

2.2. “Cholera” Pandemic

The “Cholera” pandemic was registered in the 19th century, 1892. A total of 25,010 pa-
pers are published in WoS for the topic “cholera”, most of them after 1990. The distribution
of articles published on the “cholera” pandemic by year is shown in Figure 2.
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It can be seen that since 2020, the number of publications related to the “cholera”
pandemic has been decreasing, given the increased interest in the COVID-19 pandemic.
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2.3. “Spanish Flu” Pandemic

The “Spanish flu” Pandemic was recorded between 1918 and 1920. A total of
765 publications are listed in WoS on the topic “Spanish flu”, most of them published
after 2004. The distribution of articles published on the “Spanish flu” pandemic by year is
shown in Figure 3. Over the period under review, the empirical points curve has a shape
that can be approximated by a straight line; thus, the model that can be used to approximate
the evolution of the number of publications in WoS related to the “Spanish flu” pandemic
is of the form

yt = f (t) + ut (1)

where:
yt—values of the dependent variable.
f (t) = the trend component that can be described using a linear function:

f (t) = a + b·t (2)

ut—the residual variable, representing the influences of the other factors of variable y
not specified in the model considered as random factors with insignificant influences on
the dependent variable y.

Estimating the parameters of the linear regression model led to function 3:

f (t) = 1.5842·t − 3153.7 (3)

The value of the determination coefficient R2 (in percentages) expresses how much
of the variation in the dependent variable (yt) can be explained by its linear relationship
with the independent variable (t). R2 = 0.35. The 35% of the variation in the total number
of papers published in WoS on the “Spanish flu” pandemic can be explained by its linear
relationship with time.

The regression coefficient b̂ = 1.5842 (slope of the line) indicates that for each increase
in the independent variable (t = time) by one unit, the number of papers published increases
on average by 1.5842 units. It can be seen that since the onset of the COVID-19 pandemic,
in 2020, a total of 138 papers on the “Spanish flu” pandemic appeared in WoS; in 2021, the
number increased by 19 papers, and from 2022 onwards, it decreased considerably.
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In Figure 3, the evolution of the number of publications related to the “Spanish flu”
pandemic in WoS is depicted in red, and the trend of this evolution is represented by the
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2.4. Pandemia HIV/SIDA

For the topic “HIV/AIDS”, there are a total of 426,261 published papers on WoS. The
number of scientific papers published after 1987 has increased to several thousand, and
since 2004, the number of papers published has been increasing to more than ten thousand.
The distribution of the publication of articles per year on the HIV/AIDS pandemic is shown
in Figure 4.
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2.5. COVID-19 Pandemic

The number of publications in WoS [27] for COVID-19 between 2020–2023 is 443,878.
A graphical representation of this number, by year of publication, is shown in Figure 5.
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Based on a comparative analysis of the trends shown in Figures 3–5, a similarity in
the profiles of the curves for publications from 2020 to 2023 can be noticed due to the
fact that publications on the COVID-19 pandemic have included references to previous
pandemics in the literature review and the distribution of the number of publications is of
a Gaussian type.

3. Literature Review

The performance and accuracy of natural language processing models are dependent
on the quality of the NLP dataset [28]. Extending these services to the cloud by building a
cloud platform for NLP services [29] will ensure easier management, automatic updating,
global accessibility, and allow greater diversity through the use of interactive maps [30].
Prakash, Ohno-Machado, and Chapman [31] detail the incorporation of IR (Information
Retrieval) technology in relational database engines, while Jiang, Wang, and Zhou [32]
complete the NLP analysis with the need to reduce the linguistic complexity of the original
text by capturing and classifying the general sentiment and the opinions conveyed by it
using the Abstract Meaning Representation (AMR) model. Kolbe and Burnett [33] analyzed
128 published studies, in which the authors used methods to analyze the content of large
databases, suggesting the need to improve the objectivity of these research studies. In a
highly industrialized, automated, and competitive economy, some authors [34] analyze
AI-integrated NLP and IoT by companies that use the written text or speech of customers
to determine their opinion and loyalty towards the company’s products to allow them to
be customized according to their own wishes. Another paper [35] analyzes an NLP process
made in Python to obtain a keyword dictionary, a minimum number of terms used in a
paper. The authors calculate the Coherence Scores used as an indicator of the importance
of each word and note the qualitative increase in research by incorporating NLP methods
simultaneously with the analysis of larger amounts and much more diverse types of data.

Thus, in research paper [36], a bibliometric analysis for 146 scientific publications
that use NLP methods, content analysis, and the “word cloud” to promote the field of
Smart Agriculture was conducted, while the papers [37,38] present the importance of
performing text mining, in order to identify, extract, and understand, from large databases;
the most used words on the policies and decisions are applied at the local or central level.
Dicle [39] performs and explains text mining using wordfreq and wordcloud (from Stata),
which provides the individual researcher with a list, a dictionary of used words, and
their frequency of use. In [40], the authors analzsed the importance of this dictionary
of frequently used single words for English module students for the specific field of
psychology, using the digital tools Wordcloud and Quizlet. The authors showed that by
using Wordcloud, through the creation of the “word cloud”, students retained a minimal
specialized vocabulary in English psychology more quickly.

A multitude of scientific papers published in connection with an event, an earth-
quake [41], energy crisis [42], a worldwide crisis situation such as the COVID-19 pandemic,
has conveyed a series of manifestations, states of distress, emotion, joy or hope, criticism or
discouragement, recommendations, opinions, and suggestions of the researchers involved
and society.

Because the Web has become a source of information at a global level, knowing these
moods, feelings, opinions is necessary for the foundation of the decision-making process
at the micro- and macroeconomic, political, social level. The process that automatically
analyses utterances expressed in natural language, identifying essential feelings or opinions,
which it classifies according to the emotions conveyed, is called sentiment or opinion
analysis [43].

The study of opinions and their evaluation can be conducted using Natural Language
Processing (NLP) through different specific algorithms of sentiment analysis or opinion
mining. The result of sentiment analysis is the contextual polarity of the text [44], which can
be positive, negative, or neutral. There are different methods and algorithms for evaluating
opinions and determining the corresponding sentiment [44–48]. Sentiment analysis can be
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performed per document (Document Analysis), which determines the opinion expressed
by a document; per sentence (Sentence Analysis) to evaluate the opinion conveyed by the
sentence; per entity or feature (Entity and Aspect or Feature Analysis), which evaluate the
opinion conveyed on the entity. It can be realized by training a neural network (Supervised
Learning) using SVMs (Support Vector Machines) and NaiveBayesClassifier algorithms
(NB), SentiWordNet, social network analysis (SNA) [43,49–55]. Stine [56] went further with
the analysis and managed to detect the sarcasm transmitted in the text.

Researchers and specialists in communication and various fields of specialization
continued the analysis of the opinions expressed by researchers in scientific publications by
analyzing the opinions expressed on social networks. Thus, the aggressiveness manifested
by COVID-19, especially at the beginning, caused states of worry, emotions that were
explored and evaluated [57] and thus were known by decision-makers in all affected areas.
In study [58], the spiritual factor of religious faith is analyzed, which conveyed to the
population words such as peace, trust, hope for healing, explaining the positive evaluation
of feelings. A number of studies have analyzed the feelings conveyed by the opinions of all
categories of the population during the COVID-19 pandemic on social networks in Greece
or China [59,60] or in epidemics, pandemics, viruses, or outbreaks in the last 10 years [61].

4. Description of Research Method
4.1. Content Analysis. Frequency of Use and Word Cloud
4.1.1. Logic Flow of Natural Language Processing

The content analysis of natural language text uses terms such as word dictionary, word
cloud, word frequency.

The frequency of use of a word is given by the number of occurrences of the word
within the volume of data in the papers analyzed. We use the word cloud to graphically
represent the words identified in the analyzed papers, in a visual form, so that their size is
proportional to their frequency of use. The dictionary represents, in this context, a totality
of words used in the analyzed papers, representative of the domain or subject analyzed.
Considering that during the COVID-19 pandemic, the number of scientific research studies
addressing this topic increased a lot, we searched the WoS database. There were found
443,878 papers that contained the word “COVID-19”. We extracted from the WoS database
the first 1000 publications (this number depended on the limitation imposed by WoS) that
were the most cited, and we formed three data collections containing the fields “title”,
“abstract”, and “keywords”, respectively. For each of the three data collections, we took
the most used words, identified by their frequency of use (sorted in descending order).
In this way, we took into account, in our analysis, the most used words in the respective
field/subject used in the “title”, “abstract”, and “keyword”, respectively. We continued the
analysis with the word cloud representation using natural language processing in Python.
The general description of the logical processing flow to obtain the results in our study is
as follows:

• Importing the libraries to perform various operations, including pandas for data
manipulation, NLTK for natural language processing, matplotlib for visualization,
WordCloud for word cloud generation.

• Downloading the necessary resources for the NLTK library, such as the stopwords list
and the tokenizer for tokenizing words [62].

• Loading data from a CSV file (“Abstract.csv”’) into a DataFrame (df).
• Concatenating all the texts in the “text” column of the df DataFrame into a single

string (text) and converting the text to lowercase.
• Cleaning data—Remove special characters (punctuation) from the text using a list of

punctuation characters in the string library.
• Applying the text tokenization operation to individual words using word_tokenize.
• Removing Stopwords—i.e., stopwords in the text, using the English stopwords list.
• Removing specific words or character sequences listed in the words_to_remove list.
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• Creating a word_freq dictionary to calculate the frequency of the remaining words in
the text.

• Creating a new filtered_word_freq dictionary containing only words with a frequency
of at least 1.

• Using the WordCloud library to generate a word cloud (WordCloud) based on the
frequency of words in word_freq and using options such as sizes, maximum number
of words, and colors.

• Displaying the word cloud generated using Matplotlib. The word cloud is a visual
representation of words.

• Creating a DataFrame (filtered_word_freq_df) from the filtered_word_freq dictionary
and saving it in a CSV file (“Abstract_frequency_word.csv”).

• Ending—We display a message to confirm saving the filtered dictionary.

It can be seen that the program reads the data in a CSV file, processes them to remove
words of no interest, calculates the frequency of the remaining words, and generates a word
cloud to visualize the frequency of words in the given text.

4.1.2. Analysis of Input Data for the Title.csv File

The Title.csv input data have 1000 records, containing 2055 different words, of which
1038 are unique. For clarity, we made a cloud of the top 100 most frequently used words in
the titles of scientific papers, represented in Figure 6.
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4.1.3. Analysis of Input Data for the Keyword.csv File

The Keyword.csv input data have only 722 records (as not all papers mention key-
words), containing 1304 words. We made a cloud of the top 100 most frequently used words
in Keyword.csv for scientific papers, represented in Figure 8. If we analyze the obtained
dictionary, the unique words in the dictionary represent about 60% of them, which leads to
the idea that the analyzed papers deal with a significant number of unique topics.
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4.1.4. Analysis of Input Data for the Abstract.csv File

The Abstract.csv input data contain 876 records, as there are papers without abstracts
among the 1000 papers retrieved from WoS.

A total number of 10,276 words in the dictionary were obtained, of which 4149 are
single words, representing about 40% of the total words. The cloud of the top 100 most
frequently used words in the abstracts was made for the scientific papers analyzed, repre-
sented in Figure 9.
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We have basically identified, for the group G = {Title, Abstract, and Keyword}, the
most used words of importance for those interested in the topic “COVID-19”. These could
constitute a minimum vocabulary necessary for those interested in the topic under analysis.
In summary, the above data are presented in Table 1.
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Table 1. Content of the three dictionaries.

Document Type Number of Records Word Dictionary Size

Keyword 722 1304
Title 1000 1038

Abstract 876 10,276
Source: Authors’ processing.

4.2. Sentiment Analysis
4.2.1. Sentiment Analysis Using Microsoft Azure AI Language

Sentiment analysis using Microsoft Azure AI Language is achieved by using the natu-
ral language processing services offered by the Azure platform. The Azure AI Language
service uses pre-trained machine learning models to evaluate the sentiment of a text and to
return a sentiment score. This sentiment analysis method also relies on advanced language
models and machine learning in order to understand the context and tone of a text and
provides accurate results for varied texts and complex contexts. However, this method has
limitations due to the fact that access to Azure services involves costs that, depending on
the volume of data, are limited. Microsoft Azure AI Language [63,64] has the ability to
analyze, evaluate a text, and return sentiment scores for each sentence in a range from 0 to
1. Values close to 1 represent a positive sentiment, those close to 0 a negative sentiment,
and those in the middle of the range (0.5) are considered neutral or indeterminate. The
sentiment analysis function provides sentiment labels with “negative”, “neutral”, and “pos-
itive” values based on the confidence score obtained. Using Azure AI Language services for
sentiment analysis provides a high level of accuracy and flexibility, but the cost associated
with using Azure resources must also be considered.

Using Azure Machine Learning-Sentiment analysis in Excel, we calculated for the
“Abstract.csv” document, the fields “Sentiment” and “Score”. We used the same processing
for the “Title.csv” document. The results are shown in Figure 10.
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Knowing the calculated sentiment for the abstract of some papers helps in choosing the
types of papers consulted or analyzed by researchers in the field of COVID-19. It is observed
that many of the papers analyzed are “negative”, as they deal with topics related to worry,
severity, deaths, response to treatment. “Positive” abstracts convey information about
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the favorable condition of patients, how they responded favorably to treatment schemes,
hope of a cure. Figures 11 and 12 show the weight of the three sentiment categories in
“Abstract.csv” and “Title.csv”, respectively.
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Figure 12. Weighted sentiment categories for “Title.csv”.

The comparative analysis of the feelings between “Title” and “Abstract” after removing
them from the analysis of papers without abstract is shown in Table 2. It is noticed the
variation in the number of papers with corresponding sentiment values for the title of the
papers correlated with the sentiment distribution for their abstract.

Table 2. Comparative sentiment analysis between “Abstract” and “Title”.

Title Abstract
Positive

Abstract
Negative Abstract Neutral Total

Positive 257 429 58 744

Negative 5 17 2 24

Neutral 36 61 11 108
Source: Authors’ processing.
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The sentiment analysis was complemented via a statistical analysis to check if the
feelings conveyed in the positive, negative, or neutral abstracts are correlated and if there
is a degree of association or dependence between the measured variables.

Microsoft Excel also provides the user with the possibility to calculate the Pearson
Function, which calculates and returns the correlation coefficient r, the Pearson coefficient,
with values in the range [−1, 1]. It measures the degree of association (dependence)
between two or more data sets [65].

Function syntax: PEARSON (array1, array2) (4)

where: array1—a set of independent values; array2—a set of independent values.
The formula for the Pearson moment correlation coefficient, r, is:

r =
∑n

i=1
(
Xi − X

)(
Yi − Y

)√
∑n

i=1
(
Xi − X

)2
√

∑n
i=1

(
Yi − Y

)2
(5)

where r is correlation coefficient, n is sample size, Xi represent values of the X variable
in a sample, Yi represent values of the Y variable in a sample, X represents the mean of
the values of the X variable, and Y represents the mean of the values of the Y variable.
The Pearson coefficient for the correlation of titles with the corresponding abstracts is
approximately 0.9303, which means that “Title” and “Abstract” are strongly correlated.

4.2.2. Sentiment Analysis using Python’s Open-Source TextBlob, NLTK, and
VADER Libraries

TextBlob uses a pre-trained classifier to assign a polarity (−1 to 1) and subjectivity (0 to
1) to a text so that the sentiment analysis calculated for a text is based on the set of keywords
as well as the polarity of these words in a text. Sometimes, this package does not handle
complex contexts or subtleties of sentiment in certain texts. NLTK (Natural Language
Toolkit) is a dedicated natural language library used for natural language processing (NLP)
and computational linguistics. This library provides a rich set of tools and resources for the
manipulation and analysis of natural language data. NLTK’s main functionalities include
tokenization, grammar analysis, sentiment analysis, document classification, language
model building. NLTK provides tools for sentiment analysis, including SentimentIntensity-
Analyzer, which is a specific module for sentiment analysis in NLTK. It uses the VADER
method to assess the intensity of sentiment in a text. VADER (Valence Aware Dictionary
and sEntiment Reasoner) is a specialized sentiment analysis system developed to deal with
language features, such as expressions and emotions conveyed in social media and beyond.
VADER is used by NLTK’s SentimentIntensityAnalyzer to evaluate sentiment. VADER
is a dictionary of keywords and rules that assigns polarity and intensity scores to words.
Basically, the SentimentIntensityAnalyzer in NLTK uses the VADER approach to provide
sentiment analysis scores in a text. VADER can also be used independently of NLTK. The
choice of one of these packages depends on the specific nature of the text. To use these
packages, we have installed them as shown in Figure 13.
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Using the Python code in Appendix A, we calculated the sentiment score and its
polarity using the textblob, nltk, and vaderSentiment packages for the contents of the
“Abstract.csv” and “Title.csv” files.

The results obtained with this code sequence have been centralized in Tables 3 and 4.

Table 3. Sentiment score for Abstract.csv.

Sentiment Type Sentiment Type
TextBlob

Sentiment Type
NLTK

Sentiment Type
VADER

Sentiment Type
Microsoft Azure

AI Language

Positive 88.0137% 42.35% 43.04% 34.02%

Negative 9.1189% 56.28% 55.59% 57.88%

Neutral 2.8665% 1.37% 1.37% 8.11%
Source: Authors’ processing.

Table 4. Sentiment score for Title.csv.

Sentiment Type Sentiment Type
TextBlob

Sentiment Type
NLTK

Sentiment Type
VADER

Sentiment Type
Microsoft Azure

AI Language

Positive 18.00% 19.00% 19.20% 85.30%

Negative 11.30% 25.70% 25.50% 11.70%

Neutral 70.70% 55.30% 55.30% 3%
Source: Authors’ processing.

For the results obtained in Table 4, it can be seen that for long texts, the results obtained
with NLTK, VADER, and Microsoft Azure AI Language packages are close.

It can be seen from the results obtained in Table 4 that for short texts, the sentiment
score values obtained with the NLTK and VADER packages are close. Identifying the
sentiment in the text is a complex task and depends on human subjectivity. As shown in
Tables 3 and 4, the results may vary depending on the algorithms used, the datasets, and
the overall context. Natural language processing combined with machine learning tools
has multiple applicability [28,62,66].

For highly accurate sentiment analysis, we continue our study by using the Hugging
Face Transformers library, which provides access to numerous pre-trained natural language
models, including models for sentiment analysis. We will use the BERT (Bidirectional
Encoder Representations from Transformers) model, developed by Google, as it has been
pre-trained on large volumes of text. It is known to have achieved outstanding performance
for NLP applications, as it uses a transformer architecture to capture the bidirectional
meaning of words in context.

4.3. Similarity Analysis for the Works Analysed

Often, in Big Data models, similar entities need to be identified, which can be studies,
research on a certain topic or characteristics that define a certain product, services. Examin-
ing similar items (sentences) is a fundamental data-mining problem. There are several ways
to determine the similarity of these entities. For the huge amount of data existing on the
Internet, plagiarism, “mirrored” web pages, or articles coming from the same source can be
identified in this way [67]. Jaccard similarity, defined as the ratio between the number of
common elements and the total number of elements of the data sets, is described in [67]. It
is possible to determine the similarity of two strings using specific functions in Microsoft
Excel [68] or VBA code. Variants of saliency-based fuzzy logic are used to model natural
language when using linguistic variables [69].

Fuzzy Lookup technology measures the similarity between two data sets using Jaccard
similarity, defined as the size of the intersection of the sets of objects (data) divided by the



Electronics 2024, 13, 584 15 of 22

size of their union [70]. Thus, the Fuzzy Lookup component for Excel identifies matches of
text data in Excel.

The matching is robust even in cases of misspellings, abbreviations, added or missing
data. The more common data that are identified, the closer the Jaccard similarity will be to
a value of 1. The technology allows assigning weights (importance) to some objects, thus
obtaining the weighted Jaccard similarity.

An implementation of this algorithm was carried out in the fuzzywuzzy package in
Python. To calculate the similarity score between each pair of texts (eliminating the situation
where a text is compared to itself), we have n· (n−1)

2 similarity scores, where n is the number
of records. For our case, with 1000 records in the Title.csv file, we obtained a total of 499,500
similarity scores between all possible pairs of texts in the 1000 records/title works. These
scores were stored in a new dataset.

The value calculated by the fuzzywuzzy algorithm represents the degree of similarity
between two strings.

The ratio method in fuzzywuzzy calculates the similarity score using the Levenshtein
distance, which measures the minimum number of operations (insertions/deletions/
replacements) performed to turn one string into another. Similarity scores are depen-
dent on the type of analysis and the algorithm used. To normalize the similarity scores to a
range of 0–100, Python code was used (normalization 1):

norm_ score1 =

(
f uzz.

ratio(string1, string2)
len(string1)

)
·100 (6)

To normalize the similarity score according to the total length of both strings being
compared, Python code was used:

norm_score2 =

(
f uzz.

ratio(pair[0], pair[1])
(len(pair[0]) + len(pair[1]))

)
·100 (7)

Using the code in Appendix B, we calculated the weighted similarity scores for the
records in the Title.csv file. Then we performed the calculations again using cosine sim-
ilarity [71], which is based on term frequency vectors and the scikit-learn library, see
Appendix C.

In Table 5, we have centralized the cosine similarity with the scikit-learn library, the
number of papers according to the similarity interval for the two normalization methods.

Table 5. Similarity results calculated for “Title.csv”.

Similarity Interval
for Title

normalized_score1
Number of Papers

normalized_score2
Number of Papers

Cosine Similarity
with the Scikit-Learn

Library [71]

(0–50%) 471,916 498,123 499,334

(50%–60%) 16,638 984 95

(60%–70%) 6031 258 42

(70%–80%) 2511 83 21

(80%–90%) 1133 30 4

(90%–100%) 1271 22 4
Source: Authors’ processing.

It can be seen that, regardless of the method applied, around 94% of the paper titles
analyzed have a degree of similarity below 50%.

The study of the similarity of some entities is increasingly used in research from
all fields: medical, public health, education, management, environment, business, crisis
events/situations in society, communication. Through the computational determination
of the similarity of some texts and some news transmitted online regarding a special
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event or situation, it is possible to evaluate the effectiveness of communication actions
in influencing society’s behavior regarding public health [72], to achieve the semantic
grouping of documents [73], to analyze the similarity of the weighting methods of the
criteria taken into account in Multicriteria Decision Support Systems in management [74],
and to study cerebral activity on several channels in medicine [75].

5. Conclusions and Discussion

The usefulness of our work is both theoretical and practical. At a theoretical level, the
dictionaries of words with the highest frequency of use in a field or topic of study (selected
from the most cited scientific papers, works of great interest) represent an extremely impor-
tant resource for initiation, information, or additional learning for those interested, such as
young researchers who want to know the terminology specific to a field/theme of research;
translators who specialize in a particular field and need to have a minimum knowledge
of a dictionary (vocabulary) on a particular field, as presented in [40]; trainers (teachers)
and trainees (pupils or students) in order to initiate and/or specialize [76] in a vocabulary
specific to a field/research topic; researchers/scientists in order to address interdisciplinary
themes; politicians and decision-makers who have to own a minimum vocabulary neces-
sary to address and understand complex social problems [37,38]. Recognizing emotions
in conversation is one branch of sentiment analysis [77]. The analysis of feelings for the
abstract and title of the reviewed papers provides valuable information to both researchers
and decision-makers in different fields [78].

Knowing a researcher’s opinion, which can be inferred from the abstract of a paper,
helps in choosing the types of papers studied by researchers in certain areas of interest, in
our case, “COVID-19”. The failure to manage the crisis and its negative effects on society
(such as feelings of worry and the restrictions imposed) or, on the contrary, feelings of hope,
the process of healing, the success of the measures taken, the return to normality, feelings
of joy are opinions conveyed by the authors of research papers that represent extremely
important signals for the population but also for specialists and researchers interested in
analyzing various moments of crisis manifestation in society. In addition, the similarity
noticed in the case of the most representative works in the field under discussion showed
that the topics approached were different (taken from various areas which were in the
attention of the population, such as health, economic, and social life) and targeted both
the academic and research environment, that is, specialists and researchers interested in
finding solutions to stop and cure the virus and in returning to normal life. The results
of this analysis can also be used by those interested in consulting, initiating or deepening
their knowledge in the field for a better understanding of the reaction and behavior of
those affected.

From a practical point of view, this paper used a method of exploring the informational
content of large databases with a great diversity and complexity of the topics addressed
in order to identify and extract a dictionary of words with a high frequency of use in a
certain field or research topic. We considered the group G = {Title, Abstract, Keyword} for a
publication of any type, an article, book, research project, which contains the most important
specialized words used in a certain field or research topic. The method uses working tools
consisting of code sequences written by authors that use Python functions and allow the
creation of data collections (.csv): a dictionary of words based on the frequency of their use,
ordered in descending order, in the Abstract, Title, and Keywords belonging to the selected
works. The representation of the first “n” most used words by word cloud (we considered
100) in the case of each component taken into account in a research paper (Title, Abstract,
Keywords) is suggestive, allowing any researcher to get used to the terminology specific to
the respective field faster. Therefore, we can say that we have obtained dictionaries with
the most used words from the analyzed works, and they are part of a machine learning
method [79,80].

At a practical level, as in the case of learning a foreign language, a minimum vo-
cabulary of words can help the training process of a beginner in the same way the built
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vocabulary will be able to help a researcher/specialist in related fields or a beginner/trainee
to get used to specific terminology. The terms identified in a vocabulary, without necessarily
referring to those related to COVID-19, do not remain unchanged throughout time. They
do not remain unchanged even within the vocabulary of the same language. In a field
of research (especially in one in which modern technology, IC and T, new discoveries in
science revolutionize the world) the terminology, the procedures, the norms as well as the
vocabulary are continuously updating. Therefore, the conditions for selecting the works
from the accessed database can change, for example, “the most cited works published in
connection with... in the period”. Thus, we can be sure that they are articles of research
that are recognized in the respective field, which are quoted and, at the same time, use the
latest terminology.

If this study were completed with similar studies conducted to find out the reaction of
the population through social networks [41,42,77,80,81], then the picture of the pandemic,
of the event considered, with the states of crisis and pain or recovery of the population,
of the areas of economic, social, cultural life would be more complete. Recognizing the
problems society faces would become a prerequisite for finding solutions.

Therefore, this study has this limitation since the analysis of scientific papers published
by specialists and researchers is carried out without taking into account the many messages
and opinions transmitted by community members through social networks. The analysis of
these messages and the monitorization of the reactions, opinions, and discussions carried
out by citizens and organizations on social networks can be a future stage of development
of this paper by analyzing the feelings as well as the similarities existing in the opinions of
the world’s population irrespective of age, occupation, ethnicity, or religion.

Another limitation is the relatively small number (1000) of papers extracted from WoS
and analyzed (compared to the total number of papers published and existing in WoS
(443,878 papers). In addition, we have considered English-language publications, but it is
known that there are a number of other publications in other languages and in international
journals and databases other than WoS.

However, we considered representative the 1000 works extracted and analyzed from
WoS, having selected the most cited works that addressed the issue of COVID-19. The
analysis method proposed by us can be applied to any research topic in papers, articles,
or projects in various fields/specializations in order to identify a minimum dictionary
(vocabulary) of the most commonly used terms with visual representation through word
clouds. Those interested in a particular research problem can quickly and correctly inform
themselves about published papers in the field, can access a minimal dictionary of terms
used, can identify some of the feelings conveyed by those papers, thus being able to choose
a topic that will be investigated in future research.
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Appendix A

import pandas as pd
from textblob import TextBlob
from nltk.sentiment import SentimentIntensityAnalyzer
from vaderSentiment.vaderSentiment import SentimentIntensityAnalyzer as VaderSentimentInten-
sityAnalyzer
def determina_tip_sentiment(polaritate):
if polaritate > 0:
return ‘Positive’
elif polaritate < 0:
return ‘Negative’
else:
return ‘Neutral’
def calculeaza_sentiment(nume_fisier_csv, nume_fisier_output_csv):
data = pd.read_csv(nume_fisier_csv)
coloana_text = data.columns[0]
# TextBlob
data[‘Sentiment_TextBlob’] = data[coloana_text].apply(lambda x: TextBlob(str(x)).sentiment.polarity)
data[‘Tip_Sentiment_TextBlob’] = data[‘Sentiment_TextBlob’].apply(determina_tip_sentiment)
# NLTK
sia = SentimentIntensityAnalyzer()
data[‘Sentiment_NLTK’] = data[coloana_text].apply(lambda x: sia.polarity_scores(str(x))[‘compound’])
data[‘Tip_Sentiment_NLTK’] = data[‘Sentiment_NLTK’].apply(determina_tip_sentiment)
# VADER
vader_sia = VaderSentimentIntensityAnalyzer()
data[‘Sentiment_VADER’] = data[coloana_text].apply(lambda x: vader_sia.polarity_scores(str(x))[‘compound’])
data[‘Tip_Sentiment_VADER’] = data[‘Sentiment_VADER’].apply(determina_tip_sentiment)
data.to_csv(nume_fisier_output_csv, index=False)
nume_fisier_csv = ‘c://2023/title.csv’
nume_fisier_output_csv = ‘c://2023/title_sen.csv’
calculeaza_sentiment(nume_fisier_csv, nume_fisier_output_csv)

Appendix B

import pandas as pd
from fuzzywuzzy import fuzz
from itertools import combinations
import csv
file_path = ‘c://2023/title.csv’
df = pd.read_csv(file_path)
if ‘text’ not in df.columns:
print(“error in file CSV.”)
else:
with open(‘c://2023/title_similarity.csv’, ‘w’, newline=“) as csv_file:
csv_writer = csv.writer(csv_file)
csv_writer.writerow([‘text1’, ‘text2’, ‘similaritate_normalizata’])
for pair in combinations(df[‘text’], 2):
norm_score = (fuzz.ratio(pair[0], pair[1]) / (len(pair[0]) + len(pair[1]))) * 100
csv_writer.writerow([pair[0], pair[1], norm_score])

Appendix C

import pandas as pd
from sklearn.feature_extraction.text import TfidfVectorizer
from sklearn.metrics.pairwise import cosine_similarity
from itertools import combinations



Electronics 2024, 13, 584 19 of 22

import csv
file_path = ‘c://2023/title.csv’
df = pd.read_csv(file_path)
if ‘text’ not in df.columns:
print(“Eroare în fis, ierul CSV.”)
else:
with open(‘c://2023/cosine_similarity.csv’, ‘w’, newline=“) as csv_file:
csv_writer = csv.writer(csv_file)
csv_writer.writerow([‘text1’, ‘text2’, ‘similaritate_cosinus’])
vectorizer = TfidfVectorizer()
vectors = vectorizer.fit_transform(df[‘text’])
for pair in combinations(range(len(df[‘text’])), 2):
text1, text2 = pair
cosine_sim = cosine_similarity(vectors[text1], vectors[text2])[0][0]
csv_writer.writerow([df[‘text’][text1], df[‘text’][text2], cosine_sim])
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