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Abstract: Recently, as the non-face-to-face society persists due to the coronavirus (COVID-19), the
Internet usage rate continues to increase, and input devices, such as keyboards and mice, are mainly
used to authenticate users in non-face-to-face environments. Due to the nature of the non-face-to-face
environment, important personal data are processed, and since these personal data include authenti-
cation information, it is very important to protect them. As such, personal information, including
authentication information, is entered mainly from the keyboard, and attackers use attack tools,
such as keyloggers, to steal keyboard data in order to grab sensitive user information. Therefore, to
prevent disclosure of sensitive keyboard input, various image-based user authentication technologies
have emerged that allow sensitive information, such as authentication information, to be entered via
mouse. To address mouse data stealing vulnerabilities via GetCursorPos() function or WM_INPUT
message, which are representative mouse data attack techniques, a mouse data defense technique
has emerged that prevents attackers from classifying real mouse data and fake mouse data by the
defender generating fake mouse data. In this paper, we propose a mouse data attack technique using
machine learning against a mouse data defense technique using the WM_INPUT message. The pro-
posed technique uses machine learning models to classify fake mouse data and real mouse data in a
scenario where the mouse data defense technique, utilizing the WM_INPUT message in image-based
user authentication, is deployed. This approach is verified through experiments designed to assess
its effectiveness in preventing the theft of real mouse data, which constitute the user’s authentication
information. For verification purposes, a mouse data attack system was configured, and datasets for
machine learning were established by collecting mouse data from the configured attack system. To
enhance the performance of machine learning classification, evaluations were conducted based on
data organized according to various machine learning models, datasets, features, and generation
cycles. The results, highlighting the highest performance in terms of features and datasets were
derived. If the mouse data attack technique proposed in this paper is used, attackers can potentially
steal the user’s authentication information from various websites or services, including software,
systems, and servers that rely on authentication information. It is anticipated that attackers may
exploit the stolen authentication information for additional damages, such as voice phishing. In the
future, we plan to conduct research on defense techniques aimed at securely protecting mouse data,
even if the mouse data attack technique proposed in this paper is attempted.

Keywords: user authentication; mouse data; machine learning; image-based authentication;
WM_INPUT message

1. Introduction

As there is non-face-to-face contact in society due to the recent coronavirus (COVID-19),
the rate of Internet usage continues to increase [1]. In a non-face-to-face environment, input
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devices, such as a keyboard or mouse, are mainly used to authenticate users. Information
entered by the user in this way includes user authentication information, and due to the
nature of the non-face-to-face environment, personal information such as name, SSN (Social
Security Number), and address is also included during the usage process [2]. Among
this personal information, it is very important to protect information such as passwords
and CVC (Card Security Code) [3]. For this reason, vulnerabilities have been discovered
in which attackers use attack tools, such as keyloggers, to steal keyboard data, i.e., steal
authentication information inputted from the keyboard [4].

To prevent keyboard data from being exposed, image-based authentication technolo-
gies have emerged that input authentication information from the mouse rather than from
the keyboard [5]. These technologies use specific coordinates with the mouse contained
in the image displayed on the screen as a password, and since authentication information
is not entered from the keyboard, they solve the security threat of stealing keyboard data.
Despite these efforts, attack techniques have emerged that steal mouse data input from
mouse devices via the GetCursorPos() function or the WM_INPUT message [6–8]. To
prevent exposure mouse data from being compromised by mouse data attack techniques,
mouse data defense techniques have emerged using the SetCursorPos() function or the
WM_INPUT message [9]. These techniques effectively protect mouse data by preventing
attackers from classifying real mouse data and fake mouse data by interfering with the
generation of fake mouse data by defenders. In this paper, when the mouse data defense
technique using the WM_INPUT message is deployed, we propose a mouse data attack
technique that classifies real mouse data and fake mouse data by utilizing machine learning
technology [10], which has recently been applied in many fields.

The contributions of this study are as follows:

• Previous mouse data stealing attack techniques that steal mouse data do not neutralize
defense techniques that use fake mouse data generation. Therefore, in this paper,
we proposed a technique for classifying fake mouse data using a prior machine
learning attack technique. It was verified that attack techniques that cannot be attacked
using prior attack techniques have been confirmed to classify mouse data utilizing
machine learning.

• Even if a defense technique using the existing WM_INPUT message is implemented,
the mouse data theft vulnerability will be identified and verified if the proposed attack
technique is used. As a result of the experiment, when the most effective gradient
boosting model is used, the attack accuracy is over 99%, which means that it is almost
impossible to completely steal the mouse data input. Moreover, we believe that the
proposed use of machine learning attack techniques can be helpful in detecting other
vulnerabilities and will be used in the future to study mouse data defense techniques.

The structure of this article is as follows. Section 2 introduces prior knowledge, such
as the mouse data transfer process and machine learning models, as well as related work,
such as mouse data attack and defense techniques. Section 3 describes the experimental
results and analysis of the mouse data attack technique using machine learning models,
while Section 4 concludes the paper with conclusions.

2. Prior Knowledge and Related Works

This section introduces the mouse data transfer process and machine learning models,
which provide the background knowledge necessary to understand the mouse data theft
attack technique using machine learning proposed in this paper and related works including
mouse data attack techniques and defense techniques.

2.1. Prior Knowledge

This subsection describes the mouse data transfer process and machine learning
models that provide the knowledge necessary to understand the latest mouse data attack
techniques and defense techniques. This prior knowledge helps to understand the core
technologies and to compare the performance and evaluate the proposed attack technique.
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2.1.1. Mouse Data Transferring Process

To support interaction between the user and the computer, the operating system
provides features such as moving and clicking the mouse cursor based on mouse data sent
from the mouse device. Among the mouse data functions, the WM_INPUT message is one
of the messages provided by the Windows operating system and is used to receive and
process input data from hardware, such as the keyboard and mouse [11]. To provide these
functions, the process of transferring mouse data from the mouse device to the application
program was analyzed, and the analysis results are shown in Figure 1.
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The process of transferring mouse data via the WM_INPUT message is explained
in detail as follows. When the user moves the mouse, the mouse generates mouse data
corresponding to the movement and transfers these data to the operating system. During
this process, if the WM_INPUT message is registered from the application, the operating
system sends the received mouse data to the handler of the application that registered the
WM_INPUT message. The handler retrieves the mouse data received from the operating
system, and the data are the relative coordinates on the screen. According to this transfer
process, if an attacker registers a WM_INPUT message and periodically steals mouse data,
the attacker can track the user’s mouse movement, and, therefore, the attacker can steal the
user’s input authentication information using image-based authentication.

2.1.2. Machine Learning Models

Machine learning is a field of artificial intelligence. It is a technology that allows
computer systems to classify data and predict and evaluate results by learning from data
and deriving patterns [12]. Machine learning is mainly divided into supervised learning,
unsupervised learning and reinforcement learning, depending on the learning method.
Supervised learning is a method of learning a model to predict the correct answer based on
data given the correct answer [13], while unsupervised learning is a method of deriving or
clustering patterns in data by analyzing data without a correct answer [14]. Reinforcement
learning is a method in which an agent interacts with the environment, learns through
rewards according to its actions, and selects actions that maximize rewards [15].

Through these various learning methods, machine learning models extract patterns
from data and predict or classify new data [16]. The use of these machine learning models
enables data-driven problem solving, which is used as a tool to make useful decisions in
complex real-world situations [17]. In order to derive the machine learning model with
the best performance in the attack technique proposed in this article, KNN (K-Nearest
Neighbor) [18], logistics regression [19], decision tree [20], random forest [21], gradient
boosting [22], and MLP (Multi-Layer Perception) models were used.
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A KNN model is a supervised learning model used in classification or regression
problems and determines the label of data based on the nearest neighbor data of a given
data point. The logistics regression model is mainly used in binary classification problems
and predicts the class of data by passing a linear combination through a logistic function
to calculate the probability value. A decision tree model is a classification and regression
algorithm that constructs decision rules based on the data characteristics. The data are
divided and expressed in the form of a tree; each node represents a specific condition and
is connected by branches. A random forest model is an ensemble technique that combines
multiple decision trees to create a more powerful and stable prediction model. Each
decision tree is trained using bootstrap sampling, and the results are combined by voting
or averaging. The gradient boosting model is an ensemble technique that builds a strong
prediction model by sequentially learning multiple weak learners (mainly a decision tree
model). It operates on the principle of learning, compensating for the errors of the previous
model. Lastly, an MLP model is a type of artificial neural network that has multiple hidden
layers, and the neurons in each layer receive input and pass it on to the next layer. Because
it has a deep structure, it can learn complex patterns.

2.2. Related Works

This subsection introduces state-of-the-art mouse data attack and defense techniques
in image-based user authentication technology. Since this paper focuses on the WM_INPUT
message, it essentially explains the attack techniques that utilize the WM_INPUT message
among various mouse data attack techniques and the defense techniques that correspond
to those attack techniques.

2.2.1. Mouse Data Attack Technique Using the WM_INPUT Message

The attack technique using the WM_INPUT message that is the subject of the paper
is an attack that continuously steals the mouse’s relative coordinates by registering the
WM_INPUT message and tracks the user’s input mouse movement based on the collected
relative coordinates. The tracking process is as follows. Once launched, the attack program
captures the user’s screen and extracts the absolute coordinates of the current mouse
position. Afterwards, the WM_INPUT message handler is registered, and if the user moves
the mouse, the operating system calls the WM_INPUT message handler registered by the
attack program. Accordingly, the attacker steals the relative coordinates of the current
mouse position from the WM_INPUT message handler. Based on the initially extracted
absolute coordinates, the mouse movement is tracked by calculating the stolen relative
coordinates. This attack process is shown in Figure 2 [23]. The attacker tracks the user’s
mouse input based on the attack process shown in Figure 2, and the attack results are
shown in Figure 3 [23].

To describe the attack results shown in the figures, when the attacker clicks the “Start”
button in the attack program to start the attack, the image displayed on the screen is
captured and displayed on the right screen. Afterwards, when the user moves the mouse,
the cursor moves accordingly, and the movement is visualized as a black line. By visualizing
the results, the tracking of the user’s mouse movements was verified. From an attacker’s
perspective, an important part of stealing user credentials is the user’s click information
on the displayed screen, and the attacker program visualizes the user’s click information
by displaying red dots and click order. The list box on the left shows the actual mouse
location and click information in order, informing the attacker of the coordinates. Finally,
the attacker uses the stolen password to authenticate as the user, using this attack program
to steal the “boss123” password inputted by the user.
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2.2.2. Technique for Protecting Mouse Data Using the WM_INPUT Message

To counter the WM_INPUT mouse data attack technique, a defense technique that
prevents exposure of real mouse data has been proposed [10]. The core technology of
this defense technique is to prevent real mouse data from being revealed to attackers by
generating fake mouse data. The defense process is as follows. The defense program
randomly generates fake mouse data and transmits them to the attacker program by
appending it to the WM_INPUT message, and the attacker program receives the fake
mouse data generated by the defense program. During this process, if the user moves the
mouse, the operating system transmits the WM_INPUT message containing the mouse data
corresponding to the movement to the attack program. According to this defense process,
the attacker program collects both the fake mouse data generated by the defense program
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and the real mouse data, which are the actual user input from the WM_INPUT message
handler. However, the attacker does not distinguish which data are real mouse data and
which are fake, and as a result, the defense program effectively prevents the mouse data
from being exposed. The process of this defense technique is shown in Figure 4 [9], and an
example implementation result is shown in Figure 5 [9].
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To explain the defense results shown in Figure 5, the figure in the upper left corner
shows the results of the attack program using the WM_INPUT message, and the figure
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in the lower right corner shows the result of the defense program using the WM_INPUT
message. Upon analyzing the attack results from the attacker’s perspective, the attack
program displays the position of the hijacked mouse, but it appears to be an unusual and
abnormal movement. This happens because the attack program collects both real mouse
data inputted by the user and the fake mouse data generated by the defense program.
Therefore, due to the false mouse data, the attack program does not distinguish between
the real mouse data and shows abnormal movements. As a result of this attack, the attack
program does not steal the user’s real mouse data input, so the attack fails.

On the other hand, since the defense program must allow the user to successfully input
the password, it must output mouse movements based on actual user input rather than
fake mouse data generated by the defense program. The defense program filters out the
fake mouse data it generates from the mouse data received from the WM_INPUT message
handler because the defense program knows the fake mouse data it generated. The filtered
result ultimately collects only the real mouse data inputted by the user, excluding fake
mouse data generated by the defense program, allowing the user to successfully enter the
password. Therefore, we verified whether the user inputted the password “bsoj” safely
without exposing it to attacks.

2.2.3. Intrusion Detection Using Mouse Dynamics

This study [24] aims to enhance account security by identifying unique mouse usage
patterns for intruder detection and providing a non-intrusive and continuous monitoring
alternative to traditional biometrics. For the experiment, the authors used the Balabit Mouse
Challenge Dataset, which contains detailed mouse data usage data, such as movements,
clicks, and drag-and-drop movements of 10 users. Specifically, focusing on user authen-
tication, the authors extracted features from these mouse movements and used machine
learning models. The results of this study demonstrate the efficacy of mouse dynamics
as a biometric tool for intruder detection and highlight the necessity for larger and more
diverse datasets for broader application. This highlights the importance of reproducibility
with other security measures for improved system robustness.

2.2.4. An Empirical Evaluation of Online Continuous Authentication and Anomaly
Detection Using Mouse Clickstream Data Analysis

This study [25] proposed strengthening the security of online platforms by continuous
authentication and anomaly detection using mouse clickstream to solve the limitations of
existing password-based systems. The experiment involved collecting mouse clickstream
data from 20 participants and extracting about 87 different features from mouse movement
and point-and-click actions. For data analysis, the authors used various machine learning
and deep learning models, including decision tree, KNN, random forest, and convolutional
neural networks (CNN). This study defined the following features, namely velocity of
mouse pointer, acceleration, jerk, angle of movement, angular velocity, number of pixels
travelled, curvature, and curvature change rate, and these features were used to analyze
user behavior. The experimental results showed that the CNN model accurately distin-
guished between genuine and fraudulent users with high accuracy, and they concluded
that mouse clickstream can be effectively used for continuous authentication and anomaly
detection in online security systems.

3. Proposal of a Mouse Attack Technique on Data Using Machine Learning

In this section, we describe a mouse data theft attack technique using machine learning
when a mouse data defense technique using the WM_INPUT message is deployed. This
attack technique aims to steal user’s real mouse data by classifying real mouse data and
fake mouse data using machine learning, even if both real mouse data entered by the user
and fake mouse data generated by the defense program are collected. To this end, the
attack possibility was verified by configuring the attack system and datasets and evaluating
its performance.
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3.1. Configuration of the Attack System and Datasets

This subsection describes the proposed attack system, feature definitions, and dataset
configuration. The attack system was configured to collect both real and fake mouse data
while running a mouse data defense program using the WM_INPUT message, and the
collected mouse data were defined as features for use in machine learning among data
analysis techniques. Finally, we describe the dataset configured based on the collected
mouse data.

3.1.1. Attack System

An attack system was designed to be used in machine learning to overcome the
limitations of the failed attack technique when a defense technique using the WM_INPUT
message described in recent related works was deployed. The configured attack system
was designed to collect both real user-entered mouse data and fake mouse data generated
by the defense program, and the collection process is shown in Figure 6.
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The configured attack system utilizes the WM_INPUT message to collect the real
mouse data A1, A2, ···, and An input from the mouse device, and in the process, random
fake mouse data B1, B2, ···, and Bn generated by the defense program are also collected. As
a result, this attack system collects both the user’s real mouse data and fake mouse data
generated by the defense program A1, B1, B2, A2, ···, An, and Bn, with the ultimate goal
of classifying these data using machine learning. Moreover, because the performance of
machine learning models that analyze data may vary depending on the collected data, in
order to compare the performance according to various datasets, the data generation cycle
of the fake mouse was set to 50 ms, 100 ms, 250 ms, and 500 ms, and the data were collected
according to each mouse data generation cycle.
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3.1.2. Feature Definition

In data science fields such as machine learning, defined features have a close impact
on performance, so it is important to extract useful features from the data. This subsection
describes the characteristics defined to utilize mouse data collected from a configured attack
system for machine learning. In particular, since the generation cycle of fake mouse data
is expected to affect the data analysis performance, the cycle of fake mouse data is set to
50 ms, 100 ms, 250 ms, and 500 ms to configure the dataset.

Accordingly, the data that can be collected from the attack system configured in
this article are the elapsed time, the X coordinate, and the Y coordinate. However, these
features alone were considered insufficient for data analysis, so the distance between the X
coordinates and the distance between the Y coordinates were defined as additional features.
Therefore, a total of five features are defined as features: elapsed time, X coordinate, Y
coordinate, distance between X coordinates, and distance between Y coordinates. These
features are used to configure and learn the dataset.

3.1.3. Dataset Configuration

As mentioned above, the generation cycle was set to 50 ms, 100 ms, 250 ms, and 500
ms, and the collected mouse data were configured into datasets. The configured datasets
are divided into seven subsets of data according to the ratio of real mouse data to fake
mouse data for each generation cycle, and the 50 ms generation cycle consisted of data
subsets from 1-1 to 1-7. Likewise, the 100 ms generation cycle consisted of data subsets
from 2-1 to 2-7, the 250 ms generation cycle consisted of data subsets from 3-1 to 3-7, and
the 500 ms generation cycle consisted of data subsets from 4-1 to 4-7. Each subset of data
contains 20,000 data, and the entire configured datasets are shown in Table 1.

Table 1. Dataset configuration for experimenting with the proposed mouse data attack technique.

Dataset Generation
Cycle

Total Number of
Coordinates

Number of Real
Mouse

Coordinates

Number of Fake
Mouse

Coordinates
Ratio

1

1-1

50 ms 20,000

16,003 3997 8:2
1-2 14,009 5991 7:3
1-3 12,005 7995 6:4
1-4 10,282 9718 5:5
1-5 8011 11,989 4:6
1-6 6000 14,000 3:7
1-7 4004 15,996 2:8

2

2-1

100 ms 20,000

16,007 3993 8:2
2-2 14,013 5987 7:3
2-3 12,003 7997 6:4
2-4 10,051 9949 5:5
2-5 8006 11,994 4:6
2-6 6008 13,992 3:7
2-7 4003 15,997 2:8

3

3-1

250 ms 20,000

16,022 3978 8:2
3-2 14,000 6000 7:3
3-3 12,066 7934 6:4
3-4 10,003 9997 5:5
3-5 8019 11,981 4:6
3-6 6024 13,976 3:7
3-7 4014 15,986 2:8

4

4-1

500 ms 20,000

16,042 3958 8:2
4-2 14,080 5920 7:3
4-3 12,021 7979 6:4
4-4 10,009 9991 5:5
4-5 8319 11,681 4:6
4-6 6068 13,932 3:7
4-7 4049 15,951 2:8

Each dataset has a different generation cycle and a different ratio of real mouse data
to fake mouse data. The number of real mouse coordinates varies for each data subset,
and datasets from 1-1 to 1-7 include 16,003, 14,009, 12,005, 10,282, 8011, 6000, and 4004,
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respectively. Likewise, the number of real mouse coordinates in data subsets from 2-1
to 4-7 was also configured differently. We believe that this will enable us to derive the
dataset or model with the best performance in various situations. Moreover, the number of
fake mouse coordinates has been configured differently for each data subset, and datasets
from 1-1 to 1-7 include 3997, 5991, 7995, 9718, 11,989, 14,000, and 15,996, respectively.
Likewise, the number of fake mouse coordinates in data subsets from 2-1 to 4-7 was also
configured differently.

To obtain the dataset or model with the best performance in various situations, the
ratio of real mouse coordinates to fake mouse coordinates in the dataset was also changed.
From Dataset 1 to Dataset 7, in each dataset, the real mouse coordinates and fake mouse
coordinates were configured with the ratios 8:2, 7:3, 6:4, 5:5, 4:6, 3:7, and 2:8, respectively.
This ratio configuration is expected to be used to evaluate performance based on the ratio
of real mouse coordinates to fake mouse coordinates.

3.2. Experimental Results of the Proposed Attack Technique on Mouse Data

In this subsection, we describe the results of experiments that classify real mouse data
and fake mouse data when a defense technique using the WM_INPUT message is deployed
using machine learning based on configured datasets. The results of these classification
experiments are ultimately directly related to the success of the mouse data attack. If an
attacker is highly likely to be able to distinguish between real mouse data and fake mouse
data, then the attacker is stealing the user’s authentication information by stealing the
user’s entered mouse data. To classify mouse data, this paper uses representative machine
learning models, such as KNN, logistics regression, decision tree, random forest, gradient
boosting, and MLP.

Through experiments, a best-performing dataset is obtained by comparing and an-
alyzing the comprehensive performance evaluation results of collected datasets from 1-1
to 4-7 based on the features defined in this paper: elapsed time, X coordinate, Y coor-
dinate, distance between X coordinates, and distance between Y coordinates. The first
experiment describes performance evaluation results of datasets defined by elapsed time, X
coordinate, and Y coordinate, and the second experiment describes performance evaluation
results of datasets defined by elapsed time, distance between X coordinates, and distance
between Y coordinates. Finally, the third experiment describes the performance evaluation
results of datasets defined by elapsed time, X coordinate, Y coordinate, distance between X
coordinates, and distance between Y coordinates.

3.2.1. First Experiment Results According to Datasets

The first dataset-based experiment compares and evaluates the performance of datasets
from 1-1 to 4-7, which define elapsed time, X coordinate, and Y coordinate as features. For
the experiment, the training set, validation set, and test set consisted of different ratios
of 6:2:2, thereby preventing underfitting and overfitting problems by constructing each
set to contain random data. Moreover, to avoid performance evaluation based on a small
number of experimental results, the average performance was derived from a total of five
experimental results, and the initial values were set in such a way that each experiment did
not contain the same data but included random data.

Based on this experimental setup in machine learning, the performance varies depend-
ing on the hyperparameters of the learning model, so the best-performing hyperparameters
were derived for each learning model. The hyperparameters for each derived learning
model are n_neighbors for KNN, C and penalty for logistics regression, max_depth for
the decision tree, n_estimators for the random forest, max_depth and learning_rate for
gradient boosting, and max_iter and alpha for MLP. Based on dataset 1-1, the optimal
hyperparameters with the best mouse data attack performance were derived, and the
results are shown in Table 2.
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Table 2. Optimal hyperparameter derivation results for mouse data attack technique (dataset 1-1).

Model Hyperparameters Training Set Score Validation Set
Score Test Set Score

KNN n_neighbors = 1 1 0.99 0.99
Logistics

regression
C = 1000

penalty = L2 0.84 0.83 0.84

Decision tree max_depth = 13 0.99 0.99 0.99
Random forest n_estimators = 10 1 0.99 0.99

Gradient boosting max_depth = 15
learning_rate = 0.1 1 0.99 0.99

MLP max_iter = 100
alpha = 1 × 10−5 0.98 0.98 0.98

Analysis of the experimental results of dataset 1-1, KNN, random forest, and gradient
boosting models showed the highest score of 1 according to the set of hyperparameters
in the training set. In the validation set, KNN, decision tree, random forest, and gradient
boosting models were found to have the highest score of 0.99, and lastly, in the test set,
KNN, decision tree, random forest, and gradient boosting models showed the highest score
of 0.99. Based on these results, the optimal hyperparameters were derived on dataset 1-1,
and using these hyperparameters, cross-validation, accuracy, precision, recall, F1-score,
and AUC were evaluated for the entire datasets from 1-1 to 4-7. The results are shown in
Figures 7–10.

Analysis of cross-validation performance scores, accuracy, precision, recall, F1-score,
and AUC for datasets from 1-1 to 4-7 in the first experiment according to the dataset of
the mouse data attack technique, performance evaluation result of datasets from 1-1 to 1-7
with a 50 ms generation cycle showed that most of the performance was close to 1, while
the logistic regression model showed relatively low performance compared to the other
models. In this generation cycle, dataset 1-6 showed the highest performance, and the
model with the highest performance was the gradient boosting model. The performance
evaluation results of datasets from 2-1 to 2-7 with a generation cycle of 100 ms showed
that most of the performance was close to 1, while the logistic regression model showed
relatively low performance compared to other models. In this generation cycle, dataset 2-6
showed the highest performance, and the best-performing model was the random forest
model. The performance evaluation results of datasets from 3-1 to 3-7 with a generation
cycle of 250 ms showed that most of the performance was close to 1, while the logistic
regression model showed relatively low performance compared to other models. In this
generation cycle, dataset 3-6 showed the highest performance, and the best-performing
model was the random forest model. The performance evaluation results of datasets from
4-1 to 4-7 with a generation cycle of 500 ms showed performance close to 1 for most models
and showed the highest performance in all datasets.

The performance evaluation results for each dataset in the first experiment are summa-
rized in Table 3. Among all datasets, the highest performing dataset is dataset 2-6 among
the datasets with a generation cycle of 100 ms, while the lowest performing dataset is
dataset 3-5 among datasets with a generation cycle of 250 ms. To summarize the perfor-
mance evaluation results according to the learning models, the model with the highest
performance is the random forest model, while the model with the lowest performance is
the logistic regression model.

Table 3. Summary of first experimental performance evaluation results of the mouse data attack
technique.

Performance Dataset Model

Highest performance Dataset 2-6 Random forest
Lowest performance Dataset 3-5 Logistics regression
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Figure 10. Performance evaluation results of the first experiment according to the dataset (Dataset 4). 
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3.2.2. Second Experiment Results According to Datasets

The second experiment compared the datasets and evaluated the performance of
datasets from 1-1 to 4-7, which have elapsed time, distance between X coordinates, and
distance between Y coordinates as features. To evaluate the attack performance according to
the datasets, cross-validation, accuracy, precision, recall, F1-score, and AUC were performed
on the entire datasets from 1-1 to 4-7, and the results are shown in Figures 11–14.
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Upon analysis of cross-validation performance results, accuracy, precision, recall, F1-
score, and AUC for datasets from 1-1 to 4-7 in the first experiment according to the dataset
of the mouse data attack technique, the performance evaluation score of datasets from 1-1
to 1-7 with a 50 ms generation cycle showed that most of the performance was close to 1,
while the logistic regression model showed relatively low performance compared to the
other models. In this generation cycle, dataset 1-1 showed the highest performance, and
the best-performing model was the random forest model. The performance evaluation
results of datasets from 2-1 to 2-7 with a generation cycle of 100 ms showed that most of
the performance was close to 1, while the logistic regression model showed relatively low
performance compared to other models. In this generation cycle, dataset 2-6 showed the
highest performance, and the model with the highest performance was the random forest
model. The performance evaluation results of datasets from 3-1 to 3-7 with a generation
cycle of 250 ms showed that most of the performance was close to 1, while the logistic
regression model showed relatively low performance compared to other models. In this
generation cycle, dataset 3-6 showed the highest performance, and the best-performing
model was the gradient boosting model. The performance evaluation results of datasets
from 4-1 to 4-7 with a generation cycle of 500 ms showed performance close to 1 for most
models and showed the highest performance on all datasets.

The performance evaluation results for each dataset in the second experiment are
summarized in Table 4. Among all the datasets, the highest performing dataset is dataset
4-6 among datasets with a generation cycle of 500 ms, while the dataset with the lowest
performance is dataset 2-7 among the datasets with a generation cycle of 100 ms. To
summarize the performance evaluation results according to the learning models, the model
with the highest performance is the gradient boosting model, while the model with the
lowest performance is the logistic regression model.

Table 4. Summary of results from the second experimental performance evaluation of the mouse data
attack technique.

Performance Dataset Model

Highest performance Dataset 4-6 Gradient boosting
Lowest performance Dataset 2-7 Logistics regression

3.2.3. Third Experiment Results According to Datasets

The second experiment is to compare and evaluate the performance of datasets from
1-1 to 4-7, which have elapsed time, X coordinate, Y coordinate, distance between X
coordinates, and distance between Y coordinates as features. To evaluate the effectiveness
of the attack on the datasets, cross-validation, accuracy, precision, recall, F1-score, and
AUC were performed on the entire datasets from 1-1 to 4-7, and the results are shown in
Figures 15–18.

Upon analysis of cross-validation performance results, accuracy, precision, recall, F1-
score, and AUC for datasets from 1-1 to 4-7 in the first experiment according to the dataset
of the mouse data attack technique, the performance evaluation results of datasets from
1-1 to 1-7 with a generation cycle of 50 ms showed that most of the performance was close
to 1, while the logistic regression model showed relatively low performance compared
to the other models. In this generation cycle, datasets 1-6 and 1-7 showed the highest
performance, and the models with the highest performance were the KNN, decision tree,
and gradient boosting models. The performance evaluation results of datasets from 2-1
to 2-7 with a generation cycle of 100 ms showed that most of the performance was close
to 1, while the logistic regression model showed relatively low performance compared to
other models. In this generation cycle, dataset 2-1 showed the highest performance, and the
model with the highest performance was the gradient boosting model. The performance
evaluation results of datasets from 3-1 to 3-7 with a generation cycle of 250 ms showed
that most of the performance was close to 1, while the logistic regression model showed
relatively low performance compared to other models. In this generation cycle, dataset
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3-6 showed the highest performance, and the model with the highest performance was
the gradient boosting model. The performance evaluation results of datasets from 4-1 to
4-7 with a 500 ms generation cycle showed performance close to 1 for most models and
showed the highest performance on all datasets.
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Figure 15. Performance evaluation results of the third experiment according to the dataset (Dataset 1). Figure 15. Performance evaluation results of the third experiment according to the dataset (Dataset 1).
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Figure 16. Performance evaluation results of the third experiment according to the dataset (Dataset 2). Figure 16. Performance evaluation results of the third experiment according to the dataset (Dataset 2).
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The performance evaluation results for each dataset in the third experiment are sum-
marized in Table 5. Among all datasets, the highest performing datasets are dataset 4-6
among datasets with a 500 ms generation cycle and datasets 1-6 and 1-7 among the datasets
with a 50 ms generation cycle, while the dataset with the lowest performance is dataset
3-7 among datasets with a generation cycle of 250 ms. To summarize the performance
evaluation results according to the learning models, the top-performing models are the
gradient boosting model and random forest model in dataset 4-6, the KNN model in dataset
1-6, and the decision model and gradient boosting model in dataset 1-7, while the model
with the lowest performance is the logistic regression model.

Table 5. Summary of third experimental performance evaluation results of the mouse data attack
technique.

Performance Dataset Model

Highest performance
Dataset 4-6 Gradient boosting, random forest
Dataset 1-6 KNN
Dataset 1-7 Gradient boosting, decision tree

Lowest performance Dataset 2-7 Logistics regression

3.2.4. Summary of Overall Experiment Performance Evaluation Results

Upon analyzing the overall performance evaluation results according to dataset,
models, features, and the generation cycle, which synthesizes all the experiment results,
the generation cycle with the highest performance in the performance evaluation results
according to generation cycle and features is 500 ms, and the third experiment showed
the highest performance in the 500 ms generation cycle. In the third experiment, elapsed
time, X coordinate, Y coordinate, distance between X coordinates, and distance between
Y coordinates were defined as features. On the other hand, the generation cycle with the
lowest performance was 50 ms, and the lowest-performance experiment with a 50 ms
generation cycle was the first experiment. The first experiment defines the passage of time,
the distance between X coordinates, and the distance between Y coordinates as features.

Upon analyzing the performance evaluation results according to datasets and models,
the best-performing dataset is dataset 4-6, and the best-performing model is the gradient
boosting model. On the other hand, the dataset with the lowest performance is dataset
1-3, and the model with the lowest performance is the logistic regression model. The
performance evaluation results of all the above experiments are summarized in Table 6.

Table 6. Summary of overall performance evaluation results of the mouse data attack technique.

Performance Generation
Cycle Experiment Feature Dataset Model

Highest
performance 500 ms Third

experiment

Elapsed time
X coordinate
Y coordinate

Distance between X coordinates
Distance between Y coordinates

Dataset 4-6 Gradient boosting

Lowest
performance 50 ms First

experiment

Elapsed time
X coordinate
Y coordinate

Dataset 1-3 Logistics
regression

According to the experimental results, performance evaluation using datasets models,
and generation cycle for the mouse data attack technique, features such as elapsed time,
X coordinate, Y coordinate, distance between X coordinates, and distance between Y
coordinates were defined. The gradient boosting model was employed for learning. The
results indicate that an attacker can achieve mouse data theft with an attack accuracy
exceeding 99%, representing the best performance. This result means that the classification



Electronics 2024, 13, 710 26 of 27

of real mouse data and fake mouse data is almost perfect for all mouse data. Accordingly,
it is concluded that even in scenarios where a defense technique using the WM_INPUT
message is deployed, if an attacker uses a machine learning model, users’ authentication
information can be successfully stolen.

4. Conclusions

In this paper, we have presented an attack technique that classifies real mouse data
and fake mouse data using machine learning, while a mouse data defense technique
using the WM_INPUT message in image-based authentication is deployed. The attack
performance was evaluated by experiments based on machine learning models, datasets,
features, accuracy, precision, recall, F1-score, and AUC. As a result of the performance
evaluation, if the elapsed time, X coordinate, Y coordinate, distance between X coordinates,
and distance between Y coordinates are defined as features and the gradient boosting
model is used for learning, we checked whether an attacker steals the mouse data with
an attack accuracy of over 99%. Therefore, when the mouse-based data defense technique
using the WM_INPUT message is deployed, if attackers use the machine learning model,
they steal the user’s sensitive information such as password, social security number, and
card security code.

Similarly, if an attacker uses the mouse data attack technique described in this article,
even for users in a financial work environment that processes multiple authentication
information or uses common online authentication, the user’s authentication information
will be stolen, and the stolen authentication information will be used to cause secondary
damage in the form of additional attacks, such as voice phishing. Moreover, if sensitive
information is exposed by an attack, it can cause serious harm to individuals, and an attack
that results in the disclosure of a user’s personal information or malicious behavior is
expected to be possible by analyzing the obtained user’s mouse data pattern.

As a result of this article, it was confirmed that the mouse data defense technique
using the WM_INPUT message can almost completely steal real mouse data, so we believe
that research on defense techniques is necessary to protect mouse data security. Therefore,
in the future, we plan to research preventing attacks by classifying real and fake mouse
data by generating and utilizing fake mouse data in various sophisticated ways.
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