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Abstract: The teacher–student framework is widely employed for cross-domain object detection.
However, it suffers from two problems. One is that large distribution discrepancies will cause critical
performance drops. The other is that the samples that deviate from the overall distributions of
both domains will greatly mislead the model. To solve these problems, we propose a style-guided
adversarial teacher (SGAT) method for domain adaptation. Specifically, on the domain level, we
generate target-like images based on source images to effectively narrow the gaps between domains.
On the sample level, we denoise samples by estimating the probability density ratio of the ‘target-
style’ and target distributions, which could filter out the unrelated samples and highlight the related
ones. In this way, we could guarantee reliable samples. With these reliable samples, we learn
the domain-invariant features through teacher–student mutual learning and adversarial learning.
Extensive experiments verify the effectiveness of our method. In particular, we achieve 52.9% mAP
on Clipart1k and 42.7% on Comic2k, which are 6.4% and 5.0% higher than the compared baselines.

Keywords: target-style image generation; domain adaptation; teacher–student framework;
adversarial learning; sample denoising

1. Introduction

Cross-domain object detection (CDOD) problems have received increasing attention
in the computer vision community. Usually, models excel within the training data domain.
In the real world, however, data always follow different distributions. When deploying
trained models to new data, serious performance drops appear due to domain gaps. Many
methods have been proposed to reduce the impacts of domain gaps, including adver-
sarial learning [1,2], curriculum learning [3], and graph-based consistency [4]. Recently,
the teacher–student framework has been employed for CDOD tasks, e.g., the unbiased
mean teacher (UMT) [5] and the adaptive teacher (AT) [6]. As a semi-supervised method,
the teacher model can output pseudo-labels for the target domain to supervise the student
model without using target domain annotations.

CDOD methods based on the teacher–student framework have demonstrated an obvi-
ous advantage compared with previous methods. Nevertheless, despite their remarkable
performances, these methods still face two serious problems. First, the teacher–student
framework suffers from large domain gaps. When facing large domain gaps, it is difficult
to transfer knowledge learned from the source domain to the target domain, and great
performance drops will be observed. Second, due to the sample diversity, some outliers
mislead the alignment of the two domains, leading to a negative transfer. As shown in
Figure 1, the target dataset contains some easy samples that look similar to the source
dataset, while it also contains samples that look dissimilar to the source dataset. Usually,
the distribution of these dissimilar samples deviates much from the overall distributions,
which we call unrelated samples. Forcing the model to align the distributions of unrelated
samples also leads to performance drops [7].
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Figure 1. Examples of diverse target samples. Line 1 denotes source domain samples (real-world
samples) and lines 2 to 4 are diverse target domain samples (clip art samples). As can be seen, from
line 2 to line 4, the gaps between target domain samples and source domain samples are increasing,
i.e., some target samples are similar to source samples while others are heavily dissimilar due to the
sample diversity, which may bring challenges to CDOD.

In order to solve these two problems, we designed our style-guided adversarial teacher
with three strategies. First, we introduce target-style image generation to process source
images. As shown in Figure 2, we generate target-style images based on the content of
source samples and styles of target samples. In this way, we can reduce the style mismatch
so that domain gaps are initially alleviated. Second, we employ adversarial learning to
further align the distributions across domains. Third, we adopt a sample denoising strategy
to filter out the outliers to mitigate their negative impact and highlight the related ones
to facilitate the alignment. The idea of our method is demonstrated in Figure 3. First,
Figure 3a shows the distribution gaps between the source domain and the target domain.
As shown in Figure 3b, the target-style source samples are much closer to the target
samples, indicating that domain gaps are reduced after the target-like image generation
and adversarial learning. Finally in Figure 3c, with the sample denoising strategy, we
assign proper weights to samples to avoid the negative impact of the outliers.

(a) Source (b) Target (c) Target-style

Figure 2. Examples of transferred images; (a) the source example images from the PASCAL VOC
dataset; (b) the target example images from the Clipart1k dataset; (c) the target-style images by
transferring the source images (a) into the style of the target images (b).
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Figure 3. (a) Distributions of the source domain and target domain. (b) Distributions of target-style
domain and target domain, where the gaps between domains are mitigated. (c) Sample denoising
has filtered out unrelated samples in both domains. Squares and circles represent different categories
and different colors represent different domains.

The contributions of our work are summarized as follows:

• We propose to jointly employ target-like image generation and adversarial learning to
alleviate the distribution shifts between domains. First, we transfer the styles of the
source samples to generate target-like samples so that the target domain information
can be expressed in the target-like samples, which could narrow the gaps initially.
Then, we apply adversarial learning until the two domains cannot be distinguished
clearly, which indicates that the two domains are aligned maximally.

• We propose using a sample denoising strategy to filter out unrelated samples and
highlight related ones. We evaluate the density ratio of the source and target distri-
butions and utilize it to denoise samples in both domains. In this way, we can filter
out unrelated samples by assigning them lower weights and highlight related ones by
assigning them higher weights.

• We carried out extensive experiments and observed that our style-guided adversarial
teacher can achieve 52.9%, 57.0%, and 42.7% mAP on Clipart1k, Watercolor2k, and
Comic2k, which are 6.4%, 1.8%, and 5.0% higher than previous methods, respectively.

2. Related Works

Object detection. Object detection is an important computer vision task that aims to
localize the object and try to classify it at the same time. Recently, deep neural networks
have been introduced in this field. Many researchers have proposed anchor-based methods
such as R-CNN [8], Fast R-CNN [9], and Faster R-CNN [10]. For Faster R-CNN, it introduces
region proposal networks (RPNs) to generate region proposals and it introduces regions of
interest (ROI) to generate proposal feature maps [11–14]. After this, various anchor-based
methods have been proposed to improve efficiency and effectiveness [15–18]. On the other
hand, many anchor-free methods have also been proposed since two-stage methods are
complex and computationally expensive. YOLO [19] is a widely used algorithm whose
core lies in the model’s smaller size and faster calculation speed. In our work, we employ
Faster R-CNN as the backbone.

Unsupervised Domain Adaptation. Unsupervised domain adaptation (UDA) aims to
transfer knowledge from a labeled source domain to an unlabeled target domain to enhance
the performance of the target domain. Some researchers have used the maximum mean
discrepancy (MMD) [20] to calculate the discrepancy between domains and various methods
have been proposed to explore the potential of different versions of MMD. For example,
JAN [21] explored joint MMD, which measures the Hilbert–Schmidt norm between the kernel
mean embedding of empirical joint distributions of source and target data. WDAN [22]
focused on the imbalanced data distribution and introduced an auxiliary weight for each class
in the source domain. Other researchers have introduced adversarial learning to align two
domains. Ref. [23] aligned the source domain and the target domain on both the image level
and instance level using the gradient reverse layer (GRL module) [24]. Ref. [1] only focused
on aligning globally similar images instead of globally dissimilar images by employing focal
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loss [25]. Ref. [26] mined the discriminative regions with clustering methods and aligned these
regions across domains. Recently, the teacher–student framework has been widely employed
in UDA. Ref. [27] focused on the consistency of classification and localization predictions
to improve the accuracy of pseudo-labels. Ref. [28] identified the alignment and synergy
between the teacher–student framework and contrastive learning to maximize beneficial
learning signals. In our work, we aim to further explore the effectiveness of adversarial
learning and the teacher–student framework to improve the accuracy of pseudo-labels and
better align the source domain and the target domain.

Object Detection with Domain Adaptation. The domain adaptation problem in ob-
ject detection tasks has attracted more attention from the literature. Adversarial learning
is used to align domain distributions in [29–32]. Some have proposed annotation-level
methods [17,33,34], graph matching methods [35–37], and curriculum learning [3] for tasks.
As an effective semi-supervised method, the teacher–student framework has also been intro-
duced to this field from the mean teacher (MT) [4], as well as methods based on it [5,6,38].
Due to mutual learning between the teacher model and the student model, they have gained
improved robustness against data variance [5]. Nevertheless, most of these teacher–student
methods still suffer from large domain gaps and distribution discrepancies. Moreover, these
methods also ignore the uniqueness of different samples and assign the same weight to all
samples. In our work, we introduce target-like image generation to effectively narrow domain
gaps. We also introduce a sample denoising strategy to assign every sample a proper weight
to manifest the uniqueness of related samples and filter out unrelated ones.

3. Method
3.1. Overview

Problem Formulation. We label source domain images, Ds = {(Xs, Bs, Cs)}, where Bs
and Cs denote the bounding box annotations and the corresponding class labels, respec-
tively. We also have target domain images, Dt = {(Xt)}, without any annotations. The goal
of UDA is to utilize Ds and Dt to train a robust object detector for the target domain.

Mean teacher. Mean teacher (MT) [4] was initially proposed for semi-supervised learning,
and it was first introduced to UDA in [39]. MT consists of two models: a student model
and a teacher model. The student model is trained with the labeled data and updated with
backpropagation. The teacher model is initialized with the same weights as the student model
and updated by the exponential moving average of the student model. Hence, the teacher
model is more robust since it can be seen as an ensemble of the current and earlier versions of
the student model. By applying the distillation loss to enforce consistency between the teacher
and the student models, the student model is also guided to become more robust.

However, MT does not explicitly address DA problems. When applying the MT
model to the cross-domain object detection task, the distillation will be less effective due to
unreliable predictions from the teacher model caused by domain shifts. Hence, adversarial
learning is introduced to MT to align two domains.

Vanilla Adversarial Learning. To apply adversarial learning, we place a domain
discriminator, D, after the feature encoder, E. We use Fi and di to denote the derived feature
and the output of D of the i-th sample, respectively. On the one hand, D tries to distinguish
where Fi is from (source or target). We state that D outputs 0 for target-like images and 1 for
target images. Corresponding to the output labels, we define the probability of an image that
belongs to the target domain as D(Fi) and the probability belonging to the target-like domain
as 1− D(Fi). In summary, the discriminator loss Ladv can be written as follows:

Ladv = −∑
i

dilogD(Fi) + (1 − di)log(1 − D(Fi)) (1)

On the other hand, the feature encoder, E, is encouraged to extract features that can
confuse the discriminator, D. Thus, the adversarial optimization function can be written
as follows:

Ladv = maxEminDLadv. (2)
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In order to simplify the adversarial optimization, we apply a GRL module [24] between
the feature encoder E and the discriminator D. During the backpropagation, the GRL
module can reverse the gradient, and we only need to minimize the objective Ladv.

3.2. Target-like Image Generation

Since only the source domain has the supervision information and domain gaps make
it hard to transfer knowledge to the target domain, the MT model is inevitably biased
toward the source domain. Therefore, the pseudo-labels on the unlabeled target samples
could be of low quality. This issue will degrade the object detection performance for the
unlabeled target domain.

The key to improving the quality of pseudo-labels lies in reducing domain gaps. Hence,
we introduce target-like image generation to MT, as style mismatches widely exist between
the source domain and target domain as part of an intuitive understanding of domain gaps.
Target-like image generation tries to transfer a source image to the style of a target image
without heavily changing the content. During this process, target domain information is
transferred along with the style, and the domain gaps are narrowed accordingly.

Various methods can be employed to generate target-like images, e.g., CNN, Style
Bank, and CycleGAN [40–43]. Here, we employ CycleGAN—a simple yet effective
approach—as our target-like image generation module. CycleGAN contains a generator
Gcyc that tries to generate source images that are in target styles. Meanwhile, it also contains
a discriminator Dcyc that tries to discriminate whether source images are well-transferred
to target styles.

In order to ensure the CycleGAN can transfer styles across domains, we simultaneously
optimize two losses: generative loss and cycle consistency loss. Generative loss can
guarantee the collaborative optimization of the generator, Gcyc, and the discriminator,
Dcyc, so that generated pictures can be more realistic. Meanwhile, cycle consistency loss
guarantees that generated pictures can reserve original content.

Following the above directions, we feed both Xs and Xt to generate target-like images,
Dts = {(Xts, Bs, Cs)} (our target-like image generation module does not require any kind
of annotations). Dts reserve their original content and annotations but are in the style of
the target domain. In this way, domain gaps between Xts and Xt are smaller than those
between Xs and Xt. We then train our model with Xts to effectively mitigate domain gaps
and facilitate the adaptation.

Moreover, since style mismatches have been alleviated, it is more difficult for the
discriminator to distinguish the target-like samples from the target samples, which is
helpful in training a more discriminative model.

3.3. Denoised Adversarial Training

Although adversarial learning is helpful in aligning two domains, it still has limitations
that come from ignoring the unrelated samples of both domains. Vanilla adversarial
learning follows the assumption that all samples are equally useful. Nevertheless, unrelated
samples deviate significantly from the target domain. These unrelated samples will mislead
the alignment of both domains, causing negative transfer. Based on this observation, we
propose a sample denoising strategy to optimize adversarial learning.

Firstly, for the target-like domain, to alleviate the impact of the unrelated samples,
a natural idea is to reweight each target-like sample in a proper manner. Referring to Section 3.1
and [44], since the output of the discriminator represents the probability of a sample that
belongs to the target domain, we reuse it to design the density ratio of each sample:

wxtsi = SG(
D(xtsi)

D(xt) + ϵ
). (3)
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Here, we denote the number of target samples as Nt, and D(xt) = 1
Nt

∑Nt
i=1D(xti)

denotes the average probability of all target samples. Meanwhile, ϵ is a small number
applied to avoid the denominator being zero.

D(xt) can be regarded as a representation of the target domain distribution so the
density ratio D(xtsi)

D(xt)
naturally acts as an importance weight for the target-like data [44].

With Nts denoting the number of target-like samples, the supervised loss can be rewritten
as follows:

L f ull−sup =
Nts

∑
i=1

wxtsiL f ull−sup(xtsi). (4)

We can normalize the importance of weight to obtain our normalized supervised loss:

L f ull−sup =
Nts

∑
i=1

wxtsi

Wxts

L f ull−sup(xtsi), (5)

where Wxts = ∑Nts
i=1 wxtsi .

For a target-like sample, if it deviates from the target domain seriously, D(xts) will
be much smaller than D(xt). Under this circumstance, wxts will be very small, and this
sample will be filtered out. On the contrary, if this target-like image contains enough target
domain information, it can confuse the discriminator, and D(xts) can be larger than D(xt).
Under this circumstance, this sample can be highlighted (wxts > 1).

Secondly, there are outliers in the target domain. To be specific, these outliers deviate
from the overall distribution so that they mislead the alignment of the two domains. We
should also alleviate their impact by applying the dense ratio to the semi-supervised loss,
extending the supervised loss, as follows:

Lsemi−sup =
Nt

∑
i=1

SG(
D(xti)

D(xts) + ϵ
)Lsemi−sup(xti). (6)

Here, D(xts) = 1
Nts

∑Nts
i=1D(xtsi) denotes the average probability of all target-like

samples. D(xts) can be regarded as a representation of the target-like domain. Similar
to L f ull−sup, we can normalize the importance weight to obtain our normalized semi-
supervised loss, as follows:

Lsemi−sup =
Nt

∑
i=1

wxti

Wxt

Lsemi−sup(xti). (7)

where wxti = SG( D(xti)

D(xts)+ϵ
) and Wxt = ∑Nt

i=1 wxti .

For a target sample that disobeys the distributions of both domains, the discriminator
will not regard it as a target sample, and D(xt) will be small. If D(xt) is lower than D(xts),
it suggests that this target sample deviates from the target domain more than target-like
samples do. Under this circumstance, it will be regarded as an outlier and it will be filtered
out (wxt < 1).

In summary, by estimating the density ratio of the target-like and target distributions,
we can filter out unrelated samples to alleviate their negative impact on the domain
adaptation and highlight related ones to facilitate the alignment.

3.4. Full Objective and Inference

The overview of our framework is presented in Figure 4. Our framework consists of
three parts: a target-like image generation module, a teacher model for pseudo-labels, and
a student model for feature extraction. The target-like image generation module takes in
Xs and Xt. The student model takes in both Dts and Dt, while the teacher model only takes
in Dt. First, we obtain target-like images from the target-like image generation module.
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Next, We train our student model with the labeled target-like images. Then we initialize
the weights of the teacher model through the student model. Finally, at the stage of mutual
learning, the teacher model generates pseudo-labels to train the student model, and the
student model updates its weights to the teacher model via the exponential moving average
(EMA). To further align the two domains, we optimize adversarial learning with our sample
denoising strategy and employ it in the framework.

Target

Source

Style 
Transfer

Student
Faster RCNN

Teacher
Faster RCNN Pseudo-label

D xs
D(xt)

Lfull−sup

D xt
D(xs)

Lsemi−sup

Discriminator Ladv

EMA

Sample 
Reweighting

Target-style

Student Model

Teacher Model

D(xt)

D(xs)

Figure 4. Overview of our proposed style-guided adversarial teacher (SGAT). We first transfer the
source images to the target styles. Then, the target-like images and the real target images are fed into
the student model to extract the features that cannot be distinguished by the discriminator. Moreover,
the teacher model generates pseudo-labels to teach the student model while the student model
updates the teacher model through the exponential moving average (EMA). Finally, we employ a
sample denoising strategy to filter out the unrelated samples and highlight the related ones.

The total loss L for training our proposed style-guided adversarial teacher is summa-
rized as follows:

L = L f ull−sup + λsemi−supLsemi−sup + λadvLadv, (8)

where hyperparameters λsemi−sup and λadv are used to control the weights of losses. Note
that L f ull−sup and Lsemi−sup are introduced to update the feature encoder and decoder
while Ladv is introduced to update the feature encoder and the discriminator in the student
model. The teacher model is updated only by EMA.

4. Experiments
4.1. Datasets

PASCAL VOC. PASCAL VOC [45] is a dataset consisting of real-world images, a
corresponding bounding box, and class annotations of 20 categories. Following [1,46], we
combine PASCAL VOC 2007 and 2012. PASCAL VOC contains 17,125 images in total.

Clipart1k. Clipart1k [47] shares the same categories with PASCAL VOC and consists
of 1000 clip art images. We equally split these 1000 images into the training set and testing
set, referring to the practice in [1,46].

Comic2k. Comic2k [47] contains comic-style images of 6 categories. Following [1,46],
the dataset is divided into the training set and the testing set; each contains 1000 images
in half.

Watercolor2k. Watercolor2k [47] contains watercolor-style images, consisting of images
from 6 classes, and sharing the same classes with the Comic2k dataset. Following [1,46],
the dataset is divided into the training set and the testing set, with each set containing
500 images (1000 images total).
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4.2. Implementation Details

Following [1,23], we employ Faster R-CNN as the base object detection model in our
method. The backbone of the Faster R-CNN is ResNet-101 [48] pre-trained on ImageNet.
We scale input images by resizing their shorter sides to 600 without changing their original
ratios. For hyperparameters, we set λsemi−sup = 1.0 and λadv = 0.1. In order to warm up
our model properly, we first train the student model for 20k iterations. Then we copy the
weights of the student model to the teacher model—with every iteration using EMA—and
train them together for another 20k iterations during the mutual learning. We set the
learning rate as 0.01 and optimize our model using stochastic gradient descent (SGD).
To improve the robustness of our model, we apply several data augmentation methods,
including random horizontal flip, random color jittering, gray-scaling, Gaussian blurring,
and cutting out patches. The weight smoothing coefficient of the EMA is set to 0.9996. We
conduct our experiments on 2 NVIDIA TITAN RTX graphics cards. Experiments are all
implemented in PyTorch torch 1.10.1+torchvision 0.11.2.

Real to synthetic adaptation. For this setting, we test our model on the domain shifts
between the real images and the synthetic images. We use Pascal VOC as our source image
dataset and Clipart1k, Watercolor2k, or Comic2k as our target image datasets. We report
the average precision (AP) of each class for our experimental setting.

4.3. Domain Distance

Before we implement experiments with our teacher–student framework, we first measure
the domain distances between the source domain, the target domain, and the target-style
domain. Strictly speaking, we estimate the domain divergence using the H∆H-divergence [47].
Nevertheless, because of the complexity of calculating the H∆H-divergence, we use A-
distance as a proxy of the H∆H-divergence to calculate domain distances. The A-distance is
defined as follows:

A(Ds, Dt) = 2(1 − 2θ),

where θ denotes the domain classification error of a binary classifier for discriminating
the source domain from the target domain. Two domains are closer when the A-distance
is smaller.

The results of A-distance are shown in Table 1, and two conclusions can be drawn.
For one, the A-distance between the target-style domain and the target domain is smaller
than that between the source domain and the target domain, indicating that after the target-
style, image generation domain distances are truly alleviated. For another thing, the domain
distance between the target-style domain and the target domain is still not completely
mitigated, so it is essential to apply adversarial learning to further align two domains.

Table 1. The results of the A-distance between the target-style domain, the source domain, and the
target domain on Clipart1k, Watercolor2k, and Comic2k. A smaller A-distance value indicates a
smaller difference between two sample distributions (TS denotes the target-style domain).

Domains A-Distance

TS to Clipart1k 0.71620524
VOC to Clipart1k 1.11006462

TS to Watercolor2k 0.61042478
VOC to Watercolor2k 0.80800160

TS to Comic2k 0.77987614
VOC to Comic2k 1.30318528

4.4. Results and Comparisons

The results of the setting real to synthetic adaptation on PASCOL VOC , Clipart1k, Water-
color2k, and Comic2k are presented in Table 2, Table 3 and Table 4, respectively. We compare
our method with the state-of-the-art methods and report the performance gaps between them.
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Table 2. The results of cross-domain object detection on PASCAL VOC → Clipart1k. We use ResNet-
101 pre-trained on ImageNet as the backbone.

Method Aero Bcycle Bird Boat Bottle Bus Car Cat Chair Cow Table Dog Hrs Mbike prsn plnt Sheep Sofa Train Tv mAP

Source 23.0 39.6 20.1 23.6 25.7 42.6 25.2 0.9 41.2 25.6 23.7 11.2 28.2 49.5 45.2 46.9 9.1 22.3 38.9 31.5 28.8
(−16.2)

SCL [46] 44.7 50.0 33.6 27.4 42.2 55.6 38.3 19.2 37.9 69.0 30.1 26.3 34.4 67.3 61.0 47.9 21.4 26.3 50.1 47.3 41.5 (−3.5)
SWDA [1] 26.2 48.5 32.6 33.7 38.5 54.3 37.1 18.6 34.8 58.3 17.0 12.5 33.8 65.5 61.6 52.0 9.3 24.9 54.1 49.1 38.1 (−6.9)
DM [49] 25.8 63.2 24.5 42.4 47.9 43.1 37.5 9.1 47.0 46.7 26.8 24.9 48.1 78.7 63.0 45.0 21.3 36.1 52.3 53.4 41.8 (−3.2)
CRDA [30] 28.7 55.3 31.8 26.0 40.1 63.6 36.6 9.4 38.7 49.3 17.6 14.1 33.3 74.3 61.3 46.3 22.3 24.3 49.1 44.3 38.3 (−6.7)
HTCN [32] 33.6 58.9 34.0 23.4 45.6 57.0 39.8 12.0 39.7 51.3 21.1 20.1 39.1 72.8 63.0 43.1 19.3 30.1 50.2 51.8 40.3 (−4.7)
UMT [5] 39.6 59.1 32.4 35.0 45.1 61.9 48.4 7.5 46.0 67.6 21.4 29.5 48.2 75.9 70.5 56.7 25.9 28.9 39.4 43.6 44.1 (−0.9)
AT [6] 26.5 72.3 33.3 46.7 63.4 52.8 55.4 1.7 60.6 44.1 22.8 19.8 55.8 74.9 81.6 61.5 33.8 36.8 42.2 43.6 46.5 (+1.5)

SGAT 49.6 68.1 42.5 52.3 58.7 54.6 56.3 6.5 58.2 66.7 37.3 42.9 67.9 93.3 78.4 57.5 31.4 46.2 42.5 46.8 52.9 (+7.9)

Oracle 33.3 47.6 43.1 38.0 24.5 82.0 57.4 22.9 48.4 49.2 37.9 46.4 41.1 54.0 73.7 39.5 36.7 19.1 53.2 52.9 45.0

The bold of the text represents the highest mAP of this category among all methods. The red and blue colors
represent the mAP difference between the method and Oracle.

Table 3. The results of cross-domain object detection on PASCAL VOC → Comic2k. We use ResNet-
101 pre-trained on ImageNet as the backbone.

Method Bike Bird Car Cat Dog Person mAP

Source 32.5 12.0 21.1 10.4 12.4 29.9 19.7 (−34.0)

SWDA [1] 36.4 21.8 29.8 15.1 23.5 49.6 29.4 (−24.3)
HTCN [32] 50.3 15.0 27.1 9.4 18.9 46.2 27.8 (−25.9)
DT+PL [47] 53.0 23.7 34.4 27.4 27.2 44.0 35.0 (−18.7)
AT [6] 34.0 9.1 56.2 24.6 38.8 63.6 37.7 (−16.0)

SGAT 36.7 22.3 50.0 45.0 40.8 61.4 42.7 (−11.0)

Oracle 61.9 38.9 50.8 48.9 45.2 76.6 53.7
The bold of the text represents the highest mAP of this category among all methods. The red and blue colors
represent the mAP difference between the method and Oracle.

Table 4. The results of cross-domain object detection on PASCAL VOC → Watercolor2k. We use
ResNet-101 pre-trained on ImageNet as the backbone.

Method Bike Bird Car Cat Dog Person mAP

Source 68.8 46.8 37.2 32.7 21.3 60.7 44.6 (−6.0)

BDC-Faster [1] 68.6 48.3 47.2 26.5 21.7 60.5 45.5 (−5.1)
DA-Faster [23] 75.2 40.6 48.0 31.5 20.6 60.0 46.0 (−4.6)
WST-BSR [50] 75.6 45.8 49.3 34.1 30.3 64.1 49.9 (−0.7)
HTCN [32] 78.6 47.5 45.6 35.4 31.0 62.2 50.1 (−0.5)
SCL [46] 82.2 55.1 51.8 39.6 38.4 64.0 55.2 (+4.6)
AT [6] 83.8 34.3 54.2 36.1 31.6 71.3 51.9 (+1.3)

SGAT 92.2 47.2 52.0 44.0 37.9 68.9 57.0 (+6.4)

Oracle 61.9 38.9 50.8 48.9 45.2 76.6 50.6
The bold of the text represents the highest mAP of this category among all methods. The red and blue colors
represent the mAP difference between the method and Oracle.

For PASCAL VOC to Clipart1k, we observe that our method achieves 52.9% mAP in
Table 2, which is the highest among all compared methods. To be specific, our method can
outperform the state-of-the-art method by 6.4% and even outperforms other methods by
larger margins. Second, our method can achieve the best mAP in nine categories, showing
the effectiveness of our model.

For PASCAL VOC to Comic2k, as indicated in Table 3, our model can perform well in
all six categories. To be specific, our model surpasses the previous method by 5.0% and
reaches the best mAP in two categories. For PASCAL VOC to Watercolor2k, similar results
are shown in Table 4, and our model outperforms the previous method by 1.8%.

It is worth noting that the teacher–student framework methods have already had
significant performance improvements compared to other types of methods since they



Electronics 2024, 13, 862 10 of 15

can gain improved robustness against data variance [4]. However, the teacher–student
framework still suffers large domain shifts when it generates pseudo-labels. Moreover,
the teacher–student framework is unable to filter out unrelated samples in either the source
domain or the target domain, and these samples will lead to performance drops. With the
employment of target-style image generation, adversarial learning, and sample denoising,
our model can solve the above problems. For one, our model can mitigate domain gaps
effectively with target-style image generation and adversarial learning. Moreover, we em-
ploy a sample denoising strategy that can filter out those unrelated samples and highlight
related ones in both the target-style domain and the target domain. As a result, our model
can achieve a largely improved performance compared to the previous teacher–student
framework methods.

4.5. Ablation Studies

We conduct ablation studies on each of our important components to demonstrate
their effectiveness.

Qualitative Results. We first provide some detection visualization results on an image
from Clipart1k to demonstrate the benefit of our method in Figure 5. As we employ
the target-style image generation and the adversarial learning separately, we can already
effectively reduce the errors in pseudo-labels. When target-style image generation and
adversarial learning are employed together, we can further improve the accuracy of pseudo-
labels and make them much closer to the ground truth. To be specific, the detector can
locate foreground objects and distinguish their categories better.

Target-style Image Generation. We benchmark the effectiveness of our target-style
image generation module in Table 5, and large performance drops of more than 4.0% are
observed on Clipart1k, Watercolor2k, and Comic2k, respectively, when we remove the
target-style image generation module. Moreover, note that performance drops of removing
the target-style image generation module are much larger than those of removing other
modules on Clipart1k and Watercolor2k. These two phenomena can demonstrate that
the target-style image generation module is of great importance in our method and it can
alleviate domain gaps by reducing style mismatches.

Table 5. The ablation studies on our style-guided adversarial teacher. We report the mean average
precision (mAP, %) on each of our important components.

Model Clipart1k Comic2k WaterColor2k

SGAT 52.9 42.7 57.0
SGAT w/o sample denoising 51.7 (−1.2) 40.8 (−1.9) 56.0 (−1.0)

SGAT w/o adversarial learning 49.2 (−3.7) 37.1 (−5.6) 55.4 (−1.6)
SGAT w/o target-style image

generation 47.3 (−5.6) 38.5 (−4.2) 52.5 (−4.5)

The red color represents the mAP difference between our method and our method without a certain module.

Adversarial Learning. We further analyze the importance of the adversarial learning
module in our style-guided adversarial teacher from two aspects. For one, we remove the
adversarial loss Ladv and report the corresponding performance in Table 5. We can see that
large performance drops of up to 5.6% appear on Clipart1k, Watercolor2k, and Comic2k,
respectively. Secondly, we analyze the weight λadv of the adversarial loss Ladv in Figure 6
and observe two phenomena. First, without employing the adversarial learning module,
the performance of our model keeps dropping due to the domain distance (as shown with
the green curve). Second, a proper weight of λadv results in proper guidance for our model.
Thus, a better performance of our model is obtained (as shown by the rest three curves).
From these two aspects, we can strongly demonstrate the importance and the effectiveness
of the adversarial learning module in aligning two domains.
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(a) Vanilla Mean Teacher

boat 100 %

boat 100 %

bird 55 %

bird 82 %

cow 74 %

aeroplane 36 %

tvmonitor 90 %

(b) w/o IG

boat 100 %

boat 100 %

aeroplane 89 %

motorbike 51 %

train 22 %

(c) w/o Ladv

boat 100 %

boat 100 %

(d) SGAT (ours)

Figure 5. Qualitative ablation studies on pseudo-labels generated on an image of clip art style.
(a) A teacher–student framework with neither target-style image generation nor adversarial learning.
(b) A teacher–student framework with adversarial learning but without target-style image generation
(IG). (c) A teacher–student framework with target-style image generation but without adversarial
learning. (d) Pseudo-labels outputted by our method.
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Figure 6. (Left) Performance curves of Ladv on the Clipart1k dataset. We run 4 identical experiments
for our setting and plot the error bound accordingly in the figure. The results show that a proper
weight of λadv can lead to a better and more stable performance. (Right) Performance curves of
Lsemi−sup on the Clipart1k dataset. We run 5 identical experiments for our setting and plot the error
bound accordingly in the figure. The results show that in an appropriate range, weights of λsemi−sup

that are larger than 0.5 can lead to better performances than the ones that are smaller than 0.5.

Semi-supervised loss with pseudo-labels. We analyze the weight λsemi−sup of the
semi-supervised loss Lsemi−sup in Figure 6. It can be observed that in an appropriate range,
λsemi−sup larger than 0.5 can lead to better performances than λsemi−sup smaller than 0.5.
With the employment of target-style image generation and adversarial learning, there are
much fewer errors in pseudo-labels, and pseudo-labels are much closer to the ground truth.
Under this circumstance, semi-supervised learning will be more reliable, so increasing the
λsemi−sup of Lsemi−sup can appropriately help align two domains more swiftly, leading to
better performances.

Sample Denoising. We benchmark the effectiveness of our sample denoising strategy
in Table 6. Performance improvements of more than 1.0% are observed when we add the
sample denoising strategy to the teacher–student framework. Since the sample denoising
strategy acts on both domains, we also benchmark the target-style sample denoising and the
target sample denoising separately. The results are reported in Table 6 and improvements
in both strategies can be observed, respectively. This demonstrates that unrelated samples
exist in both domains and our sample denoising strategy can effectively filter them out. We
also provide some visualization results to show the effectiveness of our sample denoising
strategy in Figure 7. As shown in Figure 7–left, those well-transferred target-style samples
are assigned large weights, and those poorly transferred target-style samples are assigned
low weights. In Figure 7–right, target domain outliers are assigned low weights.
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Table 6. The ablation studies on our sample denoising. We report the mean average precision (mAP,
%) for each important component of our sample denoising.

Strategies Clipart1k Comic2k WaterColor2k

w/o sample denoising 51.7 40.8 56.0
Only TS sample denoising 52.6 (+0.9) 42.2 (+1.4) 56.7 (+0.7)

Only Target sample denoising 52.4 (+0.7) 41.8 (+1.0) 56.6 (+0.6)
SGAT 52.9 (+1.2) 42.7 (+1.9) 57.0 (+1.0)

The blue color represents the mAP difference between our method without sample denoising and our method
with certain sample denoising.

0.21

0.23

1.16

Car

Horse

Target-
style

Target

1.20

0.14

1.11

0.35

1.22

Figure 7. Visualization results of the sample denoising strategy. In this figure, the circles represent
the category Car and the squares represent the category Horse. It has been observed that unrelated
samples are filtered out by assigning them lower weights, and related ones are highlighted by
assigning them higher weights.

4.6. Discussion

The proposed method is based on Faster R-CNN, instead of the prevalent YOLO. As a
one-stage method, YOLO directly outputs predictions from feature maps. On the other
hand, Faster R-CNN is a typical two-state method. It first generates region proposals with
RPN, then it utilizes RoI pooling to extract fixed-size features from each region proposal
for classification and bounding box regression. RoI optimizes proposals of RPN to obtain
final predictions, so they are more accurate than predictions of YOLO that are directly
obtained from feature maps. Therefore, based on the Faster R-CNN, the teacher model can
output higher quality pseudo-labels to better guide the student model, as well as benefit
the training process and the employment of our modules.

It is worth noting that the modules in our method are complementary to each other.
The target-style image generation module reduces domain distances and the sample denois-
ing strategy helps prevent negative transfer in adversarial learning to facilitate it, making
our model more effective across multiple domains.

Our method has wide application perspectives. For example, autonomous driving
will face various distributions in practical use, e.g., the weather may change from sunny
to snowy or foggy, requiring the model to adapt snowy or foggy from sunny. Similarly,
industrial quality inspection suffers from various industrial conditions, resulting in various
distribution shifts. For instance, the lighting, background, and view angles of the image
may exhibit significant differences. Under these circumstances, the model must be able to
adapt to different distributions. Our model gains large improvements over the previous DA
methods in all three datasets, demonstrating that it is effective and adaptive across domains.
Hence, our model can be employed in fields that suffer from various distributions.

However, since source images need to be preprocessed by the target-style image
generation module, our method cannot work in an end-to-end manner. Thus, an end-to-
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end framework that integrates the online target-style image generation module and the
domain adaptation module will be part of our future work.

5. Conclusions and Future Work

In this paper, we propose a new method for cross-domain object detection. First,
by generating the target-like images, we can reduce the style mismatch between two
domains to initially reduce domain gaps between them. Second, we employ adversarial
learning to further align two domains. Moreover, we propose the sample denoising strategy
to help the model filter out unrelated samples and highlight related ones in both the target-
style domain and the target domain, effectively avoiding a negative transfer. The modules
in our method are complementary to each other; hence, large improvements over previous
DA methods are observed in all three datasets. The superior performance demonstrates
that our method is effective and adaptive across domains so it can be applied to novel fields
such as autonomous driving.

However, our model is unable to work in an end-to-end manner since source images
need to be preprocessed by the target-style image generation module. Therefore, in future
work, we may consider integrating the online target-style image generation module and
the domain adaptation module for an end-to-end model.
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