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Abstract: In millimeter wave (mmWave) communications, the feature of relatively large signal
absorption and directional transmission render new challenges for wireless communications and
signal processing. To further improve the performance of mmWave communications, a novel
radar-aided mmWave communication (RAMC) approach is proposed, which can be used in
vehicular communications. There are two parts in the proposed RAMC system, including the
radar subsystem and the mmWave communication subsystem. In the radar subsystem, the bistatic
co-prime multi-input and multi-output (MIMO) arrays are considered. With the radar antenna
arrays, both the directions of departure (DoD) and the directions of arrival (DoA) are estimated.
Additionally, the compressed sensing (CS)-based method is proposed to obtain the target positions.
Using the estimated angle and position information, the channel estimation and feedback link of the
mmWave communication subsystem can be eliminated. Moreover, a hybrid beamforming algorithm
is proposed in the mmWave communication subsystem, which can overcome the shortage of the
analog-only beamforming. Simulation results show that the better estimation performance can be
achieved by the bistatic co-prime MIMO arrays than that by the traditional uniform linear arrays
(ULA), and with the radar aided, the mmWave communication subsystem can reduce the beam
search time, and the cell discovery time is improved significantly.

Keywords: compressed sensing; DoA estimation; hybrid beamforming; millimeter wave; radar

1. Introduction

Millimeter wave (mmWave) communications have been receiving tremendous interest by
academia, industry and government as an option to realize the 5G cellular systems. The frequency band
for the mmWave communications is from 30 GHz to 300 GHz. Therefore, it can offer higher-bandwidth
channels, and meet the requirements for the remarkable growth of wireless data traffic. However,
the propagation characteristics of mmWave system are different to those of the traditional sub-6 GHz
system. Additionally, the heavy rainfall also brings about 7 dB/km attenuation for the mmWave
propagation at 28 GHz [1,2]. To overcome the high path and penetration losses, the multiple-input and
multiple-out (MIMO) with antenna beamforming plays a pivotal role in establishing and maintaining
a robust communication link [3–8]. Additionally, since the wavelength of mmWave communications is
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smaller than that of the sub-6 GHz wave, the large antenna arrays can be implemented in smaller size
at both the transmitter and receiver. For example, IEEE 802.11ad with 32 elements has already been
deployed commercially.

With the beamforming technology, the directional communication can be realized with improved
link capacity. There are mainly two types of beamforming, i.e., digital beamforming and analog
beamforming [6,9]. Digital beamforming is usually designed to work in baseband and provides a higher
spatial degree of freedom and better performance for multi-user simultaneous transmission. Analog
beamforming is usually designed to work in radio frequency (RF) chain and is effective for generating
a narrow directional beamformer from a large number of antennas. Therefore, a hybrid beamforming is
proposed and offers a tradeoff between the performance and the complexity [10–12]. Based on different
applications, hybrid beamforming can be categorized into fixed weight beamforming and adaptive
weight beamforming. In the fixed weight beamforming, constant antenna weights are applied to the
array elements in the analog or digital domain to steer the main beam. In the adaptive beamforming,
the RF radiation pattern can be adapted according to the time-varying direction-of-arrival (DoA)
and direction-of-departure (DoD), where the efficient signal processing algorithms can be utilized to
continuously resolve the desired signal and interfering signal.

However, in the traditional mmWave communications, the following issues have not yet been
tackled efficiently. In the adaptive beam and sector selection, the training vectors are sent first, then
the beam and sector with the best communication condition are chosen. However, since the position of
the receiver is unknown, the existing methods including both the exhaustive search and the hierarchic
search algorithms must search the whole beam space and sectors to figure out the exact beam and
sector in which the receiver lies. However, the computational complexity is very high. Since the
distance from the moving vehicles to the base station is unknown, it is difficult for the inter-cell
handover, e.g., cell discovery and user discovery. It is a common challenge to mitigate the interference
for the cell-edge users in existing multi-cell multi-user systems. Especially for the fast moving vehicles
with frequent inter-cell handover, such as the high speed train (HST), much more overhead is needed
to process the inter-cell handover, which will lead to low data rate, e.g., less than 0.2 M bps for the
GSM-R and around 2 M bps for the new-developed broadband wireless communication for HST in
Japan, Taiwan and Europe. Therefore, in this paper, a radar-aided mmWave communication (RAMC)
system is proposed to tackle the aforementioned issues [13–17]. As shown in Figure 1, there are two
parts in the RAMC system:
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Figure 1. Block diagram of the radar aided mmWave communication system.
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1. The MIMO radar subsystem is only involved in the transmitter, the positions and velocities of
vehicles are estimated. With the assistance of the radar, it is much easier to detect and track the
moving vehicles. Moreover, radar can also be used to distinguish the shape of different vehicles in
civil transportations in the city, e.g., identifying the bus from cars and trucks.

2. In the mmWave MIMO communication subsystem, based on the parameters including positions
and velocities obtained from the MIMO radar system, the efficiency as well as the performance of
channel estimation, sector and beam selection, hybrid beamforming, cell discover and inter-cell
handover can all be improved.

The remainder of this paper is organized as follows. The bistatic co-prime MIMO arrays and
mmWave MIMO communication system are given in Section 2, and in this section, the CS-based
method is proposed for the DoD and DoA estimation. Section 3 describes the hybrid beamforming
in the mmWave communication subsystem. The simulation results are given in Section 4. Finally,
Section 5 concludes the paper.

Notations: E {·} denotes the expectation operation. IN denotes an N × N identity matrix.
CN (µ, R) denotes the complex Gaussian distribution with the mean being µ and the variance matrix
being R. ‖ · ‖2, ‖ · ‖0, ‖ · ‖, ⊗, vec {·}, (·)ᵀ and (·)H denote the `2 norm, the `0 norm, Frobenius norms,
the Kronecker product, the vectorization of a matrix, the matrix transpose and the Hermitian transpose,
respectively.

2. System Descriptions

In the proposed RAMC system, antennas of the radar subsystem and mmWave communication
subsystem are seperated. The bistatic co-prime arrays in the radar subsystem are adopted in both
transmitter and receiver [18–22], and the massive MIMO antennas are adopted in the mmWave
communication subsystem. We can describe the two parts separately in detail.

2.1. System Model for Radar Subsystem

The bistatic co-prime arrays in the radar subsystem are adopted in both transmitter and
receiver [16,18–23]. The number of antennas in transmitter and receiver are Nt + 2Qt− 1 (2 ≤ Qt < Nt)
and Nr + 2Qr − 1 (2 ≤ Qr < Nr), respectively. Two sub-arrays are adopted in transmitter, and the
relative antenna positions are denoted as ntQtd (nt = 0, 1, . . . , Nt − 1) in the first sub-array, and qtNtd
(qt = 1, 2, . . . , 2Qt − 1) in the second sub-array, where d denotes the fundamental antenna spacing.
Similarly, in receiver, the relative antenna positions are denoted as nrQrd (nr = 0, 1, . . . , Nr − 1) in
the first sub-array, and qr Nrd (qr = 1, 2, . . . , 2Qr − 1) in the second sub-array. In the first transmitter
sub-array, the signal in the nt-th antenna is denoted as s1,nt(t). In the second transmitter sub-array,
the signal of the qt-th antenna is denoted as s2,qt(t). With K far-field targets, the received signal in the
nr-th antenna of the first receiver sub-array can be formulated as

r1,nr (t) = ∑K−1
k=0 αke−j2π sin φk

nr Qrd
λ

(
∑Nt−1

nt=0 s′1,nt
(t, ψk)

+∑2Qt−1
qt=1 s′2,qt

(t, ψ)

)
+ w1,nr (t)

= ∑K−1
k=0 e−j2π sin φk

nr Qrd
λ αk [s1a1(ψk) + s2a2(ψk)]

+w1,nr (t)
= [s1 A1 + s2 A2]diag {α} b1,nr (φ) + w1,nr (t),

(1)

where αk denotes the scattering coefficient of the k-th target, diag {α} denotes a diagonal matrix with
the diagonal entries from α, w1,nr (t) denotes the additive white Gaussian noise (AWGN), and
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s′1,nt
(t, ψk) , s1,nt(t)e

−j2π sin ψk
ntQtd

λ ,

s′2,qt
(t, ψ) , s2,qt(t)e

−j2π sin ψk
qt Ntd

λ ,

s1 ,
[
s1,0(t), s1,1(t), . . . , s1,Nt−1(t)

]
,

s2 ,
[
s2,1(t), s2,1(t), . . . , s2,2Qt−1(t)

]
,

a1(ψ) ,
(

1, e−j2π sin ψ
Qtd

λ , . . . , e−j2π sin ψ
(Nt−1)Qtd

λ

)ᵀ

,

a2(ψ) ,
(

e−j2π sin ψ
Ntd

λ , . . . , e−j2π sin ψ
(2Qt−1)Ntd

λ

)ᵀ

,

A1 ,
[

a1(ψ0), a1(ψ1), . . . , a1(ψK−1)
]

,

A2 ,
[

a2(ψ0), a2(ψ1), . . . , a2(ψK−1)
]

,

b1(φ) ,
(

1, e−j2π sin φ Qrd
λ , . . . , e−j2π sin φ

(Nr−1)Qrd
λ

)ᵀ

,

α = (α0, α1, . . . , αK−1)
ᵀ .

Similarly, the received signals in the qr-th antenna of the second RX sub-array can be expressed as

r2,qr (t) = [s1 A1 + s2 A2]diag {α} b2,qr (φ) + w2,qr (t), (2)

where

b2(φ) ,
(

e−j2π sin φ Nrd
λ , . . . , e−j2π sin φ

(2Qr−1)Nrd
λ

)ᵀ

.

Collect all the received signals in (1) and (2) into vectors, and we can obtain

r1(t) = [s1 A1 + s2 A2]diag {α} Bᵀ
1 + w1(t),

r2(t) = [s1 A1 + s2 A2]diag {α} Bᵀ
2 + w2(t).

where

r1(t) , [r1,0(t), r1,1(t), . . . , r1,Nr−1(t)] ,

r2(t) ,
[
r2,1(t), r2,2(t), . . . , r2,2Qr−1(t)

]
,

w1(t) , [w1,0(t), w1,1(t), . . . , w1,Nr−1(t)] ,

w2(t) ,
[
w2,1(t), w2,2(t), . . . , w2,2Qr−1(t)

]
,

B1 ,
[
b1(φ0), b1(φ1), . . . , b1(φK−1)

]
,

B2 ,
[
b2(φ0), b2(φ1), . . . , b2(φK−1)

]
.

After the matched filters corresponding to the transmitted signals, we can obtain the following
vectors of the received signals
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Y11 , sH
1 r1(t) = A1 diag {α} Bᵀ

1 + sH
1 w1(t) (3)

Y12 , sH
1 r2(t) = A1 diag {α} Bᵀ

2 + sH
1 w2(t) (4)

Y21 , sH
2 r1(t) = A2 diag {α} Bᵀ

1 + sH
2 w1(t) (5)

Y22 , sH
2 r2(t) = A2 diag {α} Bᵀ

2 + sH
2 w2(t) (6)

Therefore, the signals after the matched filter can be rewritten into a matrix form as

Y ,

[
Y11 Y12

Y21 Y22

]
= A diag {α} Bᵀ + N, (7)

where

N ,

[
sH

1 w1(t) sH
1 w2(t)

sH
2 w1(t) sH

2 w2(t)

]
,

A ,

[
A1

A2

]
, B ,

[
B1

B2

]
. (8)

Then, with the received signal Y , we can obtain a vector form as

y , vec {Y} = Gα + n, (9)

where G ,
[
g0, g1, . . . , gK−1

]
, and gk , b(φk) ⊗ a(ψk), b(φk) =

[
b1(φk)

b2(φk)

]
and a(ψk) =

[
a1(ψk)

a2(ψk)

]
.

n , vec {N} ∼ CN (0, RN), and RN , E
{

nnH} = σ2
w I.

Compressed Sensing-Based DoA and DoD Estimation Method

With the received signal y = Gα + n, we can define the following dictionary matrix

D , d0,0, d1,0, . . . , dZ−1,0, d0,1, . . . , dZ−1,Z−1 (10)

where Z denotes the number of discretized DoA or DoD, dz1,z2 , b(φz1)⊗ a(ψz2), and the z-th column
of D is also denoted as dz. Therefore, the original problem of DoA and DoD estimation will become
the sparse reconstruction problem

minx ‖x‖0
s.t. ‖y− Dx‖2

2 ≤ ε,
(11)

where ε is adopted to control the estimation accuracy and can be usually set as ε = σ2
w, and x denotes

the sparse vector, the non-zero entries are the target scattering coefficients, and the positions of the
non-zero entries indicate the DoA and DoD [16–18,24,25].

To reconstruct the sparse vector x, the orthogonal matching pursuit (OMP) method [24,26,27]
can be adopted. Algorithm 1 shows the details of the OMP algorithm to estimate the target
scattering coefficients, DoD and DoA. The DoD and DoA can be obtained from the index set I
of the non-zero entries.
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Algorithm 1 OMP algorithm for DoA and DoD estimation

1: Input: Received signal y, dictionary matrix D, the number of iterations K.

2: Initialization: k = 0, I = ∅, y′ = y.

3: while k ≤ K− 1 do

4: J = arg maxz |dH
z y′|.

5: I = I ∪ J .

6: x̂I = arg minxI ‖y− DIxI‖2
2.

7: y′ = y− DI x̂I .

8: end while

9: Output: the estimated sparse vector xI , and the index set I of non-zero entries.

2.2. System Model for mmWave Communication Subsystem

In this paper, we consider a single-user mmWave communication subsystem and mainly focus
on the downlink transmission shown in Figure 2. The transmitter (TX) with Nt = Mtnt antennas
communicates L ≤ Mt data streams to the RX with Nr = Mrnr antennas. The antenna array at the TX
is connected to the analog beamformer Fa ∈ CNt×Mt that is implemented by phase shifters, and the
analog beamformer Wa ∈ CNr×Mr at the RX is equipped with Nr RF chains.
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Figure 2. The diagram of hybrid beamforming in the mmWave communication subsystem.

Since the mmWave channels have sparse scattering, it is inappropriate to assume the entries of
H to be i.i.d. Gaussian random variables, the ray-tracing representations can be used to model the
mmWave channel [28]. Assuming that there are K scattering clusters and each one contributes to a
single propagation path between the TX and RX. The channel H can be expressed as

H =
K

∑
k=1

αkar(θk)a
ᵀ
t (φk) ∈ CNr×Nt , (12)

where αk
i.i.d∼ CN (0, σ2

k ) is the fading gain of the kth path, at(·) and ar(·) are the antenna array response
vectors at the TX and RX, respectively. Assuming that the antenna arrays are installed in the horizontal
direction, we denote φk = sin(φ̄k) and θk = sin(θ̄k) ∈ [−1, 1] as the departure and arrival directions of
the kth path, where φ̄k and θ̄k are the physical azimuth angles of departure and arrival. With assuming
the variation of the channel is only caused by the path gains {αk}K

k=1 and this assumption is based on
the mmWave channel measurements in [29], we can derive that the clusters’ central angles belong to
large-scale fading and the path gains belong to small-scale fading. For notational convenience, (12) can
be rewritten in a compact form as

H = ArΛαAᵀ
t , (13)
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where Λα = diag{α1, . . . , αK} ∈ CK×K denotes the path gain matrix, At = [at(φ1) . . . at(φK)] ∈ CNt×K

and Ar = [ar(θ1) . . . ar(θK)] ∈ CNr×K represent the transmit and receive antenna element gain at the
corresponding angels of departure and arrival.

Assuming the uniform linear arrays (ULAs) are used at the TX, the array response vector at(φ)

can be written as
at(φ) =

1√
Nt

[
1, ejπφ, . . . , ej(Nt−1)πφ

]ᵀ ∈ CNt , (14)

and ar(θ) can be obtained in the similar way.
Based on the above description, the RX received signal can be given by

r = HFs + n, (15)

where n ∼ N (0, σ2I) is the Gaussian noise vector.
At the TX side, assuming the transmite data symbols s = [s1, . . . , sL]

ᵀ are precoded by the
nonlinear digital procoder G(s) and mapped into Mt data streams, E{ss∗} = 1

L IL. The digital
beamformer Z = GdG(s), Gd = diag{g = [g1, . . . , gMt ]

ᵀ} ∈ CMt×Mt followed by an Nt ×Mt analog
beamformer Fa. The discrete-time transmitted signal is given by

x = FaGdG(s). (16)

For notational convenience, (16) can be rewritten in a compact form as

x = FG(s), (17)

where F = FaGd denotes the hybrid digital/analog beamforming matrix, and can be written as

F =


f1 0 · · · 0
0 f2 · · · 0
...

...
. . .

...
0 · · · · · · fMt


︸ ︷︷ ︸

Fa

diag{g}︸ ︷︷ ︸
Gd

(18)

=


g1f1 0 · · · 0

0 g2f2 · · · 0
...

...
. . .

...
0 · · · · · · gMt fMt

 ,

where fm = 1√
nt
[ejφm,1 , . . . , ejφm,nt ]ᵀ ∈ Cnt represents the modulus and phase of the mth (m = 1, . . . , Mt)

analog phase shifter, and the entries are of constant modulus.

3. The Hybrid Beamforming

In this paper, we focus on a single-user downlink transmission, where the large antenna array is
driven by a limited number of transmit/receive chains. However, the same algorithms can be directly
applied to the uplink system, where the channel is replaced by the uplink channel, and the analog
beamformers, of the transmitter and receiver are switched.

In this section, we address the problem of designing the hybrid beamformers [30–34]. In the
design of hybrid beamforming, the power is usually maximized, so the direction of beam can be
designed to the users. Therefore, in our paper, we consider the design of weight matrix to maximize
the received power.Since the analog beamformer GdG(s) at the RX is more simple than the transmitter,
we first discuss the receiver side, and then discuss the hybird beamformer design for the transmitter.
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In order to simplify the system model, there is no baseband combiner in the RX and the received
signal r is processed by the analog phase shifters Wa and the digital processor directly, which result in

y = WH
a HFs + WH

a n. (19)

3.1. Analog Beamformer Design for the Receiver

For simplicity, assuming the elements in the transmitted signal x i.i.d∼ CN (0, σ2
x ), and the average

power of (19) can be represented as

Pavg
R = E{‖WH

a Hx‖2}. (20)

substituting (13) into (27) we have

Pavg
R = E

{
‖WH

a ArΛαAH
t x‖2}

= E
{
{WH

a ArΛαAH
t xxHAtΛ

H
α AH

r Wa}
}

=
{
E{xxH}E{AtΛ

H
α AH

r WaWH
a ArΛαAH

t }
}

= E
{
{σ2

xWH
a ArΛαAH

t AtΛ
H
α AH

r Wa}
}

= {σ2
xWH

a ArΓαAH
r Wa} = ‖σx

√
ΓαAH

r Wa‖2,

(21)

where Γα = diag [σ2
1 , . . . , σ2

K],
√

Γα = diag
{
[σ1, . . . , σK]

}
In particular, the RX analog beamforming matrix takes the form

Wa =


w1 0 · · · 0
0 w2 · · · 0
...

...
. . .

...
0 · · · · · · wMr

 (22)

where wmr =
1√
nr
[ej⊆mr ,1, . . . , ej⊆mr ,nr ]ᵀ denotes the modulus and phase of the analog phase shifter in

the mth
r antenna subarray.

According to (21) and (22), we can maximize the receive power by solving the following
optimization problem

max
wmr=[wmr ,1,...,wmr ,nr ]

ᵀ
‖
√

ΓαAH
r,mr Wmr‖2 (23)

s.t. |Wmr ,n|2 = 1
nr

, n = 1, . . . , nr ,

where Ar,mr is the sub-matrix of Ar, which from row (mr − 1)nr + 1 to the mrnr row. By solving (23),
we can obtain the expression of w∗mr and finally get the analog beamforming matrix W∗a .

If we relax the constraint of (23) as ‖wmr‖ = 1, it is obvious that the W∗a is the eigenvector vmax,mr

corresponding to the biggest eigenvalue λmax,mr of Ar,mr ΓαAH
r,mr , i.e. W∗a = vmax,mr . Consider the

constrain, we can adjust the phase of the mth
r antenna sub-array as

arg{wmr} = vmax,mr /abs{vmax,mr}, (24)

where “ / ” represents division of the elements, “abs{·}” represents the modulus of each element.
Since Ar,mr can be represented by

Ar,mr = Ar,1diag[ejnrθ1 , ejnrθ2 , . . . , ejnrθK ], mr = 2, . . . , Mr (25)

then, using (24) to adjust wmr will result in w1 = w2 = · · · = wNr . To avoid this situation, we can
calculate the eignvalue λr

1 ≥ λr
2 ≥ · · · ≥ λr

nr and the corresponding eignvectors vr
1, vr

2, . . . , vr
nr for

arbitrary Ar,mr ΓαAH
r,mr , and we can obtain the expression of wmr as follows
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wmr =

√
1
nr

vr
i(mr)

/abs{vr
i(mr)
}, mr = 1, . . . , Mr (26)

where i(mr) = mod (mr − 1, nr) + 1.

The Hybrid Beamformer Design of the Transmitter

The hybrid beamformer F = FaGd design is similar with the receiver side, here we seek to
maximize the average transmitted power of the K azimuth angles. The average transmitting power
can be written as

Pavg
T =E{‖ΛαAH

t Fs‖2} (27)

=‖σs
√

ΓαAH
t F‖2,

where σ2
s denotes the variance of the symbol stream. Since maximizing the average transmitting power

is equivalent to solve the following optimization problem

max

∥∥∥∥∥∥∥∥∥∥
√

ΓαAH
t


g1f1 0 · · · 0

0 g2f2 · · · 0
...

...
. . .

...
0 · · · · · · gMt fMt


∥∥∥∥∥∥∥∥∥∥

2

s.t.
‖g‖ ≤ Mt

| fmt ,n|2 = 1
nt

, mt = 1, . . . , Mt, n = 1, . . . , nt
,

(28)

where fmt = [fmt ,1, . . . , fmt ,nt ]
ᵀ, g = [g1, . . . , gMt ]

ᵀ. However, directly solving (28) is intractable, so we
can first reference the solution of (23) to obtain {fm}Mt

mt=1, and then give the solution of g.
Let At,mt represent the sub-matrix of A that from row (mt − 1)nt + 1 to row mtnt. By solving the

eignvalue λ1 ≥ λ2 ≥ . . . λnt of At,mt ΓαAH
t,mt

, and the corresponding eignvector v1, v2, . . . , vnt , we have

fmt =

√
1
nt

vi(mt)/abs{vi(mt)}, mt = 1, . . . , Mt (29)

where i(mt) = mod (mt − 1, nt) + 1.
According to (29), we can obtain the analog beamformer Fa, then the digital beamforming matrix

Gd can be obtained by solving the following optimization problem

min
g=[g1,...,gMt ]

ᵀ

Mt

∑
m=1
‖vm − fmgm‖2 (30)

s.t. ‖g‖2 ≤ Mt,

It is obvious that (30) is a convex optimization problem, we can obtain the optimize results by the
KKT (Karush-Kuhn-Tucker) condition. The Lagrange function can be written as

L(g, µ) =
Mt

∑
mt=1
‖vmt − fmgm‖2 + µ

(
Mt

∑
mt=1
|gm|2 −Mt

)
, (31)

the KKT conditions of (30) are: (a) (µ + 1)gm = fH
mt vm; (b) µ ≥ 0; (c) ∑Mt

mt=1 |gm|2 ≤ Mt; (d)

µ
(

∑Mt
mr=1 |gm|2 −Mt

)
= 0, where µ represents the Lagrange multiplier. The expression of the optimal

g∗ that satisfy the above conditions can be written as
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g∗ =
√

Mtag

max{
√

Mt, ‖ag‖}
(32)

ag =[fH
1 v1, fH

2 v2, . . . , fH
Mt

vMt ].

According to (29) and (32), the hybrid beamformer F can be realized.
Since the hybrid beamforming algorithms of the transmitter and receiver both belong to long-term

beamforming algorithm, the matrix Wa and F has no relationship with the path gain {αk(q)}K
k=1, and

has only been affected by the DoA, DoD and the transmit power.

4. Simulation Results

In this section, the simulation results are given, and the simulation parameters are set as follows:
the carrier frequency of the transmitted signals is fc = 30 GHz, the speed of light is c = 3× 108 m/s,
the wavelength is λ = 1 cm, the fundamental antenna spacing d = λ

2 , the parameters of transmitting
antennas are Qt = 2 and Nt = 4, the parameters of receiving antennas are Qr = 6 and Nr = 8, and the
number of targets is K = 5.

In Figure 3, the OMP method is used to estimate the target positions, where the 5 targets randomly
distribute in the area ψk ∈ [0, π

2 ] and φk ∈ [−π
2 , 0]. In the OMP algorithm, the numbers of discretized

DoD and DoA are both 100, so the size of the dictionary matrix is D ∈ C133×104
, and the length of

received signals is 133. The length of the vector x is 104 and only 5 entries are non-zeros, so the DoD
and DoA estimation problem is a sparse reconstruction problem, and the proposed OMP method can
be used. This is shown in Figure 3, where the signal-to-noise ratio (SNR) is 20 dB. The DoD and DoA
can be exactly estimated in the scenario with the uncorrelated targets, but when the two targets are
close to each other and the targets are correlated, the estimation performance also degraded.
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0 0.2 0.4 0.6 0.8 1 1.2

D
O

A
 (

ra
d

)

-1.4

-1.2

-1

-0.8

-0.6

-0.4

-0.2
Real target position

Estimated target position

Figure 3. The estimated target positions.

In Figure 4, we compare the DoD and DoA estimation performance with different numbers of
targets, where the root mean square error (RMSE) is defined as

RMSE ,

√
∑N−1

n=0

∥∥[ψᵀ, φᵀ]ᵀ − [ψ̂
ᵀ
n, φ̂

ᵀ
n]

ᵀ
∥∥2

2
N

, (33)

where ψ̂
ᵀ
n, φ̂

ᵀ
n denote the estimated DoD and DoA in the n-th Monte Carlo simulation, respectively,

and N = 103 denotes the total number of the Monte Carlo simulations. As shown in Figure 4, the
estimation performance is improved by improving the SNR of received signals. With less targets, the
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estimation performance can approach the CRLB as shown in this figure. Since the target correlation is
improved with more targets, the estimation performance is also degraded by adding more targets.

SNR (dB)
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S
E
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0.4
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0.8
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1.2
RMSE (2 targets)

CRLB (2 targets)

RMSE (5 targets)

CRLB (5 targets)

Figure 4. The estimation performance with different numbers of targets.

In Figure 5, the DoD and DoA estimation performance of co-prime is compared with that of ULA,
where the numbers of transmitting and receiving antennas are the same in both co-prime and ULA.
The SNR of received signal is 20 dB. As shown in Figure 5, when the CS-based method is used to
estimate the DoD and DoA, the better performance can be achieved by the bistatic co-prime MIMO
arrays than that by the ULA. Therefore, the bistatic co-prime MIMO arrays outperform the transitional
ULA. Figure 6 also gives the angle bias with different values of SNR.
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Figure 5. The estimation performance compared with ULA.
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Figure 6. The DoA and DoD estimation performance.
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In Figure 7, we compare the received power of the RAMC system with the ideal tracking and the
existing fixed beam system (no tracking). In the RAMC system, the beams are adaptively updated
in every 5◦ of angle. It is observed that the received power of the RAMC system can be significantly
improved and closer to that of ideal tracking than the fixed beam system.

 
 Figure 7. Comparisons of the received power of RAMC with ideal tracking and fixed beam.

Once the beam is perfectly aligned to the vehicles, the received power will be the largest and
meanwhile the power efficiency is the highest. However, in practice, it usually has some errors for
the beam alignment. Figure 8 shows the probability that the received power is smaller than −150 dB,
where the largest received power is −134.5 dB according to Figure 7. Therefore, in the RAMC system,
MIMO radar plays an important role, where the accuracy in estimating the user position by radar
determines the accuracy of beam alignment and power efficiency.
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Figure 8. The relationship between the estimated angle error and received power.

For the beam and sector selections, the position obtained by radar can help to decrease the time
to search the beam that the receiver lies in. Compared with the existing algorithms including the
exhaustive beam search algorithm and hierarchic beam search algorithm, the candidate beamspace
for the search is substantially shrunk with the radar’s position information. As shown in Figure 9,
the beam search time of both the exhaustive and hierarchical algorithms are compared with that of
the proposed RAMC. In this comparison, for the initial search of the first beam, the MIMO radar
system has no prior knowledge about the position of vehicle, so the search time is the same with the
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exhaustive search, meaning that the two curves are overlapped. However, in Figure 10, we assume
that there are 50 base stations and the interval of two base stations is 2 km. After the radar detects
the vehicles, it keeps the tracking of the vehicles. When the radar system starts to track the moving
vehicles, the beam search time can be significantly decreased compared to both the exhaustive and
hierarchical search algorithms.
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Figure 9. Beam search time in MIMO radar system by the first base station.
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Figure 10. Beam search time in MIMO radar system from the second base station.

The cell discovery time in the RAMC system is compared with that of the traditional mmWave
communication in Figure 11. With increasing number of antennas, the main lobe of beam pattern is
becoming narrower. Therefore, more search slots are needed to find the new user. However, compared
with the traditional method, since the RAMC system can detect and track the new added user, much
less slots are needed in the proposed system to find the new user. Additionally, in the radar system,
there are errors in the angle estimation for the new user, as shown in this figure. We compare the
search slots with the maximum errors of the estimated angle being 5◦ and 10◦. As shown in this figure,
the accurate estimation can increase the efficiency to find the new user, so the estimation performance
of the MIMO radar system must be guaranteed in the proposed system. The angle accuracy can be
achieved by equipping more antennas to the MIMO radar system.
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Figure 11. Cell discovery time.

5. Conclusions

In the proposed RAMC system, the overhead for channel estimation, sector and beam selection,
cell discovery and inter-cell handover can be greatly reduced. The adaptive hybrid beamforming can
be implemented more easily. Note that the proposed RAMC system is different from the traditional
joint radar and communication system, where the same waveform is used for both the communication
and target estimation in the joint radar and communication system. In the proposed RAMC system,
different waveforms are adopted for target estimation and communication. Additionally, we can set
the radar and the mmWave working in different frequency bands, so that the interference between
radar and communication systems can be also eliminated. Moreover, the radar and communication
system can be independently optimized to further improve the performance. Future works will focus
on the parameter estimation in the moving coprime arrays and the system optimization.
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