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Abstract: X-ray scattering significantly limits image quality. Conventional strategies for scatter
reduction based on physical equipment or measurements inevitably increase the dose to improve
the image quality. In addition, scatter reduction based on a computational algorithm could take a
large amount of time. We propose a deep learning-based scatter correction method, which adopts a
convolutional neural network (CNN) for restoration of degraded images. Because it is hard to obtain
real data from an X-ray imaging system for training the network, Monte Carlo (MC) simulation
was performed to generate the training data. For simulating X-ray images of a human chest, a cone
beam CT (CBCT) was designed and modeled as an example. Then, pairs of simulated images,
which correspond to scattered and scatter-free images, respectively, were obtained from the model
with different doses. The scatter components, calculated by taking the differences of the pairs,
were used as targets to train the weight parameters of the CNN. Compared with the MC-based
iterative method, the proposed one shows better results in projected images, with as much as 58.5%
reduction in root-mean-square error (RMSE), and 18.1% and 3.4% increases in peak signal-to-noise
ratio (PSNR) and structural similarity index measure (SSIM), on average, respectively.
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1. Introduction

When X-rays penetrate a patient’s body, the scattered radiation significantly limits image quality,
resulting in contrast reduction, image artifacts, and lack of computed tomography (CT) number.
In addition, in digital radiography (DR) images, scattered photons due to large illumination fields
seriously degrade image quality. Therefore, scatter correction is important to enhance the quality of
X-ray images and eventually of 3D reconstructed volume data.

1.1. Scatter Correction Methods

Conventional strategies for scatter management can be classified into two groups according to
whether a method is based on hardware or software. In general, scatter control can be achieved by
scatter suppression and scatter estimation. Hardware-based scatter suppression techniques, such as
anti-scatter grid [1,2], attempt to reduce the number of scattered photons that reach the detector array.
Hardware-based scatter estimation techniques such as a beam stop array (BSA) [3,4] acquire two sets
of projection data: the regular cone beam CT (CBCT) and scatter-only projection data. The scatter-only
projection data are acquired using a BSA to stop all primary radiation. The scatter component is
then estimated and removed from the regular CBCT projections. This technique requires additional
scanning, and therefore increases the acquisition time and radiation dose to the patients.

The software-based methods include image restoration techniques [5-7] and Monte Carlo (MC)
simulation [8]. Since the image taken under scattering environment is degraded, proper image
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restoration techniques can be used for scatter reduction. The techniques, however, require an accurate
model of degradation due to the scatter, which is not easy to find in general. Even for the linear and
space-invariant model, it is not easy to find the corresponding point spread function. In addition,
especially for an inhomogeneous object with various tissues such as the human body;, it is insufficient
for accurately expressing the complicated scatter process [9] although we successfully obtain the
model. The MC simulation technique overcomes the inaccuracy caused by the degradation model,
but it requires time-consuming statistical experiment. Reportedly, the MC-based iterative scatter
correction can accurately reproduce the attenuation coefficients of a mathematical phantom, and has
been clinically verified [10-12]. Because this type of iterative approach can be directly applied to the
primitive projection data from CBCT, and the patient’s prior information is not necessary, it is useful
with respect to clinical implementation. Even though several techniques have been used to reduce the
computation time [13-16], excessive time is still required to prevent practical use in clinic. In addition,
the iterative method cannot be applied to DR, although useful for CBCT.

1.2. Deep Learning Approaches for Iimage Restoration

The deep learning approach has been successfully used in various image processing tasks,
including image restoration and noise removal. Especially, a convolution neural network (CNN)
can be trained to provide excellent performance on image processing tasks [17,18]. In a CNN,
however, obtaining the spatially shared weights for a convolution kernel requires supervised training,
and many kernels are needed to capture the various local features in each layer. Therefore, many
weight parameters associated with the kernels need to be adjusted in a deep structure equipped with
many layers. This in turn means that the amount of labeled data for training should be sufficiently
large to prevent overfitting.

In image restoration, blind deblurring has been implemented with various structures of a
deep neural network. The traditional deconvolution scheme has been approximated by a series
of convolution steps in a CNN [19]. A neural blind deconvolution learns inverse kernels for motion
deblurring in the frequency domain [20], while the multiscale method is used to restore sharp images
in an end-to-end manner in the case of blurring caused by various sources [21].

In addition to image restoration, many deep learning-based methods have been developed for
noise removal. Among them, the present study was inspired by denoising CNN (DnCNN) [17],
which removes the general type of noise after separating it from a noisy image, and reportedly shows
the best performance compared with other deep learning-based denoising algorithms [22]. The DnCNN
suggests three important characteristics of the CNN for noise removal. First, the deeper structure
has the advantage of extracting diverse image features with various scales suitable for the task [23].
Second, the training process can be speeded up and the performance on noise removal enhanced by
adopting the rectified linear unit (ReLU) [24] for activation function, the batch normalization (BN) [25],
and residual learning [26] in the CNN. Lastly, the CNN has an appropriate structure for parallel
computing with a GPU, which implies a fast run-time speed for noise removal.

In general, the receptive field of a convolution unit, on which the operation effectively provides
an influence, in each consecutive layer becomes wider as the CNN deepens. Therefore, to increase
the size of the receptive field, the network should be deepened, which increases the number of
weight parameters to be trained. This can be relieved by dilated convolution [27-29], which widens
the receptive field without increasing the number of layers or weights. For example, inception
recurrent CNN (IRCNN) [18] enlarges the receptive fields without increasing the number of layers
and weights by applying the dilated convolution to DnCNN. In addition, DDRN [30] has proposed
the combined structure of the dilated convolution and ResNet for image denoising. Recently, the 3D
dilated convolution has been successfully applied even for denoising and restoration of hyperspectral
images which include a large number of bands [31]. The reduced number of layers and weights makes
the training easier with less chance of overfitting.



Electronics 2019, 8, 944 30f18

Although there have been many studies performed on deep learning-based image restoration,
most of them are focused on deblurring and noise removal [22,32] and only a few on the scatter
correction of the X-ray image. One recent study examined scatter correction based on deep learning
and MC simulation [33], but the phantom was used for spectral CT, which has relatively less scatter than
CBCT. In addition, a U Net-like architecture for scatter correction has been proposed for CBCT [34,35],
in which the training dataset is constructed from real cancer patients. Although this approach has
provided good performance, it is more difficult to collect the new training data from real patients than
from MC simulation whenever the geometry of the X-ray imaging system has changed. In addition,
the method is confined to CBCT, and generally cannot be applied to the DR images.

1.3. Proposed CNN-Based Scatter Correction

This paper proposes a deep learning-based scatter correction method, which adopts a CNN for
restoration of degraded images. As aforementioned, this type of deep learning approach requires
a large amount of training data, which consist of pairs of degraded images due to scatter and their
corresponding scatter-free target image. It is, however, not easy to freely obtain such training data in a
real environment.

One way to overcome the training data problem is to use synthetic data. MC simulated images
have been reported to be so similar to real ones that the experimental result based on such synthetic
images can be applied to a real X-ray system [8]. In the proposed method, the MC simulation is
performed to generate the data off-line. The CBCT is typically vulnerable to scatter, thus we decided
to use it as an example in our study with the aim of being able to demonstrate clear improvement,
even though our proposed method is not confined to CBCT. Once the data are obtained, they can be
used for training the CNN for image restoration, after which the CNN can be used for scatter correction
of X-ray images.

Therefore, our overall scheme can be treated as a learned deconvolution filter that utilizes the
nonlinearity of the CNN in the scatter correction of X-ray images. To this end, the CNN structure should
be carefully devised to reveal the desired properties of X-ray scatter correction. In the proposed scheme,
we present a CNN-based structure with two parallel branches, which are responsible for estimating the
high- and low-frequency components of scatter, respectively. For the low-frequency branch, the dilated
convolution filters are adapted to increase the receptive field to estimate the slowly varying scatter
components over the entire image. For the high-frequency branch, only conventional convolution
filters are used to estimate the fast varying scatter. Then, the estimated high- and low-frequency
components of scatter by the network can be combined, and subtracted from the scattered input image
in order to produce the scatter-corrected output image.

Additional branches with different dilation rates may be available in the proposed CNN-based
structure for better performance as in the semantic segmentation [28]. However, the scatter correction
task differs from the image segmentation, which needs diverse spatial features with various scales.
Therefore, we only use two branches in the CNN structure, and this simpler network provides better
training performance with fewer parameters and without degrading the scatter correction performance.

In the experiment, the training data were obtained from an MC simulation of real chest CT
volume data of the National Biomedical Imaging Archive (NBIA) [36] and augmented by proper
geometric transform to increase the amount of data. After training, the test data were also taken
from the MC simulation. The quantitative evaluation results for both 2D image and 3D reconstructed
volume data show that the proposed scatter correction scheme is effective in terms of three indices:
root-mean-square error (RMSE), peak signal-to-noise ratio (PSNR) and structural similarity index
measure (SSIM). In addition, qualitative results show that the contrast can be significantly improved
by the scatter correction without additional artifacts. Therefore, we summarize the contributions of
our work as follows.
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e It demonstrates that supervised learning approaches such as CNN-based deep learning can be
effectively used for scatter correction, at least in simulated data, in which training is performed
by using the synthetic data generated from MC simulation.

e A dual-scale structure of CNN-based scatter correction is proposed, which considers the
characteristics of CBCT scatter.

e Even though synthetic data were used for the test, the proposed scatter correction method was
experimentally validated as more effective and efficient than the MC-based iterative one in terms
of RMSE, PSNR, and SSIM indices and correction time.

2. Method

The training process of the proposed method is shown in Figure 1. In the figure, the 3D volume
data from NBIA are used for generating synthetic X-ray images by MC simulation. As opposed
to multi-detector CT (MDCT), the wide field of view (FOV) of CBCT for the human body can
generate severe scattering, which degrades the image quality. Therefore, we chse a CBCT model
for the simulation.

S ' Scatter-only image

Primary image

f Separation of scatter-only image
Monte Carlo simulation High-frequency + Low-frequency
!
& ~—--DSCNN-___,

| (Dual Scale CNN) !

ar T

3D volumes =------mmooo-
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Figure 1. Training process of the proposed scatter correction method.

Through the simulation, we generated a set of image pairs composed of a scattered image and
its corresponding scatter-free target image by increasing the dose amount. The synthetic image pairs
were used firstly to train the CNN after the augmentation process in order to increase the amount of
training data by the proper geometric transform and, secondly, to evaluate the performance of the
trained network. The CNN in the proposed method was trained to estimate the difference between the
scattered and scatter-free images, which corresponds to the scatter component in the input image that
has been degraded by scatter.

We assumed that the scatter consists of low- and high-frequency components, and that the
different types of the CNN structure effectively estimate each component separately. Once the two
components were predicted in the separated branches of the CNN, they were combined to estimate
the overall scatter. The scatter-free image was finally obtained by subtracting the overall scatter from
the scattered input image.

2.1. Generation of Training and Test Images Based on MC Simulation

As aforementioned, CBCT was chosen as an example to generate the synthetic data for training
the network. Because the spectra differ depending on the working systems, the simulation environment
should be designed to resemble the real system and operating conditions as closely as possible.
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The specifications of CBCT for simulation are listed in Table 1. We set the tube voltage at 110 kV with a
copper 0.2 mm filter, because it is a typical condition of CBCT.

Table 1. Specification of CBCT for Simulation.

Item Specification of CBCT
SDD (mm) 685

SOD (mm) 400

FOV (x,y,z) (mm) 358 x 358 x 200
X-ray Tube kV 110 kV

X-ray Filter Cu 0.2 mm
X-ray Detector Size (mm) 686 x 343

X-ray Detector Resolution (pixel) 256 x 128

3D Object Size (x,y,z) (mm) 400 x 400 x 300

To generate exceedingly many X-ray images from a large volume of 3D human body data, the
speed of simulation is an important factor in choosing the simulation tool. Among the various available
tools, we chose GATE [37,38] to support the GPU operation because it is reliable, convenient to use,
and sufficiently versatile to make a proper and flexible model for CT. In the table, a relatively low
resolution was taken to speed up the simulation process for synthetic data generation. However,
the acquisition was sized as large as a real system in order to validate the proposed method.

The 3D volume data taken from MDCT, which contains little scatter compared to CBCT, were used
to generate training and test images. The volume dataset was obtained from NBIA. Each volume
dataset shows a patient’s real chest, which gives the anatomical variability of the human body. We took
one and nine volumes of data to generate training and test images, respectively. During the MC
simulation process, the gantry, composed of an X-ray generator and a detector, was rotated 360 degrees,
and a pair of scattered and scatter-free images was obtained for every degree, which generated 360 pairs
of images for the volume data. In addition, to increase the amount of data, each pair of images was
rotated 180 degrees, and flipped horizontally and vertically, so that 4 x 360 pairs of images for a
volume were produced, including the original pairs of images. The nine volumes give a total of 12,960
(4 after augmentation x 360 degrees x 9 volumes) X-ray image pairs for training. The size of image
corresponds to the detector resolution, i.e., 256 x 128. The scattered X-ray image was generated in
such a way that 5000 photons on average were captured at a pixel, which means 163,840,000 photons
were considered in the simulation for a projected image. For the scatter-free image, the number of
photons for a pixel was increased to 6000 so that 196,608,000 photons were considered for an image.
In other words, the high-dosed projected image over 20% of the low-dosed one was treated as a
scatter-free target. The pairs of scattered and scatter-free images were used in the training and testing
of the proposed network. In the training, the scattered image was input into the network and its
scatter-free image became the ultimate target to be achieved.

For testing the trained network, 360 (no augmentation, 360 degrees x 1 volume) pairs of scattered
and scatter-free images from a volume were generated by the same simulation process. In the test,
the augmentation to increase the data by rotation and flipping was meaningless, because it was not
necessary to increase the number of data. In the test process, the scattered image was input into the
trained network, and the scatter-free image was used to evaluate the performance by comparing it
with the output of the network.

2.2. CNN-Based Scatter Correction

The CNN-based scatter correction was achieved by using a dual-scale CNN (DSCNN), as shown
in Figure 2. The input into the network was a scattered X-ray image and the scatter component of the
image was predicted by the trained network. To obtain a scatter-free image, the scatter component
predicted by the network was subtracted from the input scattered image.
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DSCNN (Dual Scale CNN)

Input (scattered image) Output

Figure 2. Test process of the proposed scatter correction method.

The DSCNN consists of two separate branches, Hs-Net and Ls-Net, which were designed to
estimate the high- and low-frequency components of scatter, respectively. The two components
were separately predicted in the parallel branches, and then combined to obtain the overall scatter.

The Hs-Net and Ls-Net based on CNN are shown in Figure 3a,b, respectively. Hs-Net was
inspired by DnCNN [17], in which successive CNN blocks are used to estimate the residual noise.
The initial CNN block with BN is followed by CNN blocks, each of which has a BN and an ReLU
activation function. Finally, a CNN block produces the residual of high-frequency scatter. Table 2a
presents the size of the convolution filters and the number of filters in each layer with the corresponding
receptive fields. As the network deepens, the spatial region of influence of a filter, called the receptive
field, widens.

In Ls-Net for the low-frequency scatter, the dilated CNN was adopted instead of conventional
CNN in order to expand the receptive field without increasing the number of weights as IRCNN [18].
The dilation rates, given in Table 2b, increase exponentially up to Layer 6, and then decrease at
the same rate. The receptive field amounts to almost the same size of input image. The dilated
convolution in Ls-Net is applied for capturing the wide-range variation of scattering over the whole
region of images.
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Figure 3. Hs-Net for high-frequency component of scatter (a); and Ls-Net for low-frequency component
of scatter (b).
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Table 2. Network specifications of Hs-Net and Ls-Net.

7 of 18

(a) Hs-Net : CNN for Estimation of High-Frequency Scatter (Modified DnCNN [17])

Layer 1 2 3 4 5 6 7 8 9 10 11 12
Convolution Ix3x1 3x3x64 3x3x64 3x3x64 3x3x64 3x3x64 3x3x64 3x3x64 3x3x64 3x3x64 3x3x64 3x3x64
Receptive field 3x3 5x5 7%x7 9x%x9 11 x 11 13 x 13 15 x 15 17 x 17 19 x 19 21 x 21 23 x 23 25 x 25
Output channels 64 64 64 64 64 64 64 64 64 64 64 1
(b) Ls-Net : Dilated CNN for Estimation of Low-Frequency Scatter (Modified IRCNN [18])
Layer 1 2 3 4 5 6 7 8 9 10 11 12
Convolution Ix3x1 3x3x64 3x3x64 3x3x64 3x3x64 3x3x64 3x3x64 3x3x64 3x3x64 3x3x64 3x3x64 3x3x64
Dilation rate 1 2 4 8 16 32 32 16 8 4 2 1
Receptive field 3x3 7%x7 15 x 15 31 x 31 63 x 63 127 x 127 191 x 191 223 x 223 239 x 239 247 x 247 251 x 251 253 x 253
Output channels 64 64 64 64 64 64 64 64 64 64 64 1




Electronics 2019, 8, 944 8 of 18

The input scattered image to the network is represented by y = p + s, where p and s denote
the target scatter-free image and the scatter-only image, respectively. The residual component of
scatter, R(y), was estimated by the network so that the scatter-corrected image can be obtained by

"=y —R(y)
p=Y Yy
The training of the network was performed to minimize the loss function

Loss(®)= a-Loss_of H(®y)+(1 —a)-Loss_of_L(©®;) 1)

where Loss_of_H(®y,), and Loss_of_L(©;) are the loss of Hs-Net and Ls-Net adjustable with « (usually
set to 0.5), respectively, which are defined by

1 N
Loss_of _H(®y) = N Y 1 H(yi; ©p) — |2 2)
i-1
and
1 Y )
Loss_of L(©;) = N Y |IL(yi; ©p) — 1i]|%. 3)
i-1

In the equations, h; and I; are the targets of the high- and low-frequency components for the ith
input y;, respectively. The [; is the Gaussian smoothed scatter component by taking Gaussian low-pass
filter on the scatter component of the ith input image, i.e. I; = G(s;), where the size of window is
21 x 21 with 0 = 3. Once we calculated {(y;,s;)}}Y, using the training data from MC simulation
of nine volumes, the objective function in Equation (1) was minimized with respect to the network
parameters © = (®y; ©;), which correspond to the weights of the convolution filters. After training
the parameters, the network estimated R(y;) = Ry, (y;) + R;(y;) for scattered input y;, where R, (y;)
and R;(y;) are the predicted high- and low-frequency components of scatter, respectively. Then, the
scatter-corrected image can be obtained by p; = y; — R(y;).

2.3. Metrics for Performance Evaluation

We chose the three metrics, RMSE, PSNR, and SSIM, for objective performance evaluation,
which are defined by

1 N
RMSE(x,y) = N (x; — i), 4)
i=1
B MAX;
PSNR(x,y) =20 loglo(m) (5)
and
(2pxpy + 1) (20%y + c2)
SSIM(x,y) = , 6
(y) (M3 +pg +c1)(0F + 07 +c1) ©
respectively.

In Equation (5), MAX| is the maximum pixel value of the image. In Equation (6), y1x and p,, are the
average of x and y, respectively; jiyy is the covariance of x and y; and ¢; = (0.01L)? and ¢, = (0.03L)?,
where L represents the range of pixel values.

3. Experimental Results and Discussion

In the experiment, we used a desktop PC with Intel Core i7 CPU and NVIDIA GeForce GTX
1060 GPU. From the MC simulation of nine volumes and three types of transform for data augmentation,
12,960 pairs of scattered and primary scatter-free images were obtained for training. In addition,
360 pairs from the same MC simulation of a volume without augmentation were obtained for testing
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and evaluation. It took about 18.71 days to generate the training set and test data with the three
aforementioned desktop PCs.

Figure 4 shows the sample pairs of projected images, in which each pair consists of the scattered
image and the scatter-free primary image. The last column of the figure shows the residual images,
which correspond to scatter components.

(a) Scattered Image #1 (b) Primary Image #1  (c) Scatter-only Image #1

(d) Scattered Image #105 (e) Primary Image #105 (f) Scatter-only Image #105

Figure 4. Examples of pairs of scattered and scatter-free primary images with their residuals.
3.1. Network Training

In the training, it took 13.3 days for 500 epochs in the aforementioned PC equipped with GPU.
The batch size was 5 and all the batches were randomly reordered for every epoch. In an epoch,
12,960 pairs of training images were shown to the network to estimate the loss using Equation (1).
The learning rate was initially set to 1073, and scheduled to decrease to 10°, and then set to the fixed
value after 100 epochs. Adam optimizer [39] was taken to minimize the loss in Equation (1) with
respect to weights of the network.

Figure 5 shows the learning curves of the training, where the losses were calculated from the
training data, while RMSE and SSIM were obtained from test data. In the figure, SSIM increases
as Loss_of_H decreases, while RMSE decreases as Loss_of_L decreases. This implies that Hs-Net
contributes to the increase in the structural similarity by correcting the high-frequency component of
scatter, while Ls-Net corrects the wide range of spatial scatter pattern over the entire image region.
Figure 6a—f shows the two sets of sample images denoted by #1 and #105 after training. Figure 6g
shows the profile of a specific row in the #1 image. The trained network generates similar scatter
patterns to the corresponding targets.

Loss, SSIM RMSE

25
20
15

10

0 0
0 10 20 30 40 50 60 70 80 90 100

epoch

Figure 5. Learning curves of training (losses for training data, SSIM and RMSE for test data).
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(a) Input (scattered image) #1 (b) Target Scatter #1 (c) Predicted Scatter #1

(d) Input (scattered image) #105 (e) Target Scatter #105  (f) Predicted Scatter #105
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———————— Input (scattered image)
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(9) Line profiles of (a), (b) and (c).
Figure 6. Predicted scatter after training.
3.2. Performance Evaluation with Comparison

The set of 360 projected images from the MC simulation of a test volume, which is excluded from
the training process, was used to evaluate the performance of the trained network for scatter correction.
In the test, the correction of each scattered image took an average of 17.3 ms in the same PC set-up as
that used in the training process. After the scatter correction by the proposed method, the RMSE, PSNR,
and SSIM indices were calculated by comparison with its primary target image. Then, the average
score and variance over all 360 images for each index were taken, as listed in Table 3. We compared
the proposed method with the MC-based iterative scatter correction [10]. In the iterative method,
we performed the MC simulation in such a way that 1000 photons on average were collected per pixel,
which amounted to 32,768,000 photons for an image size of 256 x 128. The iteration algorithm was
stopped if the difference in average RMSE over the slices at the center of the 3D reconstructed volume
between consecutive iterations was less than 0.001 cm~!. Five iterations were performed, which took
over about five days for all 360 images.

Table 3. Comparison of projected images after scatter correction.

MC Based Iterative Proposed DSCNN

Index

Average  Variance  Average  Variance
RMSE 8.43 0.829 3.50 0.151
PSNR 42.10 0.959 49.72 0.787

SSIM 0960 85x107° 0992 45x10°°

In Table 3, our proposed method shows superior performance to that of the MC-based iterative one
with respect to all three indices of performance evaluation. The proposed method shows better results,
with as much as 58.5% reduction in RMSE, and 18.1% and 3.4% increases in PSNR and SSIM, on average,
respectively. The box-whiskers plot in Figure 7 shows that the proposed method produces a more
stable result than the MC-based iterative one does.



Electronics 2019, 8, 944 11 of 18

RMSE PSNR SSIM
11 52 1
10 0 % 0.99 $
9
48 0.98
8
7 46 0.97 |
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3 % 40 0.94
2 38 0.93
MCBased  Proposed MC Based  Proposed MC Based Proposed
Iterative DSCNN Iterative DSCNN Iterative DSCNN
(a) RMSE (b) PSNR (c) SSIM

Figure 7. Box and whiskers plots of Table 3.

The average SSIM of 0.992 in Table 3 indicates that the proposed method can produce the scatter
correction with high structural similarity with small variance. This is a required property of scatter
correction, because a result with less scatter could provide additional artifacts or lose important
information for medical diagnosis. Figure 8a—d shows the visual results of the two correction methods,
and Figure 8e the line profiles of the four images in Figure 8a—d. Again, the proposed method predicts
the target images more accurately than the MC-based one.

(c) MC Based lterative (d) Proposed DSCNN

Target (primary image, dose 120%) -------- Input (scattered image)
rrrrrrrrrrrrr MC Based Iterative Proposed DSCNN

250

200

150

100

50

(e) Line profiles of (a), (b), (c) and (d).

Figure 8. Comparison of scatter-corrected images and line profiles.

The performances of the 3D reconstructed image after scatter correction are shown in Figure 9.
The images in Figure 9b—d were obtained from the separately trained Ls-Net and Hs-Net, and from the
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combined Ls- and Hs-Net, respectively. Figure 9b shows that a single branch of Ls-Net enhances the
overall contrast of the image by compensating for the low-frequency scatter component, but generates
streak artifacts due to high-frequency component of scatter and noise. Meanwhile, Figure 9c shows that
a single branch of Hs-Net reduces the streak artifacts, but the corresponding profile in Figure 9e reveals
the uniformity of the image is not so good. Further, relatively numerous artifacts are visibly, especially
on the pathway of the X-ray beam going through thick and dense objects where severe scatter occurs.
In summary, Ls-Net is suitable for correcting the low-frequency scatter component, but not the
high-frequency component. Therefore, the dual-branch structure, where Hs-Net complements Ls-Net,
effectively provides scatter correction, as shown in Figure 9d. Figure 9e shows the profile images of a
specific line of the resulting images.

\‘\..__,,,_____““
(c) Hs-Net only

200 Input (scattered image)

Hs-Net only

""""""" Ls-Net only
— DSCNN(Ls-Net + Hs-Net)

400

-1100

0 50 100 150 200 250 300 350 400 450 500

(e) Line profiles of (a), (b), (c) and (d).

Figure 9. Performance of reconstructed images after scatter correction.

In Table 4, the performance of the proposed DSCNN after 3D reconstruction is compared with
that of the MC-based iteration method. We record the average scores over the slices at the center of
3D volumes of the reconstructed images after scatter correction and of the scatter-less target. For all
three indices, the proposed DSCNN outperforms the MC-based iteration method. The proposed
method produces a 27.6% reduction in RMSE, and 4.0% and 4.6% increases in PSNR and SSIM,
respectively, on average, compared to the MC-based one. Figure 10 shows the box-whiskers plot,
which demonstrates that the proposed method produces more or less stable results.
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Table 4. Comparison of reconstructed images after scatter correction.
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Figure 10. Box and whiskers plots of Table 4.
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Figure 11 shows the axial images taken from reconstructed volumes with specific profile data.
The superiority of the proposed DSCNN against MC-based method is evident from both the sliced
image and the profile. Figure 12a,b represents the axial, coronal, and sagittal images of a target and
its corresponding input scattered image, respectively. Figure 12c shows that no additional artifact is
generated from the proposed DSCNN, as opposed to the MC-based iteration method in Figure 12d.
However, additional artifacts are seen in the coronal and sagittal images at the arrow-indicted parts of
the images from the MC-based iteration method. The regions enclosed by the yellow rectangles in
Figure 12 are magnified in Figure 13. The proposed DSCNN enhances the bone boundary in the axial
image (arrow), recovers the morphological information in the coronal image (circle), and well reveals
the shading in soft structure in the sagittal image (arrow). The MC-based iterative method produces

additional noise in the soft structure.
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Figure 11. Comparison of axial images after reconstruction and the line profiles.
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Figure 12. Comparison of 3D reconstructed images: target primary image (a); input scattered image

(b); and after scatter correction (c,d).
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Figure 13. Magnified images of the yellow rectangle regions in Figure 12.
4. Conclusions

Conventional strategies for scatter reduction based on physical equipment or measurements
inevitably increase the dose to improve the image quality. In addition, scatter reduction based on a
computational algorithm requires an accurate model for the complicated degradation process, or it
could take a large amount time for iterative MC simulation.

This paper proposes a CNN-based scatter correction method. In general, this type of deep learning
approach requires a large amount of training data. Because of the difficulty in obtaining such a training
dataset in the real world, MC simulation is performed to generate the data off-line in the proposed
method. The CBCT is so vulnerable to scatter that we apply it in the present study with the aim of
demonstrating clear improvement, even though our proposed method can be generally applied to
projected X-ray images. After obtaining synthetic data that are sufficiently similar so as to be treated as
real data by MC simulation, they can be used for training the CNN for image restoration, after which
the CNN can be used for scatter correction of X-ray images.

In the method, the CNN architecture consists of two parallel branches to estimate scattering:
one for the high- and the other for the low-frequency component. For the low-frequency branch,
the dilated convolution filters are adapted to increase the receptive field to estimate the slowly varying
scatter components over the entire image. For the high-frequency branch, only convolution filters are
used to estimate the fast varying scatter. Then, the estimated high- and low-frequency components
of scatter can be combined, and finally subtracted from the input scattered image to produce a
scatter-corrected output image.

In the experiment, the training dataset was obtained from an MC simulation of real chest CT
volume data of NBIA and augmented to increase the number of data. Again, a test dataset from the
MC simulation of a test volume was used to evaluate the performance of the trained network.

The RMSE, PSNR, and SSIM indices were calculated, and the average scores over all test images
for each index were taken, along with their variances. Even though the test was performed on synthetic
data, the quantitative evaluation results for both 2D image and 3D reconstructed volume data show
that the proposed method is effective in terms of RMSE, PSNR and SSIM indices with increased stability.
Compared with the MC-based iterative method, the proposed method produces better results, with as
much as 58.5% reduction in RMSE, and 18.1% and 3.4% increases in PSNR and SSIM, respectively,
on average, for the projected images, and 27.6% decrease in RMSE, and 4.0% and 4.6% enhancements in
PSNR and SSIM, respectively, on average, for the reconstructed images. In addition, qualitative results
show that the contrast can be well improved by the scatter correction without additional artifacts.
The proposed scatter correction is so fast that it only takes about 17.3 ms for the correction of a projected
image in a PC with GPU.

Because research on deep learning-based scatter correction has only recently commenced, we did
not compare our results with those of other methods. However, we expect that various deep learning
models will be developed for scatter correction, once a training dataset is obtained by the proposed
simulation method.
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In general, collecting synthetic data for MC simulation takes a long time, thus we only examined
the chest region with low-resolution images. Furthermore, we validated our method by using the
target scatter-free images with an increased dose of only 20%. We believe that the superior performance
of proposed method renders it capable of being applied to real X-ray images if the training data are
taken with increased resolution and dose amount in an improved, fast simulation environment close
to that of real X-ray CT.

We plan to construct a real CBCT using the same specifications as in the MC simulation and to
completely verify the effectiveness of our DNN-based scatter correction. We believe our approach is
one of the applications of machine learning where it is hard to obtain real data for training [40,41].
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