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Abstract: About 15% of the world’s population suffers from some form of disability. In developed
countries, about 1.5% of children are diagnosed with autism. Autism is a developmental disorder
distinguished mainly by impairments in social interaction and communication and by restricted and
repetitive behavior. Since the cause of autism is still unknown, there have been many studies focused
on screening for autism based on behavioral features. Thus, the main purpose of this paper is to
present an architecture focused on data integration and analytics, allowing the distributed processing
of input data. Furthermore, the proposed architecture allows the identification of relevant features as
well as of hidden correlations among parameters. To this end, we propose a methodology able to
integrate diverse data sources, even data that are collected separately. This methodology increases
the data variety which can lead to the identification of more correlations between diverse parameters.
We conclude the paper with a case study that used autism data in order to validate our proposed
architecture, which showed very promising results.

Keywords: data mining; machine learning; data integration; autism spectrum disorder

1. Introduction

According to the World Bank [1], 1 billion people, or 15% of the world’s population, experience
some form of disability, with a higher prevalence in developing countries. For instance, specific
cognitive disorders like Autistic Spectrum Disorder (ASD) are seen among people of all ages. Autism is a
developmental disorder distinguished mainly by impairments in social interaction and communication
and/or by restricted and repetitive behaviors. In the developed countries, about 1.5% of children are
diagnosed with ASD as of 2017 [2].

The broader goal of health systems is to tailor care plans to address the needs of individuals with
disabilities, and to improve their quality of life and allow them to be integral parts of their society.
Machine learning has shown great potential to help toward this broader goal. Consequently, there are
many machine learning or data mining studies in the brain health area (e.g., the work of Kessler et al. [3])
that have tested the use of machine learning algorithms to predict the persistence and severity of
major depressive disorder. This research is useful because the heterogeneity of the major depressive
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disorder (MDD) illness course complicates clinical decision-making. Chekroud et al. [4] proposed a
machine learning approach for prediction of treatment outcomes in depression. The authors identified
25 variables that were the most predictive of treatment outcome from 164 patient-reportable variables,
and used these to train their model. Torous et al. [5] introduced and explored numerous analytical
methods and techniques from the computational sciences field to apply to psychiatric data collected
using smartphones; these data can better realize the potential of mobile mental health and empower
both patients and providers with novel clinical tools. Mohr et al. [6] presented a review of the state
of research on behavioral intervention technologies in mental health and an identification of the top
research priorities. The authors concluded that improvements in the collection, storage, analysis, and
visualization of big data are urgently required.

Our goal has also been to learn from and disseminate research and best practices to help address
this broader goal. Specifically, the authors previously used machine learning methods in the health
area to diagnose and model urological dysfunctions [7–9], predict seminal quality factors [10,11], and
classify central and peripheral nerve fibers [12].

The core motivation of this study was to propose an architecture able to integrate diverse and
heterogeneous data sources, since these data are very often collected separately, increasing the variety
in order to extract relevant information. We focused on ASD and, subsequently, studied different data
related to this disorder. The main objective of this work was to advance and explain some of the hidden
relationships among all the parameters, as there are many factors involved in the diagnosis of ASD.
One of the main difficulties in this ongoing project has been the data collection. There are few recently
developed tools that are currently in use by therapists to overcome this complexity.

For testing purposes, the proposed architecture was validated in a case study with the dataset
obtained from the Machine Learning Repository related to the autism screening of children, adolescents,
and adults (http://archive.ics.uci.edu/ml/datasets/Autism+Screening+Adult, visited on 2 December,
2019), achieving very promising results. We used three datasets: (1) ASD screening data for adults, (2)
ASD screening data for adolescents, and (3) ASD screening data for children, which encompassed 20
features related to ASD. These features were utilized in our analysis to detect relevant characteristics
and to improve the diagnosis of ASD.

The main contributions of this paper are as follows.

• Proposing an architecture focused on integration of different heterogeneous data and data analytics.
Ontologies are used to integrate the different data sources.

• The proposed architecture allows distributed processing of the data.
• Our approach was tested on ASD data, producing satisfactory results.
• In the experimentation, correlation between different features and the identification of relevant

features relating to ASD was carried out.

The rest of the paper is organized as follows: Section 2 describes the previous work of data mining
in the heath area, and especially in mental diagnosis; Section 3 describes the proposal of this paper;
Section 4 describes the experiments carried out; and finally, Section 5 presents the relevant conclusions
and suggests future work.

2. Previous Work

Previously, several biomedical studies have used different data mining algorithms for classification,
clustering, and association. Yoo et al. [13] conducted a survey about the use of data mining algorithms
in healthcare and biomedicine, suggesting guidelines on how to use these algorithms; the authors
concluded with three examples of how data mining can be used in the healthcare industry. Investigating
whether Twitter could be used as a data mining resource, which could help address challenges related
to promoting public awareness of a given disorder by enhancing engagement with affected individuals
and their careers, was the goal of Beykikhoshk et al. [14]. The advantage of Twitter is that it can
provide a large dataset of harvested tweets which may be used in subsequent experiments. Some
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experiments examining a range of linguistic and semantic aspects of messages posted by individuals
interested in ASD were introduced in this work. The application of several data mining methods
for identification of the most significant genes and gene sequences in a dataset of gene expression
microarrays is demonstrated in a paper presented by Latkowski and Osowski [15]. Bellazzi et al. [16]
addressed the challenge of exploring predictive data mining in clinical medicine and how to deal
with learning models for predicting patient health. These models can be very useful for supporting
physicians in diagnostic, therapeutic, or monitoring tasks.

Wall et al. [17] used machine learning to shorten the observation-based screening and diagnosis of
autism. Specifically, they applied various machine learning algorithms to analyze the complete set of
marks from the Autism Diagnostic Observation Schedule—Generic (ADOS), which is one of the most
widely used tools for the assessment of the ASD behavior. The ADOS tool was also used by Kosmicki
et al. in a study focused on the detection of autism-related behaviors through feature-selection-based
machine learning [18]. Their emphasis was on the importance of developing precise procedures to detect
risk faster than the current standards of care. The causal effects of one brain region on another (effective
connectivity, considered to be an explanatory model for autism) in an fMRI study of the theory-of-mind
(ToM) in 15 high-functioning adolescents and adults with autism and 15 typically developing control
participants were assessed by Deshpande et al. [19]. The authors applied machine learning classifiers to
determine the accuracy with which the classifier could predict a novel participant’s group membership
(autism or control). The findings of this study collectively indicated that alterations in causal connectivity
in the brain in ASD could serve as a potential non-invasive neuroimaging signature for autism. The work
of Bone et al. [20] not only addressed the challenges of using machine learning in this context, but also
criticized works that were lacking in objectivity. They pointed out that machine learning has immense
potential to enhance diagnostic and intervention research in the behavioral sciences, and especially in
research involving the highly prevalent and heterogeneous diagnosis of ASD. The authors proposed
best practices when using machine learning in autism research. Furthermore, they highlighted a few
especially promising areas for collaborative work between the computational and behavioral sciences.

Given the importance of early ASD identification, several works have analyzed the main features
involved in the disease. Rosenber et al. [21] analyzed individual and family-based features, as well as
several geographic factors. Rotholz et al. stated in their work that they used a two-tiered screening
process with enhanced quality assessment, interagency policy collaboration, and coordination [22].
Daniels and Mandell published an overview of the major factors of ASD diagnosis, including age [23].
Finally, the possible delays in ASD identification were also analyzed by Zuckerman et al. [24]. They
assessed differences between child age at first parental concern and age at first parental discussion
of concerns with a health care provider among children with ASD vs. those with intellectual
disability/developmental delay (ID/DD). They studied whether a provider’s response to parental
concerns was associated with delays in ASD diagnosis.

After analyzing the state of the art, we concluded that despite the existence of different proposals
for the identification of relevant characteristics of ASD, our proposal is the first to allow (1) integration
of data from various heterogeneous sources, (2) data analysis, (3) distributed processing, and (4)
identification of relevant features and their possible correlations.

3. The Proposed Architecture

The variety of input data used for neurological disorder screening make such screenings very hard
and complex. In particular, the aim of this work was to be able to integrate data from many diverse
sources, such as medical or intervention centers, hospitals, and academic centers with help/support.
For this reason, our architecture is designed to support all this variety, focusing on crucial functions
such as integrity and feature reduction.

In Figure 1a, a plain and classical method for ASD screening is shown. The proposed approach,
which is divided into five steps, is shown in Figure 1b.
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Figure 1. Proposed architecture divided into five steps (1b down) versus the classical version (1a up).

The phases of our proposed architecture can be summarized as follows.

(1) ASD tests (data collection): The first step is to collect data from every source, including manual
observations/evaluations by experts. It is common for data to be generated in many diverse
centers and areas, such as medical or intervention centers, hospitals, and academic centers with
help/support. However, it is also common for the data to be stored separately, and they are not
always processed or analyzed. This was one the main objectives of this work: to be able to gather
data from many diverse data sources and incorporate them into a unique database in order to
apply the same preprocessing techniques to the whole dataset.

(2) Raw data (data warehousing): Once data are collected, they are stored. Nowadays, there are many
choices regarding data storage. Essentially, depending on the taxonomy, variety, and volume
of the data, diverse options can be explored in the era of big data, such as cloud data and lake
data [25,26].

(3) Data transformation: It is typical to identify this phase, which is also known as data preprocessing,
as the most time-consuming task. This task can easily be divided into several subtasks, such as
normalization, feature reduction, and integration. All of them are complex and, in this paper, we
focused on the integration and feature reduction subtasks. In addition, the difficulty of each of
these subtasks depends on the taxonomy of the data.

In our proposal, ontologies were chosen as an integrator mechanism for all data sources. Ontologies
offer a formal model of concepts of interest (classes), features and attributes of each concept (properties),
and property restrictions, involving a specific knowledge domain in the real world [27,28]. We used
ontologies with the aim of integrating data from different sources that express the same concept.
For example, the words “gender” and “sex” might appear as features in different datasets to be analyzed.
These features represent the same concept (synonyms) and, therefore, this information can be integrated.

We used the following methodology consisted of three stages:

1. Ontology-based semantic tagging of different data sources. The objective of this task was to
identify the semantic concept of each field of the source databases in order to subsequently
integrate them. All the database attributes were searched in the domain ontology, thus obtaining
their semantic concepts. If a concept had different semantic types, word sense disambiguation
(WSD) [29,30] techniques were applied to obtain a unique semantic type.

2. Core ontology selection. Different data sources have their own ontologies or semantic resources
(domain ontologies). The information from each source was semantically enriched/associated
with the information extracted from its specific domain ontology. The core ontology was defined
as a Knowledge Base (KB). This ontology was used when the integration of all information was
carried out.

3. Ontology mapping. To accomplish the integration, data sources were described in terms of
the core ontology via equivalent concepts and relations (ontology mapping) between the core
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ontology and the specialized domain ontologies of different sources. Peral et al. [31] used a similar
approach to carry out the integration of heterogeneous data applied to telemedicine systems.

For instance, let us suppose that we have two databases related to a specific disease, such as
diabetes or hepatitis, tagged with two different domain ontologies or resources, e.g., Cyc [32] and
the Unified Medical Language System (UMLS) [33] (Stage 1 of the methodology). Furthermore, there
are two attributes related to “race” in the two datasets. In the first one, the attribute “ethnicity” was
tagged with the Cyc concept #$EthnicGroupType, whereas in the second dataset, the attribute “race”
was tagged with the concept unique identifier (CUI) C17049 and the semantic type unique identifier
(TUI) T098 (Population Group).

In Stage 2, the core ontology was selected. In our approach, we used the lexical resource
WordNet [34] as the core ontology, as explained in Section 4. Finally, these concepts were mapped
to the core ontology (Stage 3) using an ontology-mapping strategy, as explained in Section 4. In our
example, both of these concepts would be tagged with the WordNet synset “{07984596} <noun.group>

race#3 (people who are believed to belong to the same genetic stock)”, establishing a synonymy relation
between the concepts of the two datasets.

(4) Application of Machine Learning (ML) techniques: In the fourth phase, ML techniques were
applied. There are many ML methods that could be used to obtain indicators of a target class,
such as children with ASD. In the proposed architecture it is possible to carry out experiments
using these diverse ML algorithms to obtain the precision measure for each algorithm. In this
phase, we use the cross-validation method in order to divide the whole dataset into two subsets,
training and test datasets. Using the test datasets, we were able to test the correctness, validity,
and reliability of the model without overfitting the system.

(5) Dashboard generation: The purpose of creating a dashboard is to visualize data types according
to specific purposes and needs [35]. Organizations use dashboards to manage an organization’s
performance, providing an overall suite of applications such as strategy maps, balanced scorecards,
and business intelligence, and to make information available for them in a specific format for
decision-making [36]. One of the methods used to create dashboards is a graphical system called
Tableau, which is used to perform temporary discovery and analysis of customer datasets [37].
In our approach, dashboards were used to discover the key indicators, correlations among data,
hidden patterns, most important features (this may produce a feature reduction), detection,
prediction, etc.

The main advantage of our proposed architecture is its ability to address the two main objectives
of this work: (1) integration of data from several sources and (2) dimensionality reduction. In addition,
it made it possible to highlight each of the phases separately. Furthermore, hybrid solutions may
present themselves as new technological possibilities emerge. For example, there are many machine
learning techniques. It is difficult to specify which one is the best one, and it usually depends on the
taxonomy of the data. In such cases, it is useful to try different methods and compare the results, and
often to create hybrid methods that combine the benefits of two or more methods.

4. Experiment—Case Study

The dataset used in our experiments were obtained from the Machine Learning Repository
(http://archive.ics.uci.edu/ml/datasets/Autism+Screening+Adult, visited on 2 December, 2019). We
made use of open data, specifically the three datasets “ASD screening data for adults”, “ASD screening
data for adolescents”, and “ASD screening data for children”. These datasets, related to autism
screening of adults, adolescents, and children, each contains 20 features that can be used for further
analysis in determining influential autistic traits and improving the classification of autistic spectrum
disorder (ASD) cases. Furthermore, in those datasets, 10 behavioral features (AQ-10) of individuals
that have been proven to be effective in detecting ASD cases are recorded, together with 10 properties
characterizing the individuals.

http://archive.ics.uci.edu/ml/datasets/Autism+Screening+Adult
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Table 1. List of attributes and their descriptions for Autism Spectrum Disorder (ASD) screening data for adults, adolescents, and children.

Attribute Type Description

Age Number Age in years

Gender String Male or female

Ethnicity String List of common ethnicities in text format

Born with jaundice Boolean (yes or no) Whether the person was born with jaundice

Family member with PDD Boolean (yes or no) Whether any immediate family member has a PDD (Pervasive Developmental Disorder)

Who is completing the test String Parent, self, caregiver, medical staff, clinician, etc.

Country of residence String List of countries in text format

Used screening app before Boolean (yes or no) Whether the user has used a screening app

A1 Binary (0, 1) The answer code of: “I often notice small sounds when others do not.”

A2 Binary (0, 1) The answer code of: “I usually concentrate more on the whole picture rather than the small details.”

A3 Binary (0, 1) The answer code of: “I find it easy to do more than one thing at once.”

A4 Binary (0, 1) The answer code of: “If there is an interruption, I can switch back to what I was doing very quickly.”

A5 Binary (0, 1) The answer code of: “I find it easy to ‘read between the lines’ when someone is talking to me.”

A6 Binary (0, 1) The answer code of: “I know how to tell if someone listening to me is getting bored.”

A7 Binary (0, 1) The answer code of: “When I’m reading a story, I find it difficult to work out the characters’ intentions.”

A8 Binary (0, 1) The answer code of: “I like to collect information about categories of things
(e.g., types of car, types of bird, types of train, and types of plant).”

A9 Binary (0, 1) The answer code of: “I find it easy to work out what someone is thinking or feeling just by looking at their face.”

A10 Binary (0, 1) The answer code of: “I find it difficult to work out people’s intentions.”

Classification Class (Yes, no) The final classification (yes = 189, he/she has ASD; no = 516, he/she does not have ASD)
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The whole list of these characteristics is shown in Table 1 with the information type, and the
description of the attributes used to carry out the validation experiments of this section.

The choice to use these datasets for the validation of our proposed architecture was made
because ASD screening represents a typical example of a situation where an IoT (Internet of Things)
approach would be a natural and efficient way to obtain data. This could be easily carried out via small
questionnaires that could be completed using any technological device, such as a tablet or mobile,
favoring easy information collection.

We used the package Weka [38] to carry out the experiments. Weka is a machine learning package
that allows the extensive use of several tools to make broad comparisons of different methods.

In Figure 2 the detail of one of the most complex aspects of Phase 3, i.e., the integration of the data,
is shown. In our case study, this involves the integration of the three databases using a new variable.
In this case study, a simple example was used to illustrate the complexity of the integration in which
the procedure was carried out manually. However, in a real scenario, this would be carried out with
complex and specific tools for integration and would require ontological measures.
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In terms of data integration, with the objective of selecting a core ontology, we used the concept of
Universal Ontology (UO) presented by Olivé [39]. By UO, Olivé means the formal specification of all
the concepts that we use and share. This includes the concepts in general use, those that are particular
to the existing disciplines, and those specific to any kind of human or organizational activity. A UO
specifies the concepts that apply to objects, to their relationships, and to the actions or events involving
those objects. In our proposal, the lexical resource WordNet was used as the core ontology. It provided
a perfect basis to create the general level of UO. WordNet defines noun, verb, and adjective synsets
that may be used as the source of the entity types and properties of UO.

Concerning the ontology mapping process between the specialized domain ontologies and the
core ontology, there are two kinds of mapping: vertical and horizontal [39]. Vertical mappings define
the correspondences between the domain ontology and the concepts at the general level (WordNet in
our approach). Horizontal mappings define the correspondences between the domain ontology and
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the other ontologies at the domain level. In both types of mapping, a correspondence is a relationship
between two concepts. In general, a correspondence can be an “equivalence” (the concepts are the
same), an “IsA” (a concept is a subtype of the other), or a “disjointness” (no entity or property can be an
instance of two concepts) [40]. In our approach, we proposed the use of STROMA (semantic refinement
of ontology mappings) methodology [41] to determine both vertical and horizontal automatic semantic
ontology mappings.

Figure 3 represents Phase 4, in which ML techniques were applied. Although the measures of
accuracy, sensitivity, and specificity are displayed in Figure 5, in Figure 3 we show the capacity of
the proposed architecture to reduce the dimensionality. Weka has several methods to evaluate the
correlation of different input attributes with respect to the output (in this case ASD classification, yes
or no).
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This experiment was carried out via cross-validation, dividing the complete dataset into two
subsets, the training set and the test set. The training set was used to determine the system parameters,
and the test set was used to evaluate the diagnosis accuracy and the network generalization. Cross-
validation is widely used to assess the generalization of networks, estimating the accuracy as determined
by the overall number of correct classifications divided by the total number of examples in the dataset.
Figure 4 illustrates this method with the 10 iterations used in our experiments and the two subsets
(i.e., training set and test set).

The experiments carried out based on the confusion matrix (Table 2) were used to evaluate the
different statistical measures.

Accuracy =
TP + TN

TP + TN + FP + FN

Sensitivity =
TP

TP + FN
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artificial neural networks (ANN), support vector machines (SVM), and AttributeSelectedClassifier 
(AttSelClass) are displayed. By using a wide range of techniques, we were able to calculate and 
compare the aforementioned measures. 
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Figure 4. Cross-validation method. Dataset was divided into two subsets, the training set and the test
set. In our case, every experiment was carried out 10 times (10-fold) and the final performance was
calculated as the average of the 10 performances.

Table 2. Definition of confusion matrix.

True Condition

Total Population Condition Positive Condition Negative

Predicted Condition
Predicted condition positive True positive (TP) False positive (FP)

Predicted condition negative False negative (FN) True negative (TN)

In Figure 5, all sound statistical measures that were evaluated via experiments using several
machine learning methods including decision trees (J48), random forest, Bayes, Adaboost, Part, artificial
neural networks (ANN), support vector machines (SVM), and AttributeSelectedClassifier (AttSelClass)
are displayed. By using a wide range of techniques, we were able to calculate and compare the
aforementioned measures.
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Figure 5. Measures of accuracy, sensitivity, and specificity.

The reduction indicated in Figure 3 facilitated a structure for distributed processing after collecting
data from different sources. The main idea was that an autism screening for adults that initially
contained 20 features could be reduced to 12 attributes, meaning that the requirements of the test were
reduced by almost half (memory/processing, etc.).



Electronics 2020, 9, 516 10 of 13

As indicated in Figure 5, we included a metalearner named AttributeSelectedClassifier with the
purpose of reducing the dimensionality of the training and test datasets by attribute selection before
they were passed on to a classifier. Consequently, we applied attribute selection methods (including
principal component analysis) to automatize this step while ensuring that attribute selection was
based only on training data and not on testing of the model. The advantage of this approach was
the integration of the classifier with the selection of attributes. Accordingly, the effect of reducing the
attributes of a classifier was evaluated in order to select the attributes that most influenced the accuracy
of the classifier. The selected method for inclusion in this metalearner was SVM, as it produced the
best results as well as having a quick and efficient learning time.

This approach allowed us to collect a much larger volume of data because the input parameters
were reduced. Consequently, the system became increasingly efficient, as learning improves with the
number of samples that are collected.

Another advantage of reducing the input attributes is in the reduction of the needed computing
power, especially for low computing power devices such as tablets. Furthermore, the low computing
power devices do not need to do local computing as they can send the collected data directly from
the device to the cloud, not needing high bandwidth due to reducing the input attributes. The cloud
collects the data and will do the final tests or run them locally, depending on the volume of data.

This example can be extrapolated to an environment that includes more resources and devices,
and one of the key aspects is the reduction of the number of attributes, which enables a larger number
of tests to be considered, thus improving the knowledge in this area.

In Figure 6 several dashboards are displayed, representing the correlations between autism-related
variables and the final classification. It worth highlighting the heterogeneity among the variables,
which were described in Table 1.
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As shown in the bar chart of countries, the majority of the people with ASD represented in these
datasets lived in the United States, the United Kingdom, India, New Zealand, the United Arab Emirates,
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Jordan, and Australia. Looking at the ethnicity profile, it is clear that the prevalence of ASD among
white Europeans was higher than among other ethnic groups, with Asia in second place in terms of
ASD prevalence. It is noticeable that people who were born with jaundice experienced a significantly
lower prevalence of ASD compared with those who were not. Men accounted for the highest proportion
of ASD subjects. Regarding Questions 1 to 10, the number of people who ticked a positive answer was
greater than or equal to the number of people who ticked a negative answer. The chart displaying the
age variable (Age Desc) shows the most people with ASD were 18 or older, although ASD was also seen
in children as young as four years old, with 92 children represented in the ASD dataset.

The main limitation of this dataset was that the number of respondents was not very high.
Furthermore, the classes were not balanced (i.e., more data for respondents without autism than for
respondents with autism). Other variables such as ethnicity, age, and relation (family members with
the disorder) showed that some values were very often repeated while others barely appeared at all.
One of the greatest challenges for future research will be to collect more data that can be integrated
using our architecture, in order to increase the dataset and thus improve our system for early detection
of the indicators of autism spectrum disorder.

5. Discussion

One billion people, or 15% of the world’s population, experience some form of disability, and the
prevalence of disability is higher in developing countries. One fifth of this estimated global total, or
between 110 million and 190 million people, experience significant disabilities [2]. It is important to
mention that people with disabilities are more likely to experience adverse socioeconomic outcomes
than people without disabilities, such as lower education, poorer health outcomes, lower levels of
employment, and higher poverty rates [2].

To address the above issue, in this paper, we presented a framework which allows the integration
and analysis of diverse and heterogeneous data in the screening of such disabilities. The framework
consists of five steps: (1) ASD tests (data collection), (2) raw data (data warehousing), (3) data
transformation (data integration using core and specialized domain ontologies), (4) application of ML
techniques, and (5) dashboard generation (data visualization and analytics). Our framework is general
and can be applied in diverse domains; in this case, the health domain (specifically ASD) was relevant.

As a case study, in this paper we identified several key parameters for the diagnosis of ASD, using the
proposed approach. To this end, correlations between different parameters were established by carrying
out a set of tests. We concluded with a case study which showed very promising preliminary results.

The main novelties of the proposed architecture are as follows: (1) an architecture focused on the
integration and analysis of diverse and heterogeneous data, in which ontologies are used to integrate
the data, is proposed; (2) the framework allows the distributed processing of input data; (3) the
approach was tested on ASD-related data, producing satisfactory results; (4) in the experimental case
study, correlations between different features and the identification of relevant features related to ASD
were established.

In the future, it is expected that new data related to ASD will allow better results to be obtained
and more correlations and patterns among the parameters to be identified. Datasets are not always
gathered using the same criteria, which can lead to diverse results. In this regard, models are very
useful to ensure similar results and simplify the data integration.

In terms of future work, we foresee several opportunities to improve our work, such as including
new heterogeneous data from different domains (geographical, economic, etc.), which can be integrated
using domain ontologies in order to identify hitherto unknown correlations between internal data
(ASD data) and external data (environmental conditions, economic situation, etc.).
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