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Abstract: A high-speed full-duplex transceiver (FDT) over lossy on-chip interconnects is presented.
The FDT employs a hybrid circuit to separate the inbound and outbound signals from each other
and also performs echo-cancellation with the help of the main and the auxiliary drivers. A hybrid
MOS device is utilized for impedance matching and conversion of the received voltage signal into
a current signal for amplification. Moreover, a compensation capacitance (Cc) is used at the output
of the main driver to minimize the residual echo signal and achieve a higher data rate. The entire
FDT architecture has been designed in TSMC 28 nm CMOS standard process with 0.9 V supply
voltage. The performance results validate a 16 Gbps FD operation with a root-mean-square (RMS)
jitter of 16.4 ps, and a power efficiency of 0.16 pJ/b/mm over a 5 mm on-chip interconnect without
significant effect due to process-voltage-temperature (PVT) variations. To the best knowledge of the
authors, this work shows the highest achievable full-duplex data rate, among the solutions reported
in the literature to date, yet with low complexity, low layout area of 1581 µm2 and competitive
power efficiency.

Keywords: bidirectional; CMOS; echo-cancellation; full-duplex; high-speed; low-voltage; on-chip
interconnect; simultaneous; transceiver

1. Introduction

With recent CMOS technologies, the device sizes are scaled down while the computational speed
of the VLSI system is increased. However, the length of the global on-chip interconnects have remained
almost the same. Moreover, with the reduction of the width of global interconnects due to scaling, the
electrical resistance of the global interconnects got increased. In other words, the on-chip interconnects
are RC dominated and very lossy, which decreases the overall bandwidth and the energy-efficiency of
the circuitry. Therefore, on-chip interconnects are becoming a power, speed and reliability bottleneck
in sub-micron technologies [1] and significantly affect the performance of a network on chip (NoC).

Additional complexity is introduced in on-chip signaling when simultaneous bidirectional,
multipoint-to-multipoint and parallel communication is needed. Such interconnects are very common,
for example, those used for the on-chip buses to connect different parts of a multi-core processor chip,
system on a chip (SoC), and in global address or data-lines for memories. The resistance and delay of
interconnects can be reduced by using wider cross-sectional dimensions, however, the area occupied
by the interconnect and its capacitance increase, which leads to lower data-rates and higher energy
consumption [2,3].

Electronics 2020, 9, 717; doi:10.3390/electronics9050717 www.mdpi.com/journal/electronics

http://www.mdpi.com/journal/electronics
http://www.mdpi.com
https://orcid.org/0000-0002-9873-2407
http://dx.doi.org/10.3390/electronics9050717
http://www.mdpi.com/journal/electronics
https://www.mdpi.com/2079-9292/9/5/717?type=check_update&version=2


Electronics 2020, 9, 717 2 of 13

Several unidirectional signaling solutions have been reported to achieve energy-efficient high
data rates over on-chip interconnects [4–6]. Most of the reported work focuses on the modeling of
the interconnects as transmission lines, repeaters, capacitively and resistively driven interconnects,
data modulation methods, and current-mode signaling to achieve target specifications [7–17].
For bidirectional data communication, two dedicated unidirectional links may be used. High data rates
can be achieved at the cost of increased chip area and power consumption for bidirectional signaling.

In addition to the aforementioned techniques, half-duplex signaling schemes are reported
in [18–21]. This type of signaling allows us to use the same interconnect for both transmitting and
receiving the data. Therefore, the effective wire density can be doubled. However, the bandwidth
reduces to half due to time-sharing between the transmitting and receiving cycles. The time-sharing
problem can be solved if simultaneous bidirectional signaling is used (i.e., full-duplex transmission).
FDT is able to transmit and receive data at the same time. Therefore, the required number of
interconnections compared to unidirectional signaling schemes decreases.

There are full-duplex transceivers in the literature [22–27], which have been extensively explored
for off-chip transmission lines in PCBs or cables. Generally, off-chip full-duplex transceivers
(FDTs) have high power consumption. Moreover, the behavior and characteristic of on-chip global
interconnects are different from the off-chip transmission lines deployed in PCBs, cables and hence,
off-chip FDTs are not suitable for on-chip interconnects. Thus, off-chip FDTs cannot be directly used
for on-chip interconnects.

Recently, FDTs have been explored for on-chip interconnects [28–33]. Initial studies on
simultaneous current-mode bidirectional signaling for on-chip interconnection can be found in [28].
In this study, the spice model of a 0.18 µm CMOS technology solution is used for simulations. The
on-chip interconnect is modeled as distributed RC elements. The study shows the power consumption
and maximum achievable data rate for various interconnect lengths up to 4.5 mm. However, the overall
performance of the proposed circuit is poor. Another current-mode differential bidirectional transceiver
with an adaptive impedance matching architecture is presented in [29]. Simulation results using the
TSMC 0.18 µm CMOS process indicate a maximum data rate of 5 Gbps over the on-chip wire of 1 mm
with an energy dissipation of 3.8 pJ. Thereinafter, a simultaneous bidirectional transmission scheme
has been presented for synchronous data at the two ends of the interconnect achieving a data rate of
less than 2 Gbps with increased power consumption [30].

Wary and Mandal [31] provided a detailed analysis of the simultaneous bidirectional signaling.
In this current-mode design, transmitting data are phase-shifted and converted to voltage-mode by
using a Directional Inverter Buffer (DIB). Then, the modified data is applied to a transconductor circuit
performing the weighted addition operation. The signals are converted to current to apply some
coefficients for echo cancellation and again voltage modes that may, in turn, increase the uncancelled
echo signal, which is critical for simultaneous bidirectional signaling. Nevertheless, the design is
complex and a low speed of 4 Gbps (2 Gbps from each side) data-rate is reported. In addition to this,
authors in [32] suggest to use a replica based transceiver. Full-duplex data-rate of 10 Gbps is reported,
however, the simulation results are at the schematic level. Moreover, a wide channel has been used
which is not too much lossy.

Another hybrid circuit topology for simultaneous bidirectional signaling over on-chip
interconnects have been proposed in [33]. The designers attempted to mitigate the speed problem
by using a MIMO (eight parallel channels and transceivers) structure. Nonetheless, the proposed
circuit still has some limitations. Firstly, a short interconnect (3 mm) has been considered. On this
interconnect, 2 Gb/s/channel simultaneous bidirectional signaling is reported (16 Gbps in total).
Secondly, the eight-bit parallel bus environment occupies a large area without enhancing transmission
speed. Thirdly, the energy efficiency of the whole system is limited since 8 parallel structures are used
to enhance data-rate.

From the above discussion, it appears evident that there exist still challenges in the realization of
high-speed on-chip interconnects. FDT appears a promising approach which however requires careful
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design to avoid significant self-interference components. In this paper, we propose an alternative FDT
architecture that is capable of reaching 16 Gbps transmission using an on-chip interconnect.

In more detail, the major contributions reported in this paper are the following.
A high-speed power-efficient transceiver is proposed for full-duplex signaling over on-chip

interconnects. The link utilization is increased by a factor two, thus reducing the link area to half w.r.t.
unidirectional transmission. To achieve FDT, a transistor is used as a hybrid device for separating
the inbound and outbound signals and performing echo-cancellation with the help of a main and
an auxiliary driver. Moreover, the hybrid device employs impedance matching at both ends of the
interconnect, which eliminates the necessity of deploying a passive termination for achieving higher
bandwidth and therefore higher data-rates.

Finally, the performance of the designed FDT is evaluated by post-layout simulation results
using the TSMC 28 nm standard process over a global on-chip interconnect having a typical length of
5 mm [34].

The rest of the paper is organized as follows. Section 2 presents the proposed FDT architecture.
Section 3 discusses the circuit design. Section 4 presents the post-layout simulation results followed by
the conclusion in Section 5.

2. Proposed Full-Duplex Transceiver Architecture

Full-duplex transceivers use bidirectional signaling for doubling the data rate. This requires a
combination of transmitting and receiving units at both ends of the interconnection. FDT implies the
generation of self-interference due to the superposition of the transmitted and received signals. In order
to extract the received data from the super-imposed signal, a hybrid structure or echo-cancellation
circuitry is required to separate the inbound (Vib) and the outbound (Vob) signals from each other.
Therefore, a new topology with detailed analysis on how to do echo-cancellation and perform
simultaneous bidirectional signaling is proposed. A conceptual block diagram of the proposed
FDT is shown in Figure 1.

FDT

Vib

irx

Vob

Vg

Main

Aux.

Mhybrid

Mhybrid

Link

in+

in-

out+ out-

TIA

Figure 1. Architecture of the proposed full-duplex transceiver.

The proposed FDT consists of a main and auxiliary drivers, a hybrid transistor (Mhybrid), and a
trans-impedance amplifier (TIA). The hybrid transistor plays an important role to separate the inbound
signal from the superimposed signal at the interconnect end.

As known, by virtue of its transconductance (gm), Mhybrid converts changes in its source-gate
voltage (Vsg) to a small-signal drain current [35]. Therefore, by generating the same and equal signals
at the gate and the source of the Mhybrid (Vg=Vob), no Vsg variation comes from the transmitting signal.
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Consequently, the drain current of the hybrid device is mainly a function of the received signal (Vib)
from the second transmitter on the other side of the interconnect, which is sensed on Vsg. Then, the
sensed inbound voltage signal (Vib) is converted to the current (irx) by the gm of the hybrid device.

The gate signal (Vg) of the Mhybrid is generated by the main driver. However, Mhybrid operates as a
source follower (SF) in the transmitting function of the FDT. Therefore, the generated signal by the main
driver at the source of Mhybrid is Vob,M = αVg, where α = Av(SF) < 1. To perform echo-cancellation,
the source and the gate voltages of the Mhybrid must be in-phase and have equal amplitude. For this
purpose, an auxiliary driver is employed. It generates the signal Vob,A = βVob as a function of its
steering current and impedance seen by its output. Mathematically, Vob at both end of the interconnect
is given by

Vob = Vob,M + Vob,A = αVg + βVob. (1)

Ideally, α + β should be equal to 1, to perform Vob = Vg and have zero echo. As a result, the main
and the auxiliary drivers generate the superposition signal Vob altogether. The received signal may
contain the unwanted outbound signal Vecho as uncancelled echo, which is basically due to mismatches
between the Vob and Vg signals. Finally, the TIA is used to amplify the received current signal (irx) and
convert it to voltage to be used by the comparator and data recovery circuitry.

3. Analysis and Circuit Design of the Full-Duplex Transceiver

A transistor-level implementation of the transceiver is shown in Figure 2. To reduce the complexity
of the circuit, a single-ended schematic is illustrated. For analysis purposes, the FDT is divided into
three parts: hybrid, main and auxiliary drivers.

The major part of the transmitting signal is generated by the main driver. This driver is designed
in relation to the hybrid part to have similar process variations.

in+in-
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Vdd

in+in-

Vbp
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R

TIA
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C
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Interconnect

C
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Figure 2. Schematic of the full-duplex transceiver.
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The portion of the transmitted signal by the main driver (Vob,M) can be calculated by the
following equations:

Ao,M =
Vg,B

itx,M
=

[1 + (g
′
m1 + g

′
mb1).r

′
o1].r

′
o2.R

′

r′o1 + (g′m1 + g′mb1).r
′
o1.r′o2 + r′o2 + R′

(2)

α = Av,SF =
gm1

gm1 +
1

RL,A

, where RL,A = (Rint + 1/gm1)||ro2||ro5 (3)

Vob,M = αVg,B = Ao,M Av,SFitx,M, (4)

where Vg,B is the gate voltage generated at node B by the main driver, itx,M is the current steering from
the main driver, and Rint is the resistance of the interconnect.

The auxiliary driver is a simple differential pair, which includes M3, M4 and M5 devices.
Transistors M4 and M5 have two operation phases. Based on the pseudo-random binary sequence
(PRBS) data that applies to these transistors, they can be ON or OFF. When the transistor is in ON
state, it will be operated in a saturation region and leads to a higher output impedance for the driver.
Moreover, M3 is used to adjust the amplitude of the transmitting signal and minimize the uncancelled
echo. The minor portion of the transmitting signal which is generated by the auxiliary driver can be
expressed as

Vob,A = RAitx,A, where RA = 1/gm1||(Rint + 1/gm1)||ro2. (5)

The hybrid part includes M1 and M2 devices and a resistor. While transistor M1 is the hybrid
device, M2 and resistor (R) are used to bias the hybrid device.

The characteristics of the global on-chip interconnects are different from off-chip transmission
lines. For on-chip interconnections, impedance matching with the characteristic impedance (Zo) of the
interconnect is not necessary. However, the bandwidth of bidirectional signaling can be improved by
deploying a low impedance termination at both ends of the interconnect [12]. Therefore, impedance
matching is done by matching to the impedance seen from the source of the hybrid device (≈ 1/gm) .

Matching the signals at nodes A and B for optimum echo-cancellation: The on-chip interconnects
are RC dominated. The dominant low-frequency pole at node A can be written as

Wp,A =
1

RL,ACA
, where CA = Cint + CD2 + CS1 + CD5 ≈ Cint. (6)

The capacitance Cint is approximately 1.05 PF (for the used 5 mm length on-chip interconnect [34])
and total junction capacitances for M1, M2, and M5 are approximately 60 fF. Therefore, the influence
of the junction capacitances can be neglected at low frequencies.

Likewise, there are two poles at the main driver in nodes C and B, which are related to the internal
capacitances of the connected transistors to these nodes. These are high frequency poles ( f−3dB,C >
40 GHz). However, to have similar signals at nodes A and B and hence lower Vecho, the capacitive
effect of the interconnect should be represented in node B. This can be done by fulfilling the following
condition: Wp,A = Wp,B. Therefore, a compensation capacitance (Cc) is added to node B to create a
dominant low-frequency pole. Thus, the dominant pole at node B is:

Wp,B =
1

RBCB
, where RB = r

′
o1||R

′
and CB = Cc. (7)

With the use of simulations, the magnitude and the phase responses for nodes A and B can be
obtained. They are reported in Figure 3. Figure 3a,b show the effect of Cc before and after adding it to
the main driver output, respectively.
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Figure 3. Magnitude and phase responses at nodes A and B: (a) before and (b) after adding Cc.

The capacitance Cc is added to have not only matched magnitude response but also matched
phase response at nodes A and B, which could be a critical issue in time domain echo-cancellation.
The compensation capacitance is optimized to have minimum magnitude and phase differences up
to 5 GHz. Thus, the structure would be able to support 8 Gbps unidirectional data rate and in turn
16 Gbps full-duplex signaling.

Figure 4 shows that after adding Cc, the signal at node A follows the signal at node B with less
error during transition (similar rise/fall times).
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Figure 4. Transient signals at nodes A and B, before and after adding Cc.

However, there are some spikes during the transition (switching) time which we refer to as
uncancelled echo. These spikes appear in the mid of the received data from the other side due to the
transmission line propagation delay. To minimize the peak magnitude of the spikes, the capacitance C
is used to realize a filter at the output of the hybrid (TIA input). Figure 5 shows the received current
and the effect of Cc and C capacitances.

Circuit simulations have been performed for different values of compensation capacitance at the
range of ±30%. They have shown that the variations in the vertical and horizontal eye openings are
less than ±10% and ±5%, respectively.
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Figure 5. Received current before and after adding Cc and C capacitances.

After sensing the inbound signal and conversion to current by the hybrid device, a TIA can be
used to amplify the received current signal. It should be mentioned that the input impedance and
bandwidth of the TIA will be changed due to the use of the capacitance C. Simulations have been
implemented to verify the effect of using different values of C and the results are plotted in Figure 6.
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Figure 6. Trans-impedance amplifier (TIA) input impedance and output bandwidth for different
C values.

The peak value of TIA input impedance and its bandwidth is reduced. However, the variation of
input impedance is negligible and the bandwidth ( f−3dB) is higher than the required Nyquist frequency
for the worst case. Therefore, it does not change the operation of the transceiver at frequencies below
6 GHz and thus the achievable data-rates.
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4. Post-Layout Simulation Performance

In this section, the most important performance indicators for the proposed on-chip full-duplex
transceiver (e.g., eye-opening, BER, power consumption, robustness against the PVT variations and
corner simulations) are analyzed. For this purpose, circuit design for the proposed system has
been realized. Figure 7 shows the layout screenshot of the FDT operating at 16 Gbps data rate,
which occupies an area of 51 µm × 31 µm. In order to verify the performance of the proposed FDT,
the post-layout simulations have been performed in 28 nm TSMC CMOS process. The functionality of
the FDT is validated over an on-chip interconnect with a length of 5 mm [34]. The link has a width of
0.6 µm and a spacing of 1 µm with the adjacent shield layers.

  

Main 
Driver

Hybrid
&

Auxiliary
 Driver

51
 µ

m
31 µm

Figure 7. Layout of the full-duplex transceiver.

For this purpose, 27 − 1 random bit patterns have been generated using an on-chip PRBS
generator [36] and sent to the drivers. The full-duplex operation of the transceiver is realized
by transmitting the data streams from the FDT’s at both ends of the interconnect. As a result, a
maximum data-rate of 16 Gbps is achieved (8 Gbps from each side with a bit period equal to 125 ps).
The differential voltage eye diagrams of the received data are shown in Figure 8 for half-duplex and
full-duplex signaling modes.

The plotted eye (full-duplex) has vertical and horizontal openings of 168 mV and 87 ps,
respectively. The peak-to-peak and RMS jitter of the eyes for both transceivers are approximately
38.6 and 16.4 ps, respectively. The computed power consumption for each transceiver at 0.9 V supply
voltage is 8.827 mW. Therefore, the FDT has a power efficiency of 0.11 pJ/b/mm (0.16 pJ/b/mm
including TIA).

In addition, the bit error rate (BER) performance has also been evaluated. Figure 9 shows the
BER (in log scale) bathtub curves at 16 Gpbs full-duplex operation. The corresponding timing bathtub
curve has 0.34 UI at BER of 10−12.
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Figure 8. (a) Half-duplex signaling of 8 Gbps and (b) full-duplex data transmission (16 Gbps) of the
received signal.
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Figure 9. (a) Horizontal and (b) Vertical bathtub curves for full-duplex signaling of 16 Gbps.

The unwanted echo signal can increase because of the mismatches between the main and the
auxiliary drivers due to the process-voltage-temperature (PVT) variations. Therefore, to assess the
effect, PVT variations are introduced to the FDT at 2×8 Gbps FD operation. The variation in both the
vertical and the horizontal eye-opening is observed by changing the supply voltage from 0.8 to 1 V. As
can be seen from Figure 10, the vertical eye opening decreases by decreasing the supply voltage and
vice versa. By lowering the supply voltage to 0.8 V, the horizontal eye opening decreases approximately
11% only. Moreover, the performance of the FDT is validated while the temperature variations are
applied. By increasing the temperature from room temperature to 100 ◦C and lowering to −20 ◦C,
the eye-opening decreases by 22% and increases by 9%, respectively. However, the horizontal opening
remains almost constant for the whole range from −20 ◦C to 100 ◦C.

The variations of vertical and horizontal eye openings for different process corners are plotted in
Figure 11. The worst-case performances occur in slow-slow (SS) and fast-fast (FF) corners. Nevertheless,
the eye in these corners is open enough allowing reliable data detection. It should be mentioned that
the mismatch between the voltage swings at nodes A and B due to the process variation at SS and FF
corners can be compensated by tuning the current of the auxiliary driver. Therefore, the echo voltage
is minimized and the eye-opening is maximized.
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Figure 10. Variation of eye opening with: (a) supply voltage and (b) temperature variations.
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Figure 11. (a) Vertical and (b) Horizontal opening of the eye at different process cornes with and
without tuning the auxiliary driver at worst corners.

Finally, a synthetic comparison of the proposed system with the on-chip full-duplex transceivers
reported in the literature is summarized in the Table 1. Some details about these solutions have
been given in the introduction. The comparison is made in terms of technology size, supply voltage,
interconnect length, offered data rate, energy efficiency, and area occupied. The results show that the
proposed solution can offer the highest data rate of 16 Gbps among the other designs with competitive
power consumption. The solution described in [32] has better energy efficiency. However, the offered
data rate is lower and equal to 10 Gbps. Looking at the design reported in [29] and its achieved data
rate, it is expected that this will be affected negatively, if longer on-chip interconnects are used. As an
overall result, the proposed FDT solution has a much better overall performance in comparison with
the state-of-the-art.

Table 1. Comparison of the proposed full-duplex transceiver with recent literature.

Ref. [29] * [30] # [31] # [32] * [33] * This work **

Technology (nm) 180 180 180 65 65 28
Supply Voltage (V) N/A 1.8 1.8 1 1.1 0.9

Interconnect Length (mm) 1 mm 5 mm 5 mm 5 mm 3 mm 5 mm
Data Rate (Gbps) 5 0.92 4 10 2 16

Energy Efficiency (pJ/b) 3.8 9.48 0.95 0.38 1.54 0.8
Area (µm2) - 4200 1275 - 1364 1581

*: Schematic Simulated results; **: Post-layout Simulated results; #: Measured results.

5. Conclusions

In this paper, a high-speed full-duplex transceiver for simultaneously transmitting and receiving
data across an on-chip interconnect is presented. A hybrid device is utilized to separate the inbound
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and the outbound signals from each other and perform echo-cancellation by the combination of the
main and the auxiliary drivers. Moreover, the hybrid transistor is used as an active low impedance
termination which helps to improve the overall bandwidth of the transceiver. The proposed FDT
architecture has been designed in 28 nm, 0.9 V CMOS process. The transceiver has a power efficiency
of 0.16 pJ/b/mm for a data rate of 16 Gbps while performing simultaneous bidirectional transmission.
The transceiver performance has been assessed through post-layout simulation as a function of process
parameters, voltage and temperature variations. It is robust to the introduced PVT variations in the
echo cancellation. The post-layout simulations have been carried out over a 5 mm length on-chip
interconnect to evaluate the performance of the transceiver.
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