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Abstract: The Large Sky Area Multi-Object Fiber Spectroscopic Telescope (LAMOST) has produced
massive medium-resolution spectra. Data mining for special and rare stars in massive LAMOST spectra
is of great significance. Feature extraction plays an important role in the process of automatic spectra
classification. The proper classification network can extract most of the common spectral features with
minimum noise and individual features. Such a network has better generalization capabilities and can
extract sufficient features for classification. A variety of classification networks of one dimension and
two dimensions are both designed and implemented systematically in this paper to verify whether
spectra is easier to deal with in a 2D situation. The experimental results show that the fully connected
neural network cannot extract enough features. Although convolutional neural network (CNN) with a
strong feature extraction capability can quickly achieve satisfactory results on the training set, there is
a tendency for overfitting. Signal-to-noise ratios also have effects on the network. To investigate the
problems above, various techniques are tested and the enhanced multi-scale coded convolutional neural
network (EMCCNN) is proposed and implemented, which can perform spectral denoising and feature
extraction at different scales in a more efficient manner. In a specified search, eight known and one
possible cataclysmic variables (CVs) in LAMOST MRS are identified by EMCCNN including four CVs,
one dwarf nova and three novae. The result supplements the spectra of CVs. Furthermore, these spectra
are the first medium-resolution spectra of CVs. The EMCCNN model can be easily extended to search for
other rare stellar spectra.

Keywords: data mining; spectral classification; convolutional neural network; cataclysmic variables

1. Introduction

SDSS (the Sloan Digital Sky Survey [1,2]) and LAMOST (the Large Sky Area Multi-Object Fiber
Spectroscopic Telescope [3,4]) are the two most ambitious spectroscopic surveys worldwide. The latest
and final data release of optical spectra of SDSS is data release 16.

LAMOST has been upgraded to have both low- and medium-resolution modes of observation and
has finished data release 7 (DR7) [5] which is the product of the medium-resolution spectra (MRS) survey
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(R∼7500)1. LAMOST DR7 was released in March 2020. The massive spectra from the survey telescope has
provided a new opportunity for searching for special and unusual celestial bodies such as cataclysmic
variables (CVs) [6–8].

Over recent decades, spectra classification has mainly focused on 1D processing and achieved
recognized results [9–11]. With the continuous development of deep learning technology [12],
CNN (convolutional neural network) [13] is giving an excellent performance for feature extraction and
combination. As a classic deep convolutional network, VGGNet (Visual Geometry Group Network) [14] is
widely used in image classification tasks. ResNet (Residual Network) is the network structure [15];
its innovative use of residual learning allows deep networks to extract more effective features.
DenseNet (Densely Connected Convolutional Networks) [16] first proposes that the output of each layer is
the input of the next layer, allowing the network to extract features of more dimensions. A multi-layer
convolutional neural network was first introduced based on the learnable kernel into the field of spectral
classification but did not achieve satisfactory results [17]; this method tried to fold the 1D spectra, but did
not achieve satisfactory results.

This paper verifies the availability of the networks above in 2D and gives an in-depth discussion on
the degree of feature extraction and overfitting and proposes corresponding solutions.

Spectral signal-to-noise ratio (SNR) often leads to different results within the same method ([18]).
This paper explores the influence of SNR on classification accuracy under various methods and different
dimensions of the same method. Different classification network structures are implemented under
high and low SNR conditions, which efficiently improves the classification accuracy. There are uneven
categories in the experimental spectra, and we investigated each small category separately.

The classification algorithm should be able to extract the specific features which are representative
of individual classes. Therefore, the identification of individual features should be maximized.
The appearance of common features like the continuum, telluric lines, etc. and noise should be minimized
in the feature extraction process.

In this paper, different networks were verified according to the practical situation of LAMOST
spectra. A novel and robust method is proposed and implemented based on enhanced multi-scale coded
convolutional neural network (EMCCNN). The method is verified by SDSS spectra and then a systematic
search for CVs in MRS of LAMOST is carried out with it.

CVs are binary systems consisting of a white dwarf star and a companion star. The companion
star is usually a K or M type red dwarf star, and in some cases a white dwarf star or a red giant star.
CVs have important role and significance for studying the theory of accretion disks. Presently, only about
two thousand CVs have been discovered [19]. Most of the optical spectra of CVs are identified by large
surveys including SDSS [20–24], Far-Ultraviolet Spectroscopic Explorer (FUSE) [25], ROSAT XRT-PSPC All
Sky Survey [26] and Catalina Real-time Transient Survey (CRTS) [27,28]. There are still some unresolved
questions about CVs such as period gap due to the limitation of samples [29]. Higher requirements are put
forward for new automatic classification methods for searching for CVs in massive spectra.

This paper is organized as follows. Section 2 describes experimental data and data preprocessing.
We introduce the different methods used in the paper in Section 3. Section 4 presents the implementation of
the methods in detail. Section 5 reports the results of our experiment. In Section 6, we give our conclusions
and outline our plans for future work.

1 See http://dr7.lamost.org/.

http://dr7.lamost.org/


Universe 2020, 6, 60 3 of 23

2. Data and Preprocessing

2.1. Positive Samples

Training samples especially positive samples are crucial to the classifier of machine learning.
Because of the lack of previous identified CVs spectra of LAMOST, the training set is from SDSS whose
spectra are homogeneous with LAMOST. SDSS has an authentic pipeline which has already classified the
spectra into specified subclass. We can verify the proposed methods and construct a credible network with
SDSS spectra and search for CVs in the unlabeled LAMOST spectra.

A total number of 417 1D spectra were selected from SDSS [30] as shown in Figure 1. Figure 2 is a
MRS spectrum of LAMOST. The top and bottom panel are B (blue, 4950∼5350 Å) and R (red, 6300∼6800 Å)
band respectively (all figures of LAMOST spectra follow the same rules). The SDSS spectra are trimmed
within the same band of LAMOST in prepossessing.
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Figure 1. SDSS spectrum. The top panel is the original SDSS spectrum, the middle and bottom panel are
blue and red band of the spectrum.
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Figure 2. LAMOST MRS spectrum.

2.2. Experimental Spectra for 1D Classification

46,180 1D M type spectra were selected from SDSS-DR16 for 1D spectral classification.
1234445 unlabeled 1D MRS spectra from LAMOST-DR7 are data source for CVs searching, as shown in the
bottom of Figure 1.

2.3. Experimental Spectra for 2D Testing

LAMOST has overall 16 spectrographs and each spectrograph accommodates 250 fibers. The lights
of 4000 celestial objects are fed into the fibers simultaneously and recorded on the CCD detectors after
being transferred into the spectrographs. The 2D fiber spectral images of LAMOST are thus achieved.
There are 250 2D fiber spectra in Figure 3 as shown from left to right and the wavelength increases from
top to bottom. Figure 4 is a single 2D spectrum extracted from Figure 3. 2D spectra are normally used to
produce the 1D spectra followed by post-processing steps.

For the lack of enough labeled 2D spectra from LAMOST, we fold the 1D SDSS spectrum into a
spectral matrix for 2D processing.
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Figure 3. 2D spectra of LAMOST.

Figure 4. A single 2D spectrum of LAMOST.

2.4. Data Preprocessing

SDSS (R∼2000) and LAMOST (R∼7500) have different spectral resolutions and the two sets need to
be brought at the same resolution, otherwise at their respective resolution, the spectrum of the same object
from the two surveys will present different features. Their wavelength sampling and normalization are
also carried out in data preprocessing.

The flux of spectra is interpolated as follows in data preprocessing:

y =
(x− xi+1)(x− xi+2)

(xi − xi+1)(xi − xi+2)
yi +

(x− xi)(x− xi+2)

(xi+1 − xi)(xi+1 − xi+2)
yi+1 +

(x− xi)(x− xi)

(xi+2 − xi)(xi+2 − xi+1)
yi+2 (1)

Using the method above, the spectra with ∼4000 flux values (features) are interpolated to 5000
dimensions and folded into a m * n spectral matrix for 2D processing. In our experiment, m = 50 and
n = 100 are empirical values.

SNR and spectral type are two important factors influencing the classification. M type stars from
SDSS are selected for their influence analysis in the experiment. The distribution of M type spectra is
shown in Figure 5.
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Figure 5. Spectral type and distribution of M stars of SDSS.

The spectra are classified according to the SNR and the type of M stars of SDSS. The SNR is divided
into 5∼10, 10∼15, and above 15 and the type M stars are divided into five subclasses from M0∼M4.
The specific spectra are shown in Figure 6.
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Figure 6. Distribution of M stars of SDSS.

3. Methods

The goal of spectra classification is to maximize common features and minimize noise and spectral
individual features. A variety of classification networks are employed and tested.

3.1. Convolutional Neural Network

CNN can handle both 1D and 2D data, depending on whether its kernel is 1D or 2D. We use CNN to
classify M stars, because CNN performs well in image classification, and it can also handle 1D spectra
classification. The feature extraction capabilities of CNN can help us to improve the accuracy of traditional
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classification methods. Quadratic interpolation is performed to facilitate the folding of the spectra to form
a 2D spectral matrix.

As a special form of CNN, 1D CNN has certain applications in the field of signal processing.
We adopted the network structure shown in Figure 7.

5000

. . . . . .

64 conv+batchnorm+ReLU 64 conv+batchnorm+ReLU

M0-M4

Input Layer Conv Layer Output Layer

1024

（1*3）

Flatten

M1

Figure 7. The network structure of CNN.

In the specific network construction, the backpropagation algorithm is adopted. The 1D matrix
information composed of spectra is continuously trained to fit the parameters in each layer by
gradient descent.

Using the total errors to calculate the partial derivative of the parameter, the magnitude of the
influence of a parameter on the overall errors can be obtained, which is used to correct the parameters
in the back propagation. Since the construction of the network uses a linear arrangement, the total error
calculated by the final output layer is used to perform the partial derivative calculation of the parameters
in all layers:

∂E
∂Wxj

=
∂E

∂Outn
∗ ∂Outn

∂Netn
∗ · · · · · · ∗ ∂Outx

∂Netx
∗ ∂Netx

∂wxj

(2)

Each neuron in a CNN network is connected to all neurons in the previous layer, so the calculation
of the local gradient requires a forward recursive calculation of the gradient of each subsequent layer of
neurons. After defining the linear output of each layer and the parameters in the structure, the output of
the activation function is: Out = ϕ(v), then the recursive formula for each gradient can be derived as:

δl−1
ij =

∂E
∂V l−1

ij

=
∂E

∂Outl−1
ij

∗
∂Outl−1

ij

∂V l−1
ij

=
∂E

∂Outl−1
ij

∗ ϕ′(V l−1
ij ) (3)

In the successive calculation of the formula above, the gradient calculated by each parameter under
the total errors is used as the basis to achieve the goal of correcting the parameters in the direction of the
minimum loss function.
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3.2. VGGNet and ResNet

VGGNet with prominent generalization ability for different datasets is widely used in 2D data
processing. Considering that our spectral dimensions are not particularly large, in order to prevent
overfitting on the training set, the shallow VGG16 network shown in Figure 8 is used in our experiments.

Input Layer Conv Layer Output Layer

1024

5000

. . . . . .

64 conv+batchnorm+ReLU
2 layers

128 conv+batchnorm+ReLU
2 layers

256 conv+batchnorm+ReLU
3 layers

512 conv+batchnorm+ReLU
3 layers

512 conv+batchnorm+ReLU
3 layers

MaxPool1d getMaxIndex

M0

MaxPool1d MaxPool1d MaxPool1d

Figure 8. The network structure of VGG16.

The greatest improvement of VGGNet is to convert large and short convolutional layers into small and
deep neural networks by reducing the scale of convolution kernels. In the convolutional layer, the number
of extracted features for each layer output can be calculated using the following formula:

nout = (
nin + 2p− k

s
) + 1 (4)

p, k and s are the size of max pooling, kernel size, and stride, respectively. With the continuous
development of the classification network, the network is constantly deepening for better extraction
and feature combination, but the deep network makes it difficult to train and has a potential of
losing information.

ResNet as shown in Figure 9 proposes residual learning to solve these problems, allowing information
to be transmitted over the layer to preserve information integrity, while learning only the residuals of the
previous network output:

F(x) := H(x)− x (5)

This allows us to increase the number of convolutional layers, which is an effective way to train
a very deep network. The most prominent characteristic of ResNet is that in addition to the result
of the conventional convolution calculation in the final output, the initial input value is also added.
Therefore, the result of network fitting will be the difference between the two, thereby we can obtain the
calculation formula of each layer of ResNet as follows:

Outl = ϕ(zl + Outl−1) = ϕ(wl ∗Outl−1 + bl + Outl−1) =

ϕ[(wl + 1) ∗Outl−1 + bl ]
(6)

Then the gradient calculation formula of the neural network is changed based on conventional ones:

δl−1
ij =

∂E
∂Outl−1

ij

∗ [1 + ϕ′(vl−1
ij )] (7)

Compared with the traditional networks, the extra value “1” makes the calculated gradient value
difficult to disappear, which means that the gradient calculated from the last layer can be transmitted
back in the reverse direction, and the effective transmission of the gradient makes spectral features more
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efficient in the training of neural networks. However, considering that our spectral features are limited and
may have high noise interference, the efficient feature extraction of the network may lead to significant
overfitting, which makes the trained network generalization capability poor.

……
getMaxIndex

M0

RES BLOCK RES BLOCK

downsample
batchnormconv conv

conv

batchnormReLU

batchnorm

Figure 9. The network structure of ResNet.

3.3. EMCCNN

EMCCNN is a network designed for the characteristics of spectra, and has achieved good results
for different SNR spectra. We find that for spectra, a deep convolutional layer can lead to significant
overfitting of the data and a very poor generalization capability of the model. Direct convolution of
spectra will extract a lot of noise and individual features, which is not an ideal way to classify spectra.
Unsupervised denoising methods tend to remove some spectral feature peaks in the data, which is also
not an ideal method to maximize the common features of this spectral type.

Therefore, we try to add a supervised denoising network before the convolutional neural network,
which can help in the identification of features and noise. It allows the network to extract spectral features
instead of noise. On the other hand, the spectral feature peak types are not consistent. For different types
of feature peaks, the different convolution kernel sizes may be able to extract different quality features.
The extraction of some features may be better for larger convolution kernels. Others may be more friendly
for small-scale convolution kernels. We decided to let convolution kernels of different scales learn features
simultaneously, then combine these features, and obtain different weights for features through the fully
connected layer. A better feature extraction network EMCCNN can be obtained as shown in Figure 10.
The detailed description for the architecture of EMCCNN is shown in Appendix A and we use
cross-entropy loss as loss function of EMCCNN.

（1*3）

（1*5）

encoder conv cat classifie
r

M1

Flatten

Figure 10. The structure of EMCCNN.
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4. Experiment

4.1. 1D Convolution Experiment and Results

The massive LAMOST spectra in this experiment are unlabeled, in order to verify the validity
and efficiency of the method, we applied it in SDSS spectra before searching for CVs in massive
LAMOST spectra.

We first try to compare the spectra classification of DNN (Deep Neural Network) with four hidden
layers and 1D CNN as shown in Figure 11. The optimizer used was a random gradient descent, the learning
rate was set to 10−4, and the activation function chosen was ReLU (Rectified Linear units). We found that
the CNN network can quickly extract the corresponding features, but it will also overfit quickly, which has
an accuracy (number of spectra correctly classified to the parent class/number of total spectra) of 60% in
the test set, and the generalization capability is extremely poor.

CNN has strong feature extraction capabilities, but it is not suitable for spectra because it also extracts
quite a lot of individual features and noise simultaneously. The problem becomes even worse with the
increment of SNR.

Considering that VGG16 is composed of several convolutional layers, the direct convolution of
the spectra will be the same as the direct use of CNN, leading to the overfitting of the training data.
Hence, we try to add the encoder to the VGG16 network to denoise. We found that after denoising,
VGG16 is not as bad as CNN for spectra within the scope of 5 ≤ sn ≤ 15, but it is also not satisfactory for
spectra with sn > 15. It is considered that the data features of high SNR are more obvious. The spectral
individual features and noise will have a strong interference effect on a very deep network. On the other
hand, the feedback process of the denoising encoder is too long, which is not easy to identify the difference
of individual features, noise and common features.

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

5~10 10~15 up 15
DNN train 0.88879 0.90502 0.8998
DNN test 0.88366 0.88456 0.87043
CNN train 0.9991 0.9967 0.9942
CNN_test 0.5999 0.6001 0.5221

DNN train DNN test CNN train CNN_test

Figure 11. Comparison of classification accuracy between DNN and CNN.

ResNet’s interlayer transfer mechanism might help us solve the problem of overfitting, but the effect
is not very satisfactory. ResNet and CNN also perform well on the training data, and can reach more than
99% accuracy on the three SNRs. It does not perform well in the test set, although not as serious as CNN.
We try to add the dropout layer to help us solve the problem of overfitting, but this makes our training
very slow and the final result is not satisfactory as well, as shown in Figure 12.



Universe 2020, 6, 60 11 of 23

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

5~10 10~15 up 15
0.99 0.9783 0.9687

0.8905 0.9033 0.6687
0.9923 0.9965 0.999

0

VGG16_train
VGG16_test
resnet_train
resnet_test 0.8632 0.8584 0.856

VGG16_train VGG16_testresnet_train resnet_train resnet_test

Figure 12. Comparison of classification accuracy between VGG16 and ResNet.

Through experiments shown in Table 1, it is noticed that the network with deep structure is not
suitable for the classification of spectra, which will make the individualized features of noise and spectrum
fully extracted, and the denoising of the encoder before these networks will make the feedback time too
long, leading to a bad denoising result. Based on the conclusions above, we propose EMCCNN, which is
not too deep, and is beneficial to the training of denoising capability of the encoder. We find that EMCCNN
is very robust to SNR, which is especially suited for the spectra of LAMOST.

Table 1. 1D classification accuracy of different network models.

Model
SN 5–10 10–15 up15

train test train test train test

DNN 0.8888 0.8837 0.9050 0.8846 0.8998 0.8704

CNN 0.9991 0.5999 0.9967 0.6001 0.9942 0.5221

VGG16 0.9900 0.8905 0.9783 0.9033 0.9687 0.6687

ResNet 0.9923 0.8632 0.9965 0.8584 0.9990 0.8560

EMCCNN 0.9813 0.9206 0.9897 0.9223 0.9461 0.8962

For objective comparison, we used support vector machine (SVM) to directly process spectra for
classification and compare with the results of EMCCNN in Table 2. The comparison demonstrates that
SVM can quickly fit the training set of the data, but it tends to overfit critically in the experiment.

Table 2. Classification accuracy of different network models.

Model
SN 5–10 10–15 up15

train test train test train test

SVM 1 0.6802 1 0.7213 1 0.741

EMCCNN 0.9813 0.9206 0.9897 0.9223 0.9461 0.8962
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4.2. 2D Convolution Experiment and Results

We apply the classification network that is currently applied to 2D data in the field of spectra
classification to explore the classification feasibility of the 2D folding of the 1D data. We fold the spectra
into a 50 × 100 matrix and put it into a 2D classification network for experiments. The feature peaks of
spectra become inconspicuous after folding. The spectra are only related on the same line after folding.
The data correlation for each column is not obvious, but from the picture we can clearly see that each
type of spectra is different after folding in Figure 13, which brings us the possibility of applying the 2D
classification network. We aim to fully apply the classification network so that satisfactory performance
can be achieved.

Figure 13. Spectra after 2D folding processing.

AS shown in Table 3, VGG16 performs quite well in the range of 10 < sn < 15 SNR, and ResNet also
performs better than 1D spectra in the range of 5 < sn < 15. This discovery is inspiring, because it proves
that although 1D spectra is not directly related to the top and bottom after folding, the 2D classification
network can still achieve satisfactory results, which proves that the 2D classification of 1D spectra is
feasible, even for some spectra which can produce results better than 1D classification.

Table 3. Classification accuracy of different network models (1D and 2D).

Model
SN 5–10 10–15 up15

train test train test train test

CNN_1d 0.9991 0.5999 0.9967 0.6001 0.9942 0.5221

CNN_2d 0.9971 0.8288 0.9977 0.8271 0.9980 0.7310

VGG16_1d 0.9900 0.8905 0.9783 0.9033 0.9687 0.6687

VGG16_2d 0.9846 0.9103 0.9722 0.9320 0.9900 0.8504

ResNet_1d 0.9923 0.8632 0.9965 0.8584 0.9990 0.8560

ResNet_2d 0.9949 0.8738 0.9977 0.8801 0.9938 0.8132

EMCCNN_1d 0.9813 0.9206 0.9897 0.9223 0.9461 0.8962

EMCCNN_2d 0.9986 0.8956 0.9940 0.9049 0.9906 0.8835

Because the results of ResNet_2d on the training set are very good, we try to use early stopping to
overcome overfitting. We show the results of ResNet_2d at different epochs in Figure 14. Obviously early
stopping cannot improve the accuracy in test set.

After the above comprehensive analysis and comparison of the methods under different situations,
EMCCNN shows its superiority in 1D spectra especially its robustness against noise and is selected as the
final structure to search for CVs in LAMOST archives.
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Figure 14. The Accuracy and Loss of ResNet_2d Vary with Epochs. The (left) panel is the train and test accuracy
of ResNet_2d within 100 epochs and the (right) panel is the loss value of ResNet_2d within 100 epochs.

4.3. Subclass Classification Results

Because the experimental spectra categories are not uniform, we explore the detailed results of the
spectral categories in this section. Here we use precision(P), recall(R) and F-measure(F) to judge the
performance of EMCCNN for each subclass.

precision =
TP

TP + FP
(8)

recall =
TP

TP + FN
(9)

F-measure =
2 · precision · recall
precision + recall

(10)

where TP are current subclass samples predicted correctly by classifier and FP are other subclass samples
which is wrongly predicted to current subclass. FN are current subclass samples wrongly predicted to
other subclass samples.

Because the subclass data is not uniform and the number of features is not consistent, the performance
of the EMCCNN in each subclass is not the same. We show results in Table 4.

Table 4. Fine Classification Results of EMCCNN.

Model
SN 5–10 10–15 up15

P R F P R F P R F

EMCCNN_1d m0 0.9336 0.7699 0.8439 0.9392 0.7840 0.8546 0.9197 0.8036 0.8577

EMCCNN_1d m1 0.9312 0.6448 0.7620 0.9050 0.6908 0.7835 0.8807 0.6421 0.7427

EMCCNN_1d m2 0.7190 0.5631 0.6315 0.6992 0.6078 0.6503 0.5068 0.2761 0.3574

EMCCNN_1d m3 0.9360 0.7655 0.8422 0.9590 0.6381 0.7663 0.9068 0.6187 0.7355

EMCCNN_1d m4 0.8991 0.6500 0.7545 0.9074 0.6336 0.7461 0.8606 0.4751 0.6122

EMCCNN_2d m0 0.9404 0.7093 0.8087 0.9276 0.7682 0.8404 0.9655 0.7509 0.8448

EMCCNN_2d m1 0.8555 0.6097 0.7120 0.8958 0.6515 0.7543 0.8240 0.6508 0.7272

EMCCNN_2d m2 0.7218 0.5394 0.6174 0.7857 0.6620 0.7185 0.6194 0.4093 0.4929

EMCCNN_2d m3 0.9034 0.7389 0.8129 0.8756 0.6692 0.7586 0.8481 0.6504 0.7362

EMCCNN_2d m4 0.9121 0.5722 0.7032 0.9655 0.5668 0.7142 0.9107 0.4322 0.5862
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5. Results of CVs Searching in LAMOST Spectra

A systematic search for CVs in MRS of LAMOST is carried out with EMCCNN. After cross-matching
the results of EMCCNN with Simbad2, 15 spectra are identified by EMCCNN as CVs, of which
one is a CV candidate observed three times. In Table 5, the identified CVs are listed with RA,
GCVS names, type etc. Their spectra are shown from Figures 15–18. We report the spectra in the website
https://github.com/whkunyushan/CVs.

Table 5. Known and possible CVs identified by the method.

OBSID 1 RA (J20000) 2 Dec (J2000) 3 GALLONG 4 GAL_LAT 5 Type 6 GCVS Name 7 Refs 8

691006174 119.684 12.0315 209.4821 20.3034 CVs 1

692108157 132.6541 11.9013 215.5055 31.7867 CVs 2∼6

682303114 84.2381 0.35996 203.8671 −16.3386 CVs 7∼10

715907098 206.2679 0.71487 331.1331 60.6159 CVs AA Vir 11∼12

737803139 129.5916 48.6339 170.8817 37.3575 Dwarf Nova EI UMa 13∼17

690602249 333.9029 55.6329 102.1415 −0.81833 Nova CP Lac 18∼22

693002098 30.453 56.7182 132.5141 −4.8385 Nova V Per 23∼27

727705022 82.1711 33.3113 174.364 −0.70689 Nova QZ Aur 26∼30

728005022 82.1703 33.3176 174.3584 −0.70401 Nova QZ Aur 28∼32

728605022 82.1626 33.3125 174.3591 −0.7122 Nova QZ Aur 28∼32

729105022 82.1711 33.3113 174.364 −0.70689 Nova QZ Aur 28∼32

729205022 82.1711 33.3113 174.364 −0.70689 Nova QZ Aur 28∼32

681816126 306.8251 42.7639 80.7472 2.5337 CVs Candidate 33

682416126 306.8251 42.7639 80.7472 2.5337 CVs Candidate 33

683116126 306.8251 42.7639 80.7472 2.5337 CVs Candidate 33
1 OBSID = Unique number ID of this spectrum in LAMOST. 2 RA = Right Ascension (J2000). 3 Dec = Declination
(J2000). 4 GAL_LONG = Galactic longitude. 5 GAL_LAT = Galactic latitude. 6 Simbad name. 7 GCVS
(General Catalog of Variables) name. 8 Representative references to discovery papers—(1) Carter et al. [31];
(2) Gaia Collaboration et al. [32]; (3) Nardiello et al. [33]; (4) Geller et al. [34]; (5) Mooley and Singh [35];
(6) Pineau et al. [36]; (7) Gentile Fusillo et al. [37]; (8) Kleinman et al. [38]; (9) Thorstensen and Skinner [39];
(10) Szkody et al. [40]; (11) Drake et al. [41]; (12) Palaversa et al. [42]; (13) Suleimanov et al. [43];
(14) Schwope [44]; (15) Mukai [45]; (16) Pretorius and Mukai [46]; (17) Baumgartner et al. [47]; (18) Selvelli
and Gilmozzi [48]; (19) Shara et al. [49]; (20) Özdönmez et al. [50]; (21) Vogt et al. [51]; (22) Schaefer [52];
(23) Sahman et al. [53]; (24) Pagnotta and Schaefer [54]; (25) Scaringi [55]; (26) Harrison et al. [56];
(27) Tappert et al. [57]; (28) Schaefer et al. [58]; (29) Shi and Qian [59]; (30) Schaefer [52]; (31) Shafter [60];
(32) Salazar et al. [61]; (33) Verbeek et al. [62].

2 See http://simbad.u-strasbg.fr/simbad/.

https://github.com/whkunyushan/CVs
http://simbad.u-strasbg.fr/simbad/
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6. Conclusions

There is a great need for accurate and automatic classification methods of specified objects in massive
spectra. The goal that we propose for spectral feature extraction is to maximize the extraction of common
features and to minimize the extraction of noise and spectral individual features, which enhances the
generalization capabilities of the network. We found that the simple DNN network cannot extract the
features of spectra well, but the CNN with strong feature extraction capability can lead to significant
overfitting. It also emerges that the deep network is not suited for the denoising training of the encoder,
because its feedback process can be very long. This makes the encoder difficult to train and achieve a good
denoising result.

In most cases, CVs especially CVs at quiescence show emission lines of Balmer series, HeI and HeII
lines. For LAMOST spectra, only the Hα emission line (6563 Å) is included in B band which gives it a
higher request for the ability of this feature extraction method. In this work, EMCCNN simultaneously
performs supervised denoising, feature extraction, and classification. EMCCNN is not a deep network,
which is ideal for the encoder to achieve a good denoising result. On the other hand, convolution kernels
of different scales can extract spectral peaks of different quality, which provides sufficient options for
the classifier. By weighting up the quality of features, the network can select high-quality spectral type
features. This design enables the EMCCNN to achieve the best results in the three SNRs of 1D data.

The traditional view is that folding a 1D spectrum into a 2D image causes an information loss and the
network has to do extra learning to understand that the pixels are correlated only along the horizontal
axis and not along the vertical axis. However, EMCCNN achieve precise acquisition of the characteristic
features of folded 2D spectra and can achieve good classification results, especially in the case where
the 1D classification tends to overfit to an extreme degree. It proves that folding the spectra into 2D can
effectively prevent the tendency of overfitting under certain circumstances.

Furthermore, this paper creatively proves that the classification of 2D spectra is feasible which means
as a method of deep learning, powerful deep learning SDK (Software Development Kit) such as Caffe,
Cognitive toolkit, PyTorch, TensorFlow, etc. and image processing libraries can be used for 2D spectral
classification directly.

The discovery of the MRS of LAMOST provide more samples for astronomers to characterize the
population of CVs. More new CVs will be discovered with the gradual release of LAMOST spectra.
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Appendix A

Appendix A.1. A-Structure of 1D EMCCNN

Table A1. The Structure of Enhanced Multi-scale Combined Convolutional Neural Network.

Index Layers

1 Input: fully connected layer

2 Conv1d (kernel size = 3) Conv1d (kernel size = 5)

3 ReLU ReLU

4 Conv1d (kernel size = 3) Conv1d (kernel size = 5)

5 ReLU ReLU

6 Cat Channels

7 Output: fully connected layer

Appendix A.2. B-Structure of 2D EMCCNN

Table A2. The Structure of Enhanced Multi-scale Combined Convolutional Neural Network.

Index Layers

1 Input: fully connected layer

2 Conv2d (kernel size = 3) Conv2d (kernel size = 5)

3 ReLU ReLU

4 Conv2d (kernel size = 3) Conv2d (kernel size = 5)

5 ReLU ReLU

6 Cat Channels

7 Output: fully connected layer
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