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Abstract: Three decades ago, telepresence was presented as an idea in the context of remote work
and manipulation. Since then, it has evolved into a field combining different technologies and
allowing users to have more or less realistic perceptions of immersion in remote environments.
This paper reviews telepresence and its recent advances. While not covering all the work conducted
in telepresence, this paper provides an array of applications for which telepresence can be envisioned,
providing a clear view of the differences between components and functionalities of robotic platforms
conceived for telepresence and pointing to the dependence of telepresence on several technological
areas. Furthermore, challenges faced by telepresence technologies are shown, with consideration of
user experiences. We consider telepresence from different perspectives, focusing on specific parts,
making it possible to foresee future directions of research and applications. This review will be useful
for researchers working in telepresence and related fields.
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1. Introduction

Presence can be seen from different perspectives. While spatial presence refers to a
user’s feeling of being in an environment, social presence refers to the sense of being with
one or more other social beings [1]. In a related consideration, telepresence refers to the
perception of being present in an environment that is generated by mediated means like an
environment that is real but spatially or temporally distant, or non-existent and synthesized
by a computer [2,3].

Telepresence relies on different fields of technology and aims to provide persons with
the capacity to perceive and/or act in remote environments. The term Telepresence was
coined by Marvin Minsky when presenting the idea of remote-controlled mechanical hands
allowing a user to work in a remote environment with a feeling of what is happening [4].
More recently., combining sensing, actuation, signal transmission and processing tech-
nologies, telepresence systems have proposed with different shapes and features and with
different usages. Telepresence systems have been evolving from mobile platforms with
signal display and acquisition relative to video calling or video conferencing to platforms
with more developed features, allowing users to have immersive perceptions and to manip-
ulate objects in remote environments. Telepresence is networked, requiring transmission of
data between distant locations [5]. This differentiates it from virtual presence, which can be
local and use technologies of virtual reality (VR) and augmented reality (AR) [5]. Enabling
improvements in interactions between persons, telepresence systems involve a main user
who perceives the signals captured by the platform and other possible users in interaction
with the main user. In a review by Kristoffersson et al. [6], terminology was proposed
involving a “pilot user” remotely connecting to a mobile robotic telepresence system and a
“local user” located in the same environment as the robot. Other definitions of users have
been proposed [7,8], but similar terms don’t necessarily have similar significations.
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Telepresence platforms allow users to interact on different levels, from visual and au-
ditory speech-based interaction to tactile interaction and manipulation in the environment.
In this context, robots can be of considerable benefit in telepresence, as they can provide
functionalities of mobility, manipulation and customizability. Teleoperation is a field of
application in which the cognitive skills of humans can be integrated with the physical
abilities of a robot, with many applications [9].

Additionally, the functionalities of telepresence platforms enable different levels of
presence to be achieved in remote environments. Such presence can be sensed through
videoconferencing, where 2D visual information of the remote environment is streamed to
the user, or through immersion, whereby users can be represented more realistically [10].
Immersion can also cover groups of large numbers of users, not being limited to one
user [11]. In this context, studies have been conducted on the feeling that persons may have
of being present in two locations at once [12,13]. The concept of bilocation can extend from
self-localization in two different environments to self-identification with another body and
reduplication of first-person perspective [14]. Indeed, the human physical body and self
are located in the same position in space in daily situations, but self-location can be illusory
and affected by senses and feelings like vision and touch [15]. Such considerations can be
taken into account in immersive telepresence works addressing embodiment or ownership
of a body different from the user’s body [16,17].

Recently, the usefulness of telepresence concepts and systems has emerged in several
areas of human–human interaction due to the spread of COVID-19, which pushed the
adoption of contactless interaction solutions [18,19]. Telepresence has benefited from
advances in social robotics [20,21] and telecommunication technologies but still faces
challenges like controllability, stability and autonomy [22]. Furthermore, social presence
has been presented as a possible evolution in telepresence where social cues of the persons
in interaction are efficiently relayed. Such cues involve eye contact, facial expression, eye
gaze, orientation and touch, for example [23]. Social presence has also been considered in
the field of remote collaboration, where on-site and remote team members from different
backgrounds collaborate in specific activities [24]. It was argued in [24] that social presence
alone cannot indicate whether remote collaboration is good or bad, as some aspects of
collaboration can be achieved without all collaborators seeing each other at all times.

In the literature, telepresence can be seen to be envisioned for different applications
used in different paradigms and relying on different technologies. Among its usages,
health care [19,25], care for the elderly [7,8] and education [26] can be mentioned. The
usage of telepresence robots allowed for their markets to be extended to hundreds of
millions of dollars, with expectations to reach billions of dollars [27,28]. The interactions of
telepresence with different aspects of human daily life and its interactions with different
fields of technology are various presenting in a wide array of possibilities. It is important
to assemble different works in one study to examine their differences and similarities,
providing insights on the evolution of telepresence and supporting the envisioning of
possible directions of research in the future for different aspects of telepresence.

The goal of this paper is to accomplish these tasks by reviewing works published on
telepresence in recent years, including the last decade. Published works are assembled and
reviewed and presented in different parts of the paper. Selected works are mainly research
papers obtained from databases of peer-reviewed conferences and journals tackling technolog-
ical fields in relation to telepresence, robotics and communication according to their relevance
and date of publication. The main sources of the cited references are journals and conference
proceedings included in the IEEE Xplore database. Other related sources are referenced, such
as the International Journal of Social Robotics and MDPI journals. The following keywords
were used to search for sources: “telepresence”, “teleoperation”, “immersion”, “remote op-
eration”, “telepresence in education”, “telepresence in industry”, etc. This paper cites more
than 100 references, more than 80% of which were published after 2012. Among these sources,
attention was focused on papers published after 2019. Older references are been considered,
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either for their high relevance in telepresence or related fields or their definition and usage of
important concepts illustrated and mentioned in this paper.

Cited works have been published in more than 60 different sources, including conferences,
journals and books. Table 1 shows sources with two or more publications cited in this paper.

Table 1. Sources (journals/conferences) of two or more papers cited in the current review.

Journal/Conference Cited Papers

International Journal of Social Robotics 10

Sensors 4

IEEE Conference on Virtual Reality and 3D User Interfaces 4

IEEE Transactions on Visualization and Computer Graphics 3

ACM/IEEE International Conference on Human-Robot Interaction (HRI) 3

Paladyn, Journal of Behavioral Robotics 2

Consciousness and Cognition 2

Frontiers in Robotics and AI 2

International Journal of Human-Computer Interaction 2

International Conference on Bio-Engineering for Smart Technologies 2

This paper is organized as follows. Section 2 shows works categorized into different
fields of application of telepresence. Section 3 presents different platforms that have been
used for telepresence applications. Section 4 shows the different elements that contribute
to the functioning of a telepresence experience. Section 5 shows different challenges facing
telepresence works and foresees directions of research and applications for telepresence.
Finally, Section 6 concludes the paper.

2. Applications of Telepresence Systems

Although a telepresence system, in general, can be applied in different contexts, some
works have designed and evaluated telepresence systems in specific contexts and domains
of usage. Telepresence systems can be seen in fields like care and assistance, medicine and
education. In this section, works from these and other fields are presented. Figure 1 shows
the different fields covered by this review and the number of papers cited in each field. The
presented numbers can indicate how easy it was to find references and the amount of work
on telepresence that has been conducted in each field. More details about these references
are shown in the following subsections. Other references in these fields are also cited in
other sections of the paper where appropriate.

Figure 1. A chart showing the number of references cited in Section 2 according to each field of
application of telepresence.
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2.1. Care and Assistance

In settings of care for the elderly, problems like loneliness may arise, and robotic
assistance may be helpful [29]. In the assistance of seniors at home, telepresence platforms
require the capacity to navigate and interact safely and with a degree of autonomy [30].
However, despite their possible usefulness, costs of initial setup and maintenance of robots
in health care need to be taken into account [31]. The usage of telepresence robots with
the elderly was tackled in [8], where the difference between evaluations of social robots
in laboratory settings and their real contexts of usage was highlighted. A methodology
for the evaluation of a telepresence robot’s usage in supporting social interactions for
elderly people was proposed. This methodology introduces variables to take into account
in the evaluation of robots. Among these variables, social health and technology impact
were considered. The method also includes an assessment of features over time, as robot
evaluations could span several months.

Trials of double telepresence robots (see Figure 2) were performed in [7]. Robots
were shown to increase the presence of family members with their elderly parents in
care facilities. Although this was shown to improve the well-being of the residents, their
privacy was reported as a possible challenge, as they were seen to need to have control
over accepting or rejecting a call.

Figure 2. Two double robots at the American University of the Middle East. The figure shows their
screens that can display the remote user. The remote user acquires visual and auditive information
from the platform’s environment and can control the motion of the robot through a dedicated interface.

A telepresence robot was presented in [32] as a low-cost assistive platform with the
ability to help the elderly and caregivers. Tests conducted on the platform showed positive
attitudes towards it and a willingness to use it. A wheelchair was also presented in [33] as a
telepresence system with potential benefits for individuals with mobility challenges. It was
designed to allow for safe navigation and aimed to provide two-way video communication
and to allow for social interaction. In addition, a system was presented in [34] that was
designed to help people with mobility or speech disabilities to communicate and interact
with others. It relies on the Loomo mobile platform (Loomo Personal Robot|Self-Balancing
Scooter|Segway Official Store, Available: https://store.segway.com/segway-loomo-mini-
transporter-robot-sidekick, accessed on 5 March 2023), text-to-speech and communication
technologies and allows users to communicate with others, interact physically and show
certain emotions.

The context of the COVID-19 pandemic has enabled and fostered the usage of remote
technologies for human interactions, especially the assistance of older adults. The usage
of mobile telepresence robots in this context was reviewed in [35]. The study presented

https://store.segway.com/segway-loomo-mini-transporter-robot-sidekick
https://store.segway.com/segway-loomo-mini-transporter-robot-sidekick
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evidence that these robots have potential in reducing social isolation in elderly people.
In a similar context, the authors of [36] tested specific assistive technologies including
telepresence and showed that they were accepted by older adults and professionals in
care. The obtained results showed the use of telepresence robots as a means to reduce
anxiety in homes and residential facilities. Assistive telepresence systems have not only
been used with the elderly but also with people with disabilities. For instance, a telep-
resence wheelchair was presented in [37] that was intended to provide monitoring and
remote assistance.

2.2. Medicine and Health Care

In the field of health care, telehealth has been introduced in the context of providing
healthcare services with the use of modern technologies [38], allowing clinics, for instance,
to offer virtual visits. While telehealth was initially presented to rely on technologies like
online video and phone communication, robots have been shown in works related to health
care and medicine. And due to factors like the advancements of artificial intelligence (AI)
and automation, telepresence robots have been widely conceived for usage in medicine
and health care [19,39]. They can be used in applications like communication between
physicians and patients, remote operations like surgery and assistance in daily tasks.

As an application of telepresence robotics in health care, Akibot, was presented in [40]
as a system to allow medical doctors to attend to patients while being in remote areas.
The platform was equipped with some medical devices for increased utility and consisted
of a wheeled mobile platform with an emphatic design. However, it was made to look
“as non-human-like as possible”, as a previous study [41] stated that human-likeness
leads to expectations of the robot that it cannot provide, leading to less attractiveness and
acceptability. The robot interface consisted of a screen displaying information to users in
interaction with the platform, and a webcam with a built-in microphone was used for the
doctor to see and hear the patient’s side. The system was described as highly maneuverable,
and surveys were conducted with users regarding the appearance and the control of the
robot and resulted in positive outcomes. The communication between the doctor’s side
and the patient’s side was accomplished over the Internet, and the doctor was able to
send commands to the platform to perform tasks like moving motors. Patient privacy was
enhanced, as no medical device feeds were stored.

Another application for telepresence robotics in medicine is assistance in surgeries.
Here, a surgical robotic system can be controlled by a surgeon from a distance, offering
significant value to patients [42]. It can also be used to allow a doctor to assess a patient
from a remote location in surgical inpatient wards [43]. A study was conducted in [44],
hypothesizing a positive view of surgical intensive care unit patients and their families
for telepresence robots. The study verified the hypothesis, as survey respondents showed
positive perceptions of different aspects of this technology.

2.3. Education

The work reported in [45] in 1997 showed the difference between psychological and
physical presence. Indeed, a learner can be present physically but not mentally, as learners
need to engage and relate to new concepts being taught. The work envisioned telepresence
in education and emphasized the role of the fidelity of the communication medium and its
ability to convey non-verbal cues.

In [46], the impacts of telepresence robots used with students missing school because of
illness were investigated. The study reported findings from available research, suggesting
positive impacts on children with chronic illness. The paper suggested that telepresence
robot designs can be improved to maximize outcomes and that training for teachers and
planning between stakeholders are essential. In a related work, a telepresence model was
presented in [47] for usage in primary education. It was designed for students who cannot
attend school. The model was designed to allow for interaction between absent students
and their classmates and teachers. The model consists of a human-shaped silhouette with a
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tablet connected to the student through a web server. A survey of different actors using the
tool showed a high approval.

In [48], an analysis of the usage of telepresence robots in higher education was con-
ducted. Notably, the effects of factors like the perceived usefulness and ease of use on the
use intention of telepresence robots were observed. The study concluded that usefulness
should be prioritized in the design of telepresence robots and that in the design of telepres-
ence robots, complexity and cognitive load demands should be minimized [48]. Another
study [49] aimed to explore how personnel in higher education perceived certain aspects of
telepresence robots. It showed positive perceptions of telepresence robots and indicated
that in comparison to computer-based distance learning, they support the maintenance of
social relations between students and teachers. This study also reported data suggesting
the need for teacher training before the usage of telepresence robots in education and men-
tioned the need for more studies to explore the influence of telepresence robots on student
learning outcomes and teacher workload. Another application of telepresence robots is
foreign language learning, which was addressed in [50], where English learners interacted
with a native English speaker through a telepresence robot. After this exploratory study,
the potential for telepresence robots in promoting foreign language learning was reported.

2.4. Industry

In industrial environments, telepresence has applications in the operation of systems
where robots and humans can interact in the physical world and virtual worlds [51]. A
system was proposed in [51] where a remote user was provided with a sense of colocation
with a robot through consumer VR systems. This improved the efficiency of the robot in
assembly tasks. Robots used in teleoperation can be still or mobile manipulators equipped
with scene-sensing devices to transmit information to the human operators. In [52], a mobile
manipulator was equipped with an RGB depth camera with the purpose of reconstructing
its environment and displaying it to a user with an HMD. The system was designed to
allow the user to operate the mobile robot by manipulating a virtual copy of it in a VR
environment. This approach ensured low levels of errors in the operation of the robot.
Another application for teleoperation is the inspection of potentially dangerous industrial
environments by humans. It was addressed in [53], where a robot was equipped to detect
gas leaks and to allow users to manipulate objects in the environment from a distant
location. The user interface comprised an HMD and a motion tracking system. In a related
application, a telepresence system with user viewpoint control was proposed in [54]. It
allowed users to observe the environment by moving their heads and to manipulate a
robotic arm equipped with a stereo camera.

2.5. Other Applications

An important aspect of the usage of telepresence robots is human–robot interaction
(HRI). Indeed, in this context, there is an interaction between the user and the robot and
another interaction between persons in the remote environment and the robot. In this
context, robomorphism was addressed in [55], where an experiment showed that students
interacting with others through a telepresence robot attributed robotic characteristics to their
interaction partner. The usage of telepresence robots can also be taken into consideration
when assessing the human–human interactions taking place through them. A study [56]
showed indications of no difference in perception of human affinity when interaction takes
place through a telepresence robot versus in person. This study was conducted in the
context of a university building tour guided by a student. In addition to the works shown
above, telepresence robots have been conceived and used in various other applications. For
example, they can be seen in applications for:

• Attendance at academic conferences: In [57,58], a study of the use of telepresence
robots at conferences was presented. Robots were used in different ways, for example,
in dedicated configurations, where each remote conference attendee had their own
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robot, and in configurations in which robots were shared between multiple people at
the same time;

• Work: In [59], the usage of mobile remote presence systems (MRPs) that remote
workers use to drive and communicate in a workplace was surveyed. It was reported
that MRPs can support informal communications in distributed teams. However,
other questions about dealing with MRPs were raised;

• Entertainment: A telepresence system for entertainment and meetings was presented
in [60]. It used a microphone array with 3D sound localization, a depth camera and a
webcam with a computer and Internet connection. It was presented as a teleimmersive
entertaining video-chat application;

• People with special needs: A review was conducted on the usage of telepresence
robots for people with special needs in [61]. The review considered age-related special
needs and disability and showed several applications and robots but concluded that
there are still barriers for people with auditory or verbal disabilities. The review also
pointed to the lack of clarity of the impact of telepresence robots on quality of life;

• Virtual tours: Another application for telepresence systems is allowing users to take
tours in remote environments. For example, a system called “Virtual Tour” was
presented in [62], which consists of a 360◦ camera and an audio system capturing a
remote environment. Captured signals are streamed to the user side, with the user
equipped with a VR HMD. In a related application, HRI for telepresence robots was
addressed in [63], where a user interface for a telepresence robot was used to visit a
remote art gallery. It targeted residents of healthcare facilities and showed their ability
to operate a telepresence robot.

3. Telepresence Platforms

In the different surveyed works, different platforms for telepresence were employed,
with different configurations and sets of functionalities. In many cases, the platforms
consisted of still or mobile robots with image and sound acquisition capacities from the
remote side and of display devices like monitors and loudspeakers or head-mounted
displays (HMDs) on the user side. Other designs also exist and offer several degrees
of immersion and presence to users. Existing robotic platforms designed for human–
robot interaction can also be used for telepresence, such as the platform presented in [64].
Aldebaran’s Nao (Nao-ROBOTS: Your Guide to the World of Robotics, Available: https:
//robotsguide.com/robots/nao/, accessed on 21 June 2023) and Pepper (Pepper-ROBOTS:
Your Guide to the World of Robotics, Available: https://robotsguide.com/robots/pepper/,
accessed on 21 June 2023) robots have features that allow for their use in telepresence
applications [65,66] (see Figure 3).

Figure 3. (Left) Pepper robot; (right): Nao robot at the American University of the Middle East.
These two humanoid robots have been used in several applications, like social robotics research
and telepresence.

https://robotsguide.com/robots/nao/
https://robotsguide.com/robots/nao/
https://robotsguide.com/robots/pepper/
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Table 2 and the following sections present a number of these platforms and their
characteristics and usages. While not providing an exhaustive list of existing platforms,
we provide an overview of the different possibilities that exist to enable telepresence
experiences for users.

Table 2. Examples of systems used in telepresence and some of their characteristics.

System Remote Side User Side Other Features

Virtual-reality-based telepresence
system [67]

Mobile platform, computer,
microphone array, speakers and

RGB-D camera
Head-mounted display

3D visual data transmission to the
user; intentions human head
movement used in the control of
the mobile platform motion

RDW telepresence systems [68] Mobile platform and 360-degree
camera Head-mounted display Motion control of the mobile

platform using the user’s walking

Framework for immersive
telepresence [69]

Handheld mobile device and
camera or panoramic camera Head-mounted display

The user and remote user
communicate through voice, and
hand gestures of the user can be
transmitted to the camera side

Immersive telepresence
system [70] Fixed panoptic camera Head-mounted display

The user can naturally look
around due to the
omnidirectionality of the panoptic
camera

Akibot [40]
Mobile platform with a screen and

devices like an otoscope and a
stethoscope

A computer
Designed to be maneuverable and
used in medical consultation
between doctors and patients

Semiautonomous
telepresence [71] robovie-mR2 robot [72] A computer

The robot is semiautonomous,
automating movements with and
without the intention of the user

Beaming system used in [73]
VR system with surround visuals
and audio and tactile and haptic

and biosensing systems

Head-mounted display and
motion-tracking suit

Recreates a real environment in a
virtual model using portable or
mobile technical interventions

Beaming system used in [74] NAO V6 robot with two webcams Head-mounted display and
motion-capture system

The system makes the robot
mimic the human user’s
movement

Geocaching activity shown in [75] Beam+ robot with a 360-degree
camera

Smartphone in a plastic case worn
by the user and an iMac computer

The robot is driven by the user
using a PlayStation 3 controller
and a desktop application

Bidirectional telepresence in [76] Beam+ robot with a 360-degree
camera

Smartphone in a plastic case worn
by the user and an iMac computer

The robot is driven by the user
using a PlayStation 3 controller
and a desktop application

Telesuit in [77] A humanoid robot A suit with sensors and a
head-mounted display

The suit is equipped with inertial
measurement units and other
sensors to capture movements of
the operator and monitor his
health

Mobile Robotic Presence system
in [34] Loomo mobile robot A mobile system

The system allows for
text-to-speech and emoji
communication, with audio and
video streaming and navigation
for mobility

3.1. Double

The Double robot (Double-ROBOTS: Your Guide to the World of Robotics, Available:
https://robots.ieee.org/robots/double/, accessed on 14 March 2022) was used in [43].
It consists of a wheeled mobile platform equipped with sensory and motor capabilities,
allowing it to navigate and avoid obstacles. It has an adjustable height and provides users
with videoconferencing functionalities.

https://robots.ieee.org/robots/double/
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3.2. Immersive Telepresence System [70]

An immersive telepresence system was presented in [70] as a device using an omnidi-
rectional panoptic camera in combination with a VR HMD connected to a client computer.
A panoptic camera is a device capable of sensing light from any direction around its center.
It consists of 49 cameras with signals exploited to obtain an omnidirectional image trans-
mitted to the client PC, where left and right eye views are generated based on the head
orientation and sent to a headset to render a 3D view. The platform is not mobile, and the
client side consists of a headset. Proposed applications are in robotic telepresence systems
and virtual tourism.

3.3. 3DMVIS

A 3D multimodal visual immersive system (3DMVIS) was presented in [78] as a
system allowing for the display of 3D computer-generated and real-world videos, taking
into account the head orientation of the user. It consists of a lens module embedded in
a head-mounted display, along with an LCD display and a sensing module that tracks
head movements. Although this is not a telepresence system itself, a telepresence system
was proposed as a combination of the 3DMVIS system, a panoramic camera system and
a data processing system, allowing for the delivery of the appropriate images to the eyes
of the user. No mobile platform was mentioned, except that the panoramic camera unit
was handheld and mobile. A proposed application for this system is house inspection for
customers interested in houses located in other cities or countries.

3.4. RDW Telepresence Systems

In [68], a “redirected walking” (see source [2] for explanation) telepresence platform
was proposed. It is based on a 360-degree camera and a head-mounted display. The camera
is mounted on a mobile robot. A control mechanism was implemented to allow the user to
control the mobile robot’s motion, and the user’s walking can be used for this. A latency of
image update and movement control was reported.

3.5. Highly Immersive Telepresence [18]

In [18], the difficulty of hosting avatar technology on user devices was reported and
was said to be due to large data and computation requirements. A design was proposed
for a telepresence system and was made suitable for a multiaccess edge computing envi-
ronment, which can provide large processing power to manage avatars with low latency.

3.6. Immersive Telepresence with Mobile and Wearable Devices [69]

A telepresence system was presented in [69]. Users were defined as “local” and
“remote”, where the local user shares visual data of their surroundings with the remote user.
These data are captured using either the user’s mobile device camera or a panoramic camera.
The two users can communicate through voice and gestures. Gestures of the remote user
are sent to the local user so they can be spatially mapped onto the physical environment.

3.7. Collaborative Control in a Telepresence System [67]

A telepresence system was presented in [67] where sound source localization and user
intention were used in a collaborative exploitation to control the motion of a mobile robot
to track speakers in interaction with the user. The platform transmits 3D visual data from
an RGB-D camera to the user equipped with a VR headset and an IMU for orientation
tracking. The platform also has a microphone array, a screen and a computer mounted on a
Pioneer mobile robot base.

3.8. Improving the Comfort of Telepresence Communication [79]

The authors of [79] investigated the unpleasantness that can be felt by persons while
using telepresence devices. Certain sound stimuli were seen to be unpleasant by users,
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such as loud voices and breathing into the mic. A system was proposed for the detection
and avoidance of such stimuli, relying on machine learning systems.

The telepresence device used in this study consisted of a handheld robot controlled by
a Raspberry Pi with components like a binaural microphone, a camera module, a display
and an audio interface.

3.9. Beaming System [73]

In [73], a system was presented with the name “Beaming”. It relies on a VR system
with 3D visuals and audio, tactile and haptic systems and biosensing. The term “transporter”
was used for this VR system, and “visitor” was used to denote the user of the transporter.
The system allows for the capture of the environment containing the transporter and
displays it to the visitor, simultaneously capturing the visitor and displaying him to the
persons in the environment.

3.10. Multi-Destination Beaming [16]

The concept of beaming, as presented in [73] as the name of a project, has been used
in other studies, such as [16]. In this work, the concept of multiple simultaneous remote
destinations was introduced. A participant would have the ability to switch between
various possible bodies in different environments instantaneously, with the illusion of
ownership over each of these bodies.

3.11. Geocaching with a Beam [75]

In [75], a study was conducted to investigate the usage of a telepresence robot in
geocaching. The Beam+ robot (Beam-ROBOTS: Your Guide to the World of Robotics, Avail-
able online: https://robots.ieee.org/robots/beam/, accessed on 14 March 2022) allows
a person to geocache with a remote partner. This activity involves several activities, like
walking, conversing and looking for objects. The study showed that embodiment in the
form of a robot and the mobility of the robot allowed participants to feel strongly present
in their remote space. However, the authors mentioned the limitations of this experience,
as remote users did not have a full sensation of the space, as components like smells and
wind were missing.

3.12. Bidirectional Telepresence Robots [76]

Collaboration between persons at different locations was addressed in [76] in situation
where these persons are required to know each other’s position and orientation. A setup
was proposed where two telepresence robots were used in two different sites by two
collaborators to achieve immersion and experience a first-person-view video to grasp each
other’s distance and orientation. This approach was shown to be promising.

3.13. Telesuit

A telesuit was proposed in [77] as a control system for a humanoid telepresence robot.
It consists of a suit equipped with sensing elements used for tracking and relaying the user’s
movements to a humanoid robotic avatar. In the opposite direction, video signals are transmit-
ted from the robotic avatar to be projected to the user through a head-mounted display.

Based on the platforms shown in this section, it is possible to see the differences among
concepts and objectives addressed by various works in telepresence. While some rely on
existing humanoid robots and exploit their functionalities for telepresence, others use
non-humanoid platforms. While the focus of some works was on the user perception of
the remote environment, others focused more on the mobility and maneuverability of the
platforms. Additionally, while some are fully controlled by the users, others are designed
to have degrees of autonomy in their motions. It can be seen that in comparison with each
other, each of these works has its limitations, as it cannot provide all the functionalities at
the same time. Challenges remain to be tackled in this field, as discussed in Section 5.

https://robots.ieee.org/robots/beam/
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4. Components of a Telepresence System

To be able to provide users with perceptions corresponding to presence in other
environments, telepresence platforms such as those shown in Section 3 require different
functionalities in relation to the tasks they perform and the degrees of immersion they
provide. For immersive perceptions, this ranges from audio, video and other sensory signal
acquisition, to processing, transmission, reception and display. Similar steps are involved
in the transmission of information from the user side to the platform side if the system
allows for interaction between the user and the remote environment. Figure 4 shows the
landscape of the technologies involved in telepresence systems. A telepresence platform
does not have to be equipped with all these technologies, as, for example, some are not
mobile, and others differ in their motion control.

Figure 4. Technologies involved in a telepresence system.

4.1. Signal Acquisition

Signals transmitted from a telepresence platform to a user mainly contain visual
and auditory information but can also contain other information depending on the tasks
performed by the platform, like haptic data in teleaction systems [80,81]. In both auditory
and visual information, different factors are involved, such as the number and resolutions of
channels used, among other characteristics. Indeed, visual information displayed to users
can rely on one channel, through a display screen for example, or on two channels with
head-mounted displays. Similarly, auditory information can rely on one or more channels
emitted through one or more loudspeakers. Different works have addressed the signal
acquisition task with the aim of improving its applicability in telepresence. The resolution
of the cameras used in telepresence systems was addressed in [82]. The tradeoff between
increasing the resolution to levels suitable for th human eye and reducing it to decrease
the streaming bandwidth was shown. A camera system was proposed that consisted of an
omnidirectional camera and a pan–tilt–zoom camera used to increase the resolution for the
user region of interest in the available bandwidth range. In this system, the orientation and
zoom level of the camera are controlled by the user with a head-mounted display.

A study was conducted in [83] to investigate the effect of the orientation of a camera
used in a telepresence application and its field of view on the interaction between users.
Giraff telepresence systems were used, and the authors suggested that limiting the field of
view of the camera can enhance the interaction, which does not support the assumption
that widening the angle of view of the camera is best.

4.2. Signal Transmission

In many cases, signals acquired in a telepresence application require real-time stream-
ing with high signal-to-noise ratios. Telepresence systems highly depend on signal trans-
mission media, with certain applications critically requiring firm real-time operation. To
this end, several works have attempted to increase the reliability of transmission media for
telepresence in particular. For example, the development of 5G technologies has provided
a flexibility that can enable procedures like remote and robot-assisted surgeries [84,85].

In [86], the possibility of using light fidelity technology was tested in telepresence
robots. It was mentioned that using Li-Fi, data can be transmitted up to 100 times faster
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than using Wi-Fi. In the study reported in [75], a mobile hot spot with 4G/LTE technology
and data rates of 100 Mbps was used. The transmission of data over long distances was
addressed in [87], where the use of it both Wi-Fi and Li-Fi communications was proposed.
WebRTC (webRTC, Available: https://webrtc.org/, accessed on 14 March 2023) has also
been relied on in several previous works [33,47]. It enables voice and video communications
and streaming in real time over the Web.

4.3. Signal Output

Another component of a telepresence application is the delivery of transmitted signals
to the user, which can be achieved using a screen and a loudspeaker like in Beam, Ava
(Ava-ROBOTS: Your Guide to the World of Robotics, Available: https://robots.ieee.org/
robots/ava/, accessed on 14 March 2023) and QB (QB-ROBOTS: Your Guide to the World
of Robotics, Available: https://robots.ieee.org/robots/qb/, accessed on 14 March 2023).
Other works have used HMDs [67,68,70,88] like Oculus (Oculus Rift S: PC-Powered VR
Gaming Headset | Oculus, Available: https://www.oculus.com/rift-s/, accessed on 14
March 2023), and HTC Vive ( VIVE-VR Headsets, Games, and Metaverse Life | United
States, Available: https://www.vive.com/us/, accessed on 14 March 2023). The difference
between monitors and HMDs as output media was studied in [89], specifically in the
perception of human-like characters. The study revealed higher levels of immersion felt in
virtual environments through HMDs.

4.4. Mobility

The navigation of mobile telepresence robots was addressed in [90], where it was
shown that dynamic human-populated environments can be challenging. Another con-
straining aspect of robot mobility and navigation is the presence of stairs or rough terrain
in the areas of operation. This was addressed in [86], where a mechanical design consisting
of a robot with both wheels and legs was proposed. The studies conducted in [32] and [30]
showed the importance of appropriate robot control in path and motion planning.

Among the robotic platforms used in telepresence, the Pioneer P3-DX (Pioneer 3-DX,
Available: https://robots.ros.org/pioneer-3-dx/, accessed on 13 March 2023) (Pioneer 3-
ROBOTS: Your Guide to the World of Robotics, Available: https://robots.ieee.org/robots/
pioneer/, accessed on 13 March 2023), has been used in studies like [68] and [67]. It is a
wheel-based, differential-drive platform designed for autonomous navigation that can be
enhanced with more functionalities.The Pioneer 3 robot has a height of around 24 cm. Other
robots have been designed to be higher, with limited lengths and widths allowing them
to have satisfying mobility and maneuverability capacities. Among these robots, Beam,
Ava, QB, Double, VGo (VGo - ROBOTS: Your Guide to the World of Robotics, Available:
https://robots.ieee.org/robots/vgo/, accessed on 14 March 2022) and Vita (Vita-ROBOTS:
Your Guide to the World of Robotics, Available: https://robots.ieee.org/robots/rpvita/,
accessed on 14 March 2022) have different heights, which can exceed 180 cm, like QB, which
has an adjustable height with a minimum of 76 cm.

4.5. Motion Control

Another aspect of robotic platforms with degrees of freedom allowing them to per-
form actions is motion control. These actions can range from displaying emotions to
manipulation in the environment where they are located. During social interaction, the
remotely present person may have reactions that can be translated into movements of
the telepresence platform. These movements can be controlled by the user or performed
autonomously by the platform. Autonomous movements for telepresence robots were
addressed in [79], where the perspectives of local and remote users and their impressions
were taken into consideration. Movements were classified as voluntary and involuntary,
and the authors concluded that automating both types of movements can improve the
impression of the users unless collisions happen between the autonomous movements
and the remote operation commands. The robot used in this study was a robovie-mR2,

https://webrtc.org/
https://robots.ieee.org/robots/ava/
https://robots.ieee.org/robots/ava/
https://robots.ieee.org/robots/qb/
https://www.oculus.com/rift-s/
https://www.vive.com/us/
https://robots.ros.org/pioneer-3-dx/
https://robots.ieee.org/robots/pioneer/
https://robots.ieee.org/robots/pioneer/
https://robots.ieee.org/robots/vgo/
https://robots.ieee.org/robots/rpvita/
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which has 18 servomotors, allowing for control of different parts of the face and the rest
of the body. Vision and audio sensors were installed on this platform for the purposes of
the study.

In [22], an approach for designing and controlling telepresence mobile robots was
proposed for social interactions. A list of design features was presented, comprising
elements like handling, maneuverability, controllability, robustness, user interface and
dynamic performance. The safety of humans in the presence of telepresence robots was
also addressed, as potential hazards were identified. Such hazards were, for example, the
lack of knowledge about the motion path of the robot, failure in controlling software and
hardware and access by an unauthorized operator.

One of the components of human–robot interaction and human–human interaction is
gaze. Gaze was suggested in [91] as an input method allowing the control of telepresence
robots. It was designed to assist persons with disabilities in their daily interactions. A
system was proposed to implement this method. It consisted of a virtual reality head-
mounted display with eye trackers and a telerobot with a 360-degree camera streaming
live video to the head-mounted display.

5. Discussion and Novelties

An analysis and a discussion of important points found throughout the performed
review are presented in this section. We also highlight and describe some research gaps
observed in some of the reviewed papers.

5.1. Discussion

In the different settings and applications of telepresence, facilitating and challenging
factors exist. For example, in aged care, factors like the feeling of physical presence and
ease of use are facilitators, while privacy and Internet connectivity are barriers [92]. Similar
findings have been reported for telepresence in education [93]. In medicine and specifically
in intensive care units, telepresence robots have been found to be advantageous in lowering
response times and mortality rates, despite facing the challenges of regulatory and financial
barriers [94].

For future work in telepresence, it is possible to envision platforms offering more
functionalities and features to users. This can be achieved by stimulating all senses of
users and allowing them to perform actions in remote environments. The presence of
a user in a remote environment can also be made more realistic through the usage of
avatars. This has been proposed in VR with modular codec avatars [95] and in mixed
reality with full-body avatars, enabling interaction for users [96]. Extension of telepresence
technology was proposed in [97] as a concept allowing for a new means of human remote
control interfaces working with telepresence technology. In comparison with a standard
telepresence setup where videoconferencing is employed, the extension was proposed to
consist of the following points.

• Equipping a mobile robot with a camera, microphone and speaker on its head and
equipping the user with a VR headset with earphones, a microphone and a remote
controller for speed and direction;

• Equipping a robot with an arm and the user with a remote controller with the aim of
enabling the ability to grab physical objects;

• Using other devices like a glove with finger sensors and a body suit with joint sensors
to improve the body control of a robot.

With the development of manufacturing, sensing and transmission technologies, the
above can be accomplished relatively easily, despite the challenge of user satisfaction. For
instance, the robotic platform presented in [98] and shown in Figure 5 can be equipped
with visual and sound-sensing capacities corresponding to a telepresence applications.
Additionally, it can be mounted on a mobile platform and augmented with actuation
capabilities, allowing the remote user to control its actions, like arm manipulation and head
movements. Such a platform can be used for several applications, notably in education as
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an interactive multimodal tool. Additionally, it is possible to exploit a single telepresence
platform for used by different users. While some works were presented in which a person
can be present in multiple places at the same time, other work has been conducted in which
multiple persons can access the same remote location through the same platform. This is
referred to as “multipresence” [99].

Figure 5. Adam animatronic robotic platform at the American University of the Middle East.

The future of telepresence work and applications can be envisioned in line with the
developments taking place in VR, AR and mixed reality (MR). The technologies used
in telepresence are closely interleaved with VR, AR and MR. In this context, AR and
MR can be used to support collaborative work [100], with applications in telemedicine,
teleducation [101–103] and codesign in manufacturing [104]. Concepts like local and
remote users are also clearly present in remote collaboration, with social and copresence
factors affecting the user experience [105]. It was shown in [101] that telepresence robots
can be used to address the limitations of AR/MR-based remote collaborative systems,
which offer limited telepresence and naturalness, along with poor user experiences. The
olfactory sense and haptics can also improve user experiences in telepresence, as in remote
collaboration [105,106]. Regarding the visual modality of telepresence, it was reported
in [102] that although immersive technologies have been previously shown to potentially
enhance the human perception of 3D data, they are not always better than traditional
workstations. This raises questions about the identification of correct research directions to
improve user experiences and the functionalities of telepresence.

5.2. Novelties

Other challenges facing telepresence robot designers are shown here, along with
some identified gaps that constitute points to take into consideration when working on
telepresence applications. Importantly, attention must be focused on assessing different
aspects of user experiences of telepresence systems. Indeed, a large number of publications
do not take into account some of these aspects, which constitutes a gap that can reduce the
impact that telepresence systems are intended to have.

Interaction in social mobile telepresence can be evaluated in terms of quality and in
comparison with interaction between persons. This was the topic of the study reported
in [107], where several tools were used. A questionnaire that assesses the perceived presence
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and ease of use was implemented, and theories about spatial formations and their influence
on the quality of the interaction were established. Aside from the aspects of immersion,
telepresence media can be associated with user experiences like VR sickness and oscillopsia.
VR sickness is associated with symptoms like disorientation and nausea and is caused by
factors like hardware (e.g., field of view and latency) and content (e.g., graphic realism
and duration) [108]. Oscillopsia is associated with an instability in the visual world of an
observer [109–111] and can be seen in applications where a camera transmitting visual
information to an observer has to adjust its orientation to follow the observer [70]. Studies
have been conducted on ways to reduce these effects [112,113], and they are important to
take into account when designing immersive telepresence systems.

6. Conclusion and Future Work

This paper reviewed the current status of telepresence by going over different ap-
plications, developed platforms and technologies. While great potential for telepresence
is witnessed and its benefits have been demonstrated in different applications, several
challenges remain to be faced before it becomes well-accepted and regulated. The depend-
ability of telepresence platforms also relies on other fields of research and technology, and
advances in robotics, VR, AI, signal transmission and other fields can push telepresence
forward and in further applications.

The content of this paper may be of interest to researchers already working in telep-
resence or new to the field. The surveyed work is not exhaustive, and the purpose was
to gather relevant sources related to the different topics addressed in this paper so as to
provide a clear view of recent advances. While some relevant sources may have been
missed, the reviewed sources provide insights on telepresence, supporting future work, as
it shown next.

Among the assessed works, it is noticeable that there is no unique definition for
telepresence itself, along with concepts like immersion. In some works, telepresence can
be achieved through screen- and loudspeaker-based video conferencing, while in others,
it is achieved with auditory, visual and even tactile stimuli perceived by users through
head-mounted displays and other means. Telepresence platforms can be still or mobile, and
when mobile, they have different degrees of autonomy. Moreover, to achieve immersion,
displayed signals can be obtained through different means, allowing for different levels of
3D or 2D perceptions of environments. While some works developed ad hoc platforms,
others relied on existing platforms in their telepresence applications. Whether or not
complete immersive telepresence can be achieved is related to several factors, with a
high level of dependency on advances in signal acquisition, transmission and display
technologies. Still, the meaning of the term complete here varies among researchers
and applications.

In the future, this review will be extended to cover different areas, notably:

• A separate focus on the different applications mentioned in this paper;
• User acceptability of telepresence systems and ways to evaluate the user perceptions

of telepresence systems they use. This can be studied as a function of each application
and can be achieved with questionnaires. A review of user acceptability of VR and
AR systems can also be of importance in this field;

• An important aspect to study deeper is the relation of telepresence with user experi-
ences that can have negative effects on users, such as VR sickness and oscillopsia. This
is an important question to address when designing telepresence systems, and a clear
understanding of this topic must be obtained.
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