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Abstract: Testing agricultural operations and management practices associated with 

different machinery, systems and planning approaches can be both costly and  

time-consuming. Computer simulations of such systems are used for development and 

testing; however, to gain the experience of real-world performance, an intermediate step 

between simulation and full-scale testing should be included. In this paper, a potential 

common framework using the LEGO Mindstorms NXT micro-tractor platform is described 

in terms of its hardware and software components. The performance of the platform is 

demonstrated and tested in terms of its capability of supporting decision making on infield 

operation planning. The proposed system represents the basic measures for developing a 

complete test platform for field operations, where route plans, mission plans,  

multiple-machinery cooperation strategies and machinery coordination can be executed 

and tested in the laboratory.  
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1. Introduction 

Full-scale testing of agricultural operations management can often prove both costly and time 

consuming, while computer simulations often make assumptions and estimates about the environment, 
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sensors and actuators in the system. In particular, when considering agricultural operations, full-scale 

testing can only be carried out at certain times of the year, possible only a few months, and tests on the 

same area cannot be easily repeated, i.e., a crop can only be harvested once. 

Computer models intended to simulate sensors and actuators are only a representation of reality 

with a certain level of accuracy. The models are designed to simulate scenarios the developers have 

deemed relevant to test design parameters. In [1], GPS signals are simulated to realize the external 

noise sources affecting the operations of an agricultural vehicle’s auto-steering system. The GNSS and 

vehicle model are tested with a nonlinear model predictive controller. The current system models are 

still only designed to test the scenarios the developers want to research based on current  

domain knowledge.  

Software tools for modeling and simulation of robot vehicles exist in the form of tools, such as 

player-stage-gazebo and Microsoft robotics studio. Game engines for physical simulation or model-based 

differential equations allow a robotics simulation tool to simulate the system physics [2]. Robotics 

simulation frameworks have been used to move directly from simulation to full deployment on a 

vehicle. Robotics simulation frameworks provide a number of generalized building blocks (vehicle, 

sensors and actuators) that can be modified to describe different setups. To select viable solutions, 

extensive domain knowledge of the system type and tool building blocks is needed. The authors of [3] 

first use computer simulation and then real life testing to gather results on the effectiveness of a system 

to control small robots during an environment discovery procedure. Simply procedural algorithms 

were tested in the computer simulation, and once their robustness was proven, real life testing was 

carried out on a small scale.  

An intermediate step between simulation and deployment has been developed in recent years, by 

utilizing a Hardware-In-the-Loop [4] test setup to evaluate an algorithm’s control response and 

robustness. A Hardware-In-the-Loop test setup is still dependent on the correct modeling of sensors 

and actuators, for evaluation of the control loop. 

In the case of field machinery operations, whilst there are a number of examples for the 

implementation of test platforms and small-scale machines, these are limited. The authors of [5] used 

two iRobot Magellan Pro robots in an indoor environment in order to demonstrate a methodology for 

real-time docking of combined harvesters and transport carts. The authors of [6] used the iRobot 

platform to test a swarm intelligence algorithmic approach for multi-robot setup for controlling weed 

patches distributed within a field area, and [7] developed a robotic platform equipped with cameras for 

row guidance and weed detection for the mapping of weed populations in fields, which was used to 

demonstrate intelligent concepts for autonomous vehicles. 

Nevertheless, the above-mentioned examples are customized tools developed specifically for each 

application under study and do not build in a common standard framework. 

LEGO Mindstorms is an example of a common framework that has been used in other scientific 

disciplines related to robotics, e.g., robotic exploitation [8] and team intelligence [9]. LEGO 

Mindstorms provides a proven, versatile framework for prototyping mechanical robotic systems that 

are programmed with a high degree of complexity. It also provides a system that has the ability to add 

and remove functionalities, as well as to reconfigure its architecture. This allows it to adapt to the 

needs of the different requirements of various applications, giving it an advantage over other 
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frameworks. This critical notion is in accordance with the requirements of future innovative 

agricultural fleet management systems, as have been outlined [10]. 

In order to quickly test operational management techniques, a test platform was developed, utilizing 

a LEGO Mindstorms micro-tractor, allowing for easily replicable results that can be evaluated while 

interpreting collected data. The test platform also consists of control and display modules that enable it 

to execute and monitor management techniques. Compared to a Hardware-In-the-Loop, solution the 

micro-tractor allows for the evaluation of software components using actual sensory input. This test 

platform is seen as an intermediate between simulation and full-scale testing, rather than a replacement 

of either. 

In this paper, the test platform is described in terms of its hardware and software components.  

The performance of the platform is demonstrated and tested in terms of its capability of supporting 

decision making on field operation planning by indoor environment simulations. Following this 

introduction, the LEGO Mindstorms suite is described in Section 2. In Section 3, the hardware and the 

software components are described. Section 4 outlines the tests, which were conducted to prove the 

test platforms’ fitness for the purpose, and finally, conclusions are made in Section 5. 

2. The LEGO Mindstorms NXT 

LEGO Mindstorms is a suite developed by LEGO containing the “NXT Intelligent Brick” as the 

main controlling unit. It is programmed either using LEGO’s own Mindstorms IDE (integrated 

development environment) or various third-party development tools. The NXT Brick is capable of 

controlling three LEGO NXT servo motors in terms of rotation speed and direction, via voltage 

regulation. The NXT servo motors also have built-in rotary encoders that can deliver 720 steps, 

equivalent to an accuracy of 0.5°, which are used to monitor the angular position respective to their 

starting position, which is deemed to be zero degrees. The NXT Brick can have up to four sensors as 

inputs through either analogue or I2C connections. These sensors include standard LEGO sensors, 

such as light sensors, touch sensors and ultra-sonic sensors, and sensors developed from other 

companies (e.g., ViTech, Microinfinity, Dexter Industries), such as temperature sensors, color sensors, 

chemical sensors, etc., coping with the measuring requirements of scientific experimentations.  

3. Methods 

3.1. Hardware 

The steering of the tractor is actuated with a rack and pinion system, which allows the front wheels 

to turn through ±30°. A standard NXT motor was used to control the steering (Figure 1a) with a 

gearing at a ratio of 7:1 to increase the range of the control. The rear wheels are controlled by another 

NXT motor (Figure 1b), which transmits the power to the back axles via a differential gear. This 

allows the vehicle to turn corners without the back wheels slipping. The specific relation of the gearing 

ratio and the size of the rear wheels tires results in a 0.51 mm movement of the tractor for each degree 

that the drive motor turns.  

The micro-tractor was designed to be a representation of a generic tractor, rather than a specific 

tractor, so as to allow more flexibility in the transferability of the results. The micro-tractor has a 
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wheelbase of 175 mm and a turning radius of 370 mm. Considering that an average medium-sized 

tractor (150 hp) has a wheelbase and turn radius of approximately 2.5 m and 5.2 m, this would 

correspond to a scaling of 1:14. If there is a need for the test result to demonstrate a specific tractor, the 

use of LEGO would allow for fast modification. 

Figure 1. Photos of the steering and drive components. 

(a) (b) 

The main navigation sensor is the CruizCore® XG1300L IMU, which is mounted on the front of the 

micro-tractor and is able to measure the relative heading of the micro-tractor compared to the starting 

position with a relative accuracy stated as <0.1°. The device contains a single axis MEMS gyroscope 

and a three-axis accelerometer. The signals from these sensors are processed onboard the device, 

applying factory set compensation factors, which helps to reduce the most significant errors. The 

measured heading is susceptible to a maximum error of 10°, according to the product specifications, 

during one hour of continuous operation. 

As part of developing a platform to demonstrate various agricultural operations, implements can be 

constructed using additional NXT units. However, the micro-tractor has one motor port and three 

sensor ports available for implements that are not equipped with an NXT unit. The micro-tractor is 

equipped with a drawbar suitable for connecting implements. 

3.2. Software  

The BricxCC (Bricx Command Center), an open source Windows program that uses the NXC 

programming language [11], is used to compile the programs contained on the NXT Brick. Matlab 

(MathWorks®) and the RWTH-Mindstorms NXT toolbox [12] were used for remote communication 

with the NXT Brick via Bluetooth (Figure 2). 
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Figure 2. The communication architecture. 

 

3.2.1. Communication 

The Bluetooth protocol utilized by LEGO is placed on top of the Serial Port Profile (SPP) protocol. 

Direct control commands provide the ability to remote control the NXT from a computer. Each NXT 

command over a Bluetooth connection takes approximately 100 ms to successfully process, making it 

too slow for precision control of the tractor. As a consequence, the micro-tractor was chosen to be 

programmed in the NXC programming language, and the compiled code was loaded directly onto the 

NXT for execution. Programming the NXT directly provides the ability to control the position and 

angle with a much higher accuracy, compared to the Bluetooth solution. If communication between the 

computer and brick is lost at any point during the testing, the NXT makes a sound, so that testing can 

be aborted and restarted. 

3.2.2. Route Planning 

The route planning for the micro-tractor was implemented offline using the Matlab programming 

language. The input for planning includes the boundaries of the working area, which can be selected in 

a digital map, and a number of operational parameters (Figure 3). Based on the input, as the first step,  

the geometrical representation of the field is generated. The geometrical representation regards the 

definition, in terms of their coordinates, of the geometrical entities inherent in a field area 

representation. These entities include the parallel field-work tracks and the peripheral boundary passes 

(headland area). The next step includes a coverage path generation, which could be either a 

conventional plan (e.g., sequential ordering of the tracks) or optimized according to the principle of  

B-patterns, that algorithmically results in an optimal field-work track traversal sequence according to 

an optimization criterion [13,14]. In the latter case, the coverage plan does not follow the repetition of 

standard motifs, but the plan is a unique result of the optimization approach on the specific 

combination of the mobile unit kinematics, the operating width and the optimization criterion, such as, 

total or non-working travelled distance, total or non-productive operational time, a soil compaction  

measure [15], etc. In the presented case, the non-working travelled distance has been considered as the 
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minimization criterion. The optimization problem is that of finding the optimal track sequence: 

, where  is the arbitrarily ordered set of the field tracks that 

cover the entire field area,  is a permutation,  is the bijective 

function, which for any field track  returns the position of the ith field track in the track traversal 

sequence, and  is the cost for moving between tracks,  and , which, in the 

particular case, corresponds to the nonworking travelled distance. 

Figure 3. The architecture of the route planning. 

 

The final function is the generation of the routing orders, which include a sequence of straight lines 

and turnings executions. Straight line segments are described by the heading, the distance to be 

travelled, the driving speed and the starting X and Y coordinates. Turning segments are described by 

the initial heading, the final heading, the direction of the turn (clockwise or anti-clockwise) and the 

driving speed. 

3.2.3. Position Determination 

The micro-tractor determines its position onboard the NXT using the heading value from the IMU 

and the encoder value from the drive motor. Using these values, the position and heading are 

calculated relative to the micro-tractor’s starting position and heading. While communicating with the 

visualization computer, the micro-tractor samples the IMU and drive motor encoder and calculates its 

position, at a rate of approximately 12 Hz. Using these techniques for position determination requires 

the micro-tractor to be operated on a face surface with minimal slip between the wheels and  

surface occurring. 

3.2.4. Vehicle Navigation Control 

The route maintains its structure of a straight line and turning segments. The segment commands 

are passed to the NXT one at a time from the Matlab control system; this allows for the execution of 

management techniques that require real-time adaption of the route. During straight segments, the 

NXT calculates the number of revolutions of the drive motor it needs to make to drive the prescribed 

distance. While this is executing, the NXT monitors the micro-tractors distance from the line normal to 

the direction of travel and the angular error in the heading to that direction of travel (Figure 4). These 

two calculated errors are entered into a transfer function, and the NXT makes an adjustment to the 
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steering wheels in order for the micro-tractor to reduce these errors and follow the line as described.  

A similar control system is described in [16] for use with a full-scale four-wheeled machine, where the 

errors are referred to as the lateral and angular error. The LEGO test platform also assumes that it is 

operating on a hard, flat surface with minimal slip. The parameters for the transfer function used were 

determined empirically. 

Figure 4. Heading error and distance from the line to travel. 

 

To execute a turn segment, a second control function is used. The micro-tractor sets its wheel in a 

full lock position in the direction of the turn and then starts the drive motor. During the turn,  

the heading is monitored until the micro-tractor reaches its desired angle, at which point the drive 

motor is stopped and the steering wheels are turned back to the zero position. The reason the steering 

wheels are moved while the vehicle is stationary is to ensure that the micro-tractor traces perfect circles. 

3.2.5. Visualization 

The estimated current heading and position of the micro-tractor are written to a text string and 

passed into separate mailboxes with 100 ms division, overwriting the old message in the mailbox, 

along with a timestamp. The task of the Matlab system is to read the content of the mailbox and store 

and display the results. The current state of the tractor is then calculated and plotted on the map,  

the travelled path and the desired path are also plotted for comparison reasons. 

3.3. Test Platform Architecture 

The architecture of the LEGO test platform aims at mimicking the real-world system in a 

meaningful way (Figure 5). The main three modules of the system are the Position Determination, 

Vehicle Control and Visualization. Each of these modules is replicated within the test platform. Within 

the LEGO platform, although the Route Planning and Visualization are separate systems, they are run 

on the same computer. The dashed lines on Figure 4 indicate the components of the system that 

contain the modules. There are some differences between the component setups in the systems; 

however, this does affect the functionality. For example, the connection between the Vehicle Control 

and Visualization modules is implemented via a wired connection in the real-world system and a 

wireless, Bluetooth connection in the LEGO platform. The functionality of these connections is simply 

to pass information from the Vehicle Control module to be displayed by the Visualization module.  

The rate at which this information is sent, approximately 10 Hz, is well within the tolerance of the 

Bluetooth connection; plus, as mentioned in Section 3.2.1, if the connection is interrupted, the test is 

aborted. Therefore, the Bluetooth connection has the same functionality as the wired connection. 

A similar full-scale testing system is described in [17]. Route plans are first generated on a 

computer and transferred to the test tractor via USB. The tractor then executes the plan, while 

performing vehicle navigation, and displays the results on a small onboard computer. By using a 
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similar architecture on the test platform as in the real world, the solutions that are found, such as route 

plans and management techniques, are able to be transferred to the real-world system more effectively. 

Figure 5. Depiction of LEGO platform and real-world architectures. 

 

The methods used in the Position Determination modules of the LEGO platform and the real world 

are vastly different; however, their outputs are the same. A limitation of the current Position 

Determination module in the LEGO platform is that the operation surface must be flat and provide 

minimal tire slip, which is not the case in the real world. A limitation of the real-world GPS system is 

the need for contact with many satellites, which can be susceptible to overhead obstructions, such as 

trees or cloud cover. Since the LEGO platform operates indoors, the use of a GPS system would be 

extremely difficult. In the real world, a combination of sensors, such as computer vision techniques or 

multiple GPS antennae, would be required to obtain an accurate estimate of the vehicle’s heading; 

however, in the LEGO platform, the IMU sensor is sufficient. In both systems, the Position 

Determination modules provide the Navigation Control module with an estimation of the current 

position and the current heading, so that steering corrections can be made, and in this way, they can be 

considered to be comparable. 

The system architecture of the platform is built in a modular manner, so that components, such as 

the Navigation Control or Visualization, could be easily exchanged with another module, as long as 

the new module takes the same inputs and gives the same outputs. To increase the functionality of the 

system to allow for real-time operations management, the link between the Route Planning and 

Navigation Control modules should be modified to a two-way connection, so that data can flow 

between them. This connection would allow the Route Planning module to update the current plan due 
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to any changes that may be observed. The micro-tractor can receive commands to execute each 

segment of the path separately; therefore, the remaining segments of the path, after the current segment, 

are still open to being altered. This modification of the architecture will be investigated in future work. 

4. Implementation of the Test Platform 

4.1. Position Accuracy 

An indoor GPS (iGPS) was used to test the accuracy of the micro-tractor position determination. 

The iGPS system (Nikon Metrology, NV Europe) combines a transmitter sensor placed at the center of 

the rear axle of the micro-tractor (Figure 6a) and six beacon posts (Figure 6b) located around the 

working area. The author of [18] documented the iGPS system capabilities to track movement up to  

3 m/s with an accuracy of 0.3 mm. Opposite planar and angular motions were tested to ensure an 

unbiased dataset for evaluation. This confirms that iGPS is usable for both static and kinematic spatial 

positioning and tracking. The kinematic measurement mode of the iGPS was used to track the 

movements of the micro-tractor with a frequency of 40 Hz. 

Figure 6. (a) The micro-tractor with mounted iGPS sensor and power source trailer;  

(b) the iGPS beacon. 

 
(a) (b) 

A series of navigation accuracy tests were performed in “virtual” fields for different combinations 

of operating width and driving directions. For example, Figure 7 presents the three paths (off-line 

planned, on-line estimated and actual measured) on a “virtual” field for the case of a 250-mm working 

width and 0° driving direction. Based on the tests, for a basis driving distance of 71.43 m 

(corresponding to 1 km full-scale distance), including straight line driving (operating on a field-work 

track) and 180° maneuvering (headland turnings), the average cross-track error between the estimated 

path and the iGPS path executed by the micro-tractor was 0.028 m, corresponding to 0.39 m full-scale 

cross-track error. This error is comparable with a typical error in field machinery navigation based on a 

standard GPS system, thereby showing that the Position Determination is satisfactory for use. 

In order to simulate the capabilities of RTK- and DGPS-based navigation systems, the accuracy of 

the proposed system would need to be increased. However, the improved system should be low-cost 

and flexible, which excludes the use of precise, but expensive systems, such as iGPS; therefore, further 

examples were executed using only the tractor’s position determination. The inclusion of a more 
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accurate position determination, once developed or sourced, would be relatively simple, due to the 

modular setup of the architecture described in Figure 5. 

Figure 7. The planned path (the black line), the estimated path by the micro-tractor internal 

sensors (red line) and the actual path recorded by the iGPS (blue line). 

 
4.2. Demonstration Examples 

To demonstrate the capabilities of executing and evaluating routing plans, the test platform was 

used to test area coverage plans with different setup parameters, such as working widths, driving 

angles, number of headland passes, etc. Figure 8 presents the executed plans from different operational 

scenarios on the same field. The accuracy of the micro-tractor’s ability to maintain the predefined 

paths are detailed in Table 1, each test scenario was executed three times by the micro-tractor, and the 

results were then averaged. 

Figure 8. Four different scenarios show prescribed route (black line) and driven route  

(red line) for working width and driving angle (a) 0.650 m—90°, (b) 0.8 m—90°,  

(c) 0.5 m—0° and (d) 0.25 m—120°. The axes are in the micro-tractors-scale and are in mm. 

(a) (b) 
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Figure 8. Cont. 

(c) (d) 

Table 1. Results from test scenarios. 

Working 
Width (mm) 

Driving 
Angle 

Expected Path 
Length (m) 

Actual Path 
Length (m) 

Path Length 
Error 

Average 
CPD * 
(mm) 

Shown in 

250 120 82.95 83.10 0.18% 26.76 Figure 8d 
250 90 73.76 74.68 1.24% 24.15  
500 0 56.57 57.98 2.49% 20.25 Figure 8c 
650 90 38.84 39.16 0.81% 20.27 Figure 8a 
800 90 26.98 27.37 1.44% 15.92 Figure 8b 
760 0 115.35 116.40 0.91% 52.03 Figure 9 

* Cross Path Divergence. 

To demonstrate the system’s ability to test real-world scenarios, a real field was used in the final 

test scenario (Figure 9).  

Figure 9. (a) The demonstration field; (b) predefined route (black line) and driven route (red line). 

(a) (b) 
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The field used is located at 52.42° N, 2.58° W, and the dimensions were sampled from Google 

Earth and scaled down by 1:14 to be relative to the test platform. The route was planned using a 

working width of 0.714 m (approximately, in full scale, 10 m) and driving parallel to the longest edge of 

the field. 

5. Conclusions 

The proposed system represents the basic measures for developing a complete test platform for field 

operations, where route plans, mission plans, multiple-machinery cooperation strategies and machinery 

coordination can be simulated and tested in the laboratory. The laboratory tests are easy to demonstrate 

and replicate at any time of the year; full-scale testing is often limited by weather and field conditions. 

Furthermore, using a small-scale test platform eliminated a lot of the safety concerns associated with 

operating large driverless machinery. The test platform should be seen as an extension to  

simulations-based evaluation rather than a replacement. Even the most stringently programmed 

simulations are susceptible to errors or to things being overlooked. The test platform provides another 

stage of quality assurance, with systems interacting with real collected data, before full-scale testing is 

attempted. The results from the test platform also add credence when planning full-scale testing and 

eliminate costly, superfluous tests. 

The proposed system also provides many opportunities as an educational tool. Students can quickly 

and easily test management techniques in a classroom environment and see their ideas implemented in 

a physical way. Moreover, the modular setup of the system architecture allows students to develop and 

test new modules, gaining many insights into system engineering and controller design. While the use 

of the IMU and encoder values adequately estimates the micro-tractors position, it limits the system, as 

the surface it is run on must be smooth, flat and solid. For the purposes of testing operational 

management techniques, this is of no consequence, as fields are often simplified using flat 2D 

representation. However, if another method for efficiently determining the micro-tractor position were 

deemed necessary, this module could be replaced without affecting the rest of the system.  

The execution of coverage plans was chosen to show the capabilities of the test platform to 

implement agricultural operations management techniques. The demonstration examples also show 

that is possible to evaluate coverage plan scenarios, involving different operational features  

(e.g., working widths, driving angles and number of headland passes), in terms of different operational 

efficiency measures, e.g., the measured non-working travelled distance, overlapped or missed area and 

operational time. The example using the real field (Figure 9) could be used as the first step in 

developing a Control Traffic System for the real-world field. Since the route planning has been shown 

to be effective, the full-scale testing could proceed more quickly. 

The next steps are envisioned to be, for example, the inclusion of additional sensors (e.g., for 

mapping spatial variations within an area, crop row following, collision detection and enhanced 

navigation accuracy) and the implementation of multiple micro-tractor systems. 
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