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Abstract

:

This paper reviews recent developments in the emerging field of resilient robots and the related robots that share common concerns with them, such as self-reconfigurable robots. This paper addresses the identity of the resilient robots by distinguishing the concept of resilience from other similar concepts and summarizes the strategies used by robots to recover their original function. By illustrating some issues of current resilient robots in the design of control systems, physical architecture modules, and physical connection systems, this paper shows several of the possible solutions to facilitate the development of the new and improved robots with higher resilience. The conclusion outlines several directions for the future of this field.
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1. Introduction


Biological systems have the ability to recover themselves from severe damage such as lost limbs by creating new compensatory behaviors. Although such properties would be desirable in robotic systems, most robotic systems tend to fail due to material degradation and/or unanticipated disturbances from the world environment. Many applications such as space exploration and rescue tasks in dangerous tasks often require self-recovery abilities and resilient robots are considered as one of the solutions.



The inspiration for the biological systems and the growing demand of recovery abilities is a great motivator for research in the field of resilient robots. Resilient robots are robots that can recover their original function after partial damage. Though the number of robots that are named “resilient robots” is small, we believe that the resilient robot does have its identity and is worth the special attention of the scientific community.



In fact, resilience is the property of each system itself, and any system is resilient, but the major difference is the degree of resilience as per the requirement of the application. For instance, the majority of the existing self-reconfigurable robots have relatively low resilience. This is because the reliable autonomous control for reconfiguration (software) and the associated mechanism design (hardware) are very challenging. These challenges also occur in other robotic systems. Particularly, most robots’ resilience is restricted due to slow technological developments in the areas of hardware prototypes, actuators, and communications, and thus the system may not recover its original function even if it suffers slight failures.



Considering the number of robots described in the literature, so far only a few of them focused on resilience. There are a large number of modular self-reconfigurable robots (MSRR) prototypes. A recent review of the hardware architecture of the MSRRs is referred to [1], and a review of self-reconfiguration algorithms is referred to [2]. However, most of the literature reviews concentrate on self-reconfiguration solutions, and no other publication presents a summary of mechanical design and the control systems from the viewpoint of resilience. An assessment of different solutions would provide developers with an evaluation of the solutions, and thus allow them to learn from the successes as well as the shortfalls from other research teams.



The aim of this paper is to compare and summarize the robotic systems with resilience and related robots to provide a comprehensive reference about existing technical solutions in terms of the design of control systems, physical architecture modules, and physical interfaces, and to facilitate the development of the new and improved robots. Although many robots have resilience, it is reasonable to acknowledge that some robots with a certain of recovery ability (e.g., a robot with a robust controller dealing with motor noise or a robot with backup modules) will not be recovered, as they do not belong to resilient robots. The concept of both resilience and resilient robot will be detailed in Section 2. The scope of this paper is limited to studying the hardware architectures and the associated control systems when physical damages occur; failures of software are excluded from this survey. Nevertheless, this documentation is intended to be a valuable source of information for engineers and scientists working on new solutions for higher resilience of physical systems.



The remaining part of the paper is organized as follows. In Section 2, the distinction of the resilience concept from some other concepts that are closely related to the resilience concept is discussed, which thus gives the identity of the resilient robot. In Section 3, resilient robots, self-reconfigurable robots, and other related robots are reviewed. In Section 4, we present some principles for the design of resilient robots. There is a conclusion with a discussion of future directions in Section 5.




2. The Identity of Resilient Robots


2.1. Resilience and Resilient Robots


Resilience is associated with a system, and it is an ability of a system to recover its function due to partial damage of the system [3]. In different disciplines of systems, the resilience may be defined from different viewpoints. The resilience concept has been widely developed in sociology and ecology, and it is characterized as a property of the social and ecological system, which enables the system to absorb changes and persist [4]. The resilience concept in engineering has emerged only in recent years [5,6,7]. Hollnagel et al. [5] defined resilience as “the ability of an organization (system) to keep, or recover quickly to, a stable state, allowing it to continue operations during and after a major mishap or in the presence of continuous significant stresses.” Zhang and Lin [3] stated, “Hollnagel’s definition lacks a distinction of resilience from robustness” and defined resilience as “the ability of the system on how the system can still function to the desired level when the system suffers from a partial damage”.



The identity of a resilient robot depends on whether there is a unique challenge or problem with the concept of resilience, and thus a resilient robot. There are several concepts that are closely related to the concept of resilience, such as “self-healing”, “fault-tolerance”, “self-repairing”, “sustainability”, “reliability”, “dependability”, “survivability”, and “robustness”.



Self-healing is well known in biology [8]. When a biological cell encounters excessive stresses or stimuli, it may undergo adaptations to shift to a new state of the system to keep its original function (analogous to a robot: the robot changes its software or hardware). When there is no possible adaptive response, or a cell’s adaptive capability is exceeded, cell injuries may develop (analogous to a robot: physical damage occurs). Upon suffering a severe injury, the injured cells may die (analogous to a robot: the robot cannot recover its original function). Upon suffering a mild injury, an injured cell may “recover” to a normal state through a complicated chemical change (analogous to a robot: the robot recovers its original function by changing its physical system). For instance, amino acids can enable muscles to build up, repair, or regenerate. Even though our contemporary technology is not ready to interface with such a complex biological system [9], i.e., regeneratation of an identical part, we believe the recovery always involves reconfiguration and readjustment of some smaller elements in the cell. The concept of the resilient robot is inspired by biological self-healing, from both macro and micro viewpoints. However, it seems that most self-healing robots refer to a chemical reaction, which does not consider the reconfiguration and re-adjustment of robot components. For instance, the self-healing robot in [10] can grow skin back together without a catalyst. The self-repairing robot is more restricted to the repairing of damaged components: that is, to repair the damaged component with external resources. Compared with self-healing and self-repairing, the scope of recovery solutions for resilience is more general.



Fault tolerance is a classic notion in software engineering, and it is defined as the ability to deliver service in the presence of faults [11]. Here, fault refers to errors made at the phase of software development and/or errors in the system input at the phase of software operation [3]. Fault-tolerance also includes component damage. However, the recovery solutions of fault tolerance are usually based on the software development, and a classic approach to fault tolerance is to employ robust controller. Compared with fault tolerance, the solutions generated by a resilient system could change software and/or change hardware, no matter the faults caused by software or hardware.



Sustainability refers to a system’s ability to sustain or to maintain itself. A sustainable robot may have redundant parts which are used to replace the failed parts when failures happen. Survivability is the ability of a system or an object to live or exist, especially in spite of difficult conditions [12]. Long-term physical survivability of most robotic systems today is achieved through durable hardware [13]. Robustness is defined as “an ability that allows a system to maintain its functions against internal and external perturbations or noises” in [14]: that is, how a system is insensitive to noises. Reliability is defined as “the ability of a system or component to perform its required functions under stated conditions for a specified period of time” [15]; that is, how a system is sensitive to random failures. Reliable systems are close to the survival systems, and they are focused on how the system functions subject to the external disturbance; they are in the strategy of prevention (reliability) and absorption during the event (robustness). The definition of dependability is the ability of a system to deliver a service that can justifiably be trusted and to avoid failures [16]. The dependable system or robot refers to the faith in a robot for its fulfillment of functions under a condition from the perspective of the user of the robot. The reliable and robust system can add value to the faith of the user. The resilient robot adds more faith to the user. That is to say, a robot that has reliability, robustness, and resilience is a highly dependable robot.



In conclusion, resilient robots have the following four merits: (1) cost-effectiveness: the reusage of the remaining systems reduces costs by extending system life; (2) repairability: the redundancy may be brought in to deal with the faults caused by an internal/external environment; (3) durability: a component for one function can be trained to achieve another function of another component against the system malfunction; and (4) interconnectability: the ease of replacement of the damaged components.




2.2. The Concept of Resilient Robots


Another interpretation of the concept of resilience for robots lies in how a system’s function is recovered. In this paper, we employ a general system modeling tool named FCBPSS [17] to account for different views of the concept of resilience for a robotic system. The FCBPSS model has been used for the design of general products, and it provides a comprehensive approach to analyze and synthesize a system [18]. The FCBPSS model can be seen in Figure 1.



A key implication of the FCBPSS model with regard to the concept of resilient robots is that the function of a robot can be changed from many sources of means; structure, state, behavior, context, and/or principle, rather than the structure only (which is the case for self-reconfigurable robots). Along this line, we conclude the following strategies for recovery:




	Strategy I:

	
Training a remaining system to perform a new behavior, e.g., regeneration of a control system. This strategy refers to the change of a function via behavioral change (i.e., change of the relationship between states). Furthermore, the change of behavior may be due to the change of the principle (e.g., physical effect).




	Strategy II:

	
Changing the configuration of a system by re-arranging its components (see self-reconfigurable robot [19]). This strategy refers to the traditional configuration change in self-reconfigurable robots via the change of connectivity among components in a system [19].




	Strategy III:

	
Changing the states of components, e.g., changing the length of a bar component; see the so-called adjustable mechanism [20]. This strategy refers to the change of a function via the change of component in itself.









A combination of the above strategies is also possible, which may be called hybrid recovery strategy. It is noted that the above strategies exist to change the function of a system via behavior, state, and/or structure.



Figure 2 presents an example illustrating the three recovery strategies. Originally, the robot moves by walking (A). After one leg is broken (B), the robot tries to recover its function (i.e., moving) by crawling (C1 via strategy I), or re-arranging the remaining components (C2 via strategy II), or changing the shape of one component (C3 via strategy III).




2.3. Summary of the Identity of Resilient Robots


In conclusion, the resilient robot has its unique identity. The resilient robot is defined as a robot that is able to recover its original function using its own resources after the system is partially damaged through at least one of the three recovery strategies. The concept of the resilient robot provides a promising method for reducing the loss of robots, and this is very useful for robots in a dangerous environment or a remote environment.



The degree of resilience depends on the degree of recovery of the original function. As seen from Figure 2, if the original function is to move from one place to another place within a certain time (i.e., walking normally), the resilience of the robot in (B) is higher than the robot in (A) as the former one recovers all of the original function, while the latter one recovers partial original function, assuming that walking is faster than crawling. Therefore, a resilient machine which can perform the same function at both a failed state and a new state is called strong resilient machine; otherwise, it is called weak resilient machine [21].



In general, the degree of resilience of robots are affected by: (1) the type of the recovery strategy and the number of the recovery strategies; (2) the performance of the function that can be recovered; (3) the amount of resources needed for the recovery of the function; (4) the amount of time that the damage recovery takes. The next section will give a review and an analysis of the existing work around these factors.





3. Existing Resilient Robots and the Related Robots


3.1. Resilient Robots


To the best of our knowledge, the black starfish robot designed by Bongard et al. [22] was the first robot to be named resilient robot. It is composed of four identical legs and a main body, as shown in Figure 3a. All joints are actuated by servo-motors. Rotation to different angles can cause the body part to lie flat/downward/upward. The orientation of the main body is measured once the robot performs an action. After one lower limb gets damaged, the robot changes a different behavior to move (Strategy I). Particularly, the robot uses a combination of a self-model method and a learning algorithm to search the behavior, especially; the robot firstly builds an internal simulation of the robot by observing the results of several basic actions (called self-model), and then launches an evolutionary algorithm (EA) in this simulation to find a new controller. Although self-modeling methods increase the computation speed as they transfer some of the learning time to simulation, EA is costly as it requires a high number of tests on real robots even if some of the tests are useless. To increase the speed of operation, this algorithm reduces the number of candidate solutions at the expense of accuracy. Similarly, EA has been applied for damage recovery on a snake robot with a damaged body in [23] and a four-legged robot with a broken leg [24].



There are numerous learning systems for robots to learn the best behavior for damage recovery [25,26]. Most robots learn their behaviors by tuning controllers [27], and some of them can adapt to unexpected situations [24]. The work in [28] used central-pattern-generator-based strategy to find efficient locomotion gaits after failures of several actuators. The work in [29] pre-defined different gait sequences for possible failures. The work in [30] incorporated the reinforcement learning scheme into the free gait generation to choose more stable state after losing one leg. The work in [31] combined reinforcement learning and policy gradient algorithm for motor skills. Although the policy gradient algorithm runs fast, it could easily fall into local optima. Koos et al. [32] tested a T-resilience algorithm on a hexapod robot (Figure 3b), which used Bongard’s self-model method [22] to transfer learning to simulation, and modeled the difference between simulation and reality to avoid unreliable models, and thus increased the computation speed greatly.



In general, learning-based approaches and self-model methods are more efficient for robots that recover their original functions by changing behaviors. If these robots are limited to recovering functions by changing behaviors—that is, they can only deal with a certain type of damage in specified tasks—then the resilience of these robots is still relatively low. Thus, a combination of two or more recovery strategies become necessary. For instance, the work in [33,34] proposed a hybrid evolutionary designer that simultaneously evolves morphology and controller (i.e., integrating Strategy I and II), although there is no failure involved.




3.2. Self-Reconfigurable Robots and Soft Robots


3.2.1. Architecture of Self-Reconfigurable Robots


Self-reconfigurable robots are a class of robots that are composed of many homogeneous or heterogeneous modules that can change the way they are connected on their own, thus changing the overall shape of the robot [19]. Their promise of high versatility and high robustness may bring higher resilience for robots. For instance, they could drop the damaged modules and replace them with other modules when suffering failures. This addresses Strategy II.



Most self-reconfigurable robots are homogeneous systems, and they are assembled from a single type of module which encapsulates actuator, connection system, sensor, controller, and effector, such as Telecubes robot [35], ATRON robot [2], Polybot robot [36], Molecube robot [13], and MTRAN robot [37], as shown in Figure 4. Heterogeneous robots contain several types of modules with different functionalities, and each module encapsulates the subsystems of structure, actuation, sensing, and connection, etc. Some of the heterogeneous ones are shown in Figure 5. Most heterogeneous self-reconfigurable robots consist of two types of modules: links and joints. Odin robot [38] consists of active links and active joints, see Figure 5a. The active links provide power and structure functionalities and the active joints forward communication and power between neighboring links. ICubes robot [39] uses passive cubes as structure modules and uses a manipulator to move the passive cubes around. The manipulator is composed of rigid links and active joints, see Figure 5b. Morpho robot [40] is a heterogeneous self-deformable modular robot that can change the overall shape of the robot, see Figure 5c. It consists of rigid links and active links. The active links function like a linear joint that can controllably change the length. The rigid links can be expanded or contracted when active links perform actuation. Zhang et al. [41] developed an underactuated self-reconfigurable robot that is composed of active joints, passive links, passive links and adjustable links (see Figure 5d), where the former two types of modules are fundamental modules, and the latter two ones are formed by them through a passive docking system.




3.2.2. Connection System


Everything that crosses a boundary is facilitated by an interface, which is the connection system in a system. The design of the connection system determines the quality of the entire system, especially for self-reconfigurable robots that emphasize connection and disconnection between modules.



Mechanical latching system enables strong connections, which is the common connection system. PolyBot G3 robot [36] and CONRO robot [42] use peg-and-latch connection systems in which a peg male part is inserted into the female part, and then a latch falls to lock the connection, and the connection is released when the shape memory actuators (SMAs) are heated. Crystalline [43] uses rack-and-pinion mechanism to actuate the expansion and contraction of the faces. Each face of the module has a female or male interface. Two out of the four faces have active latches mechanisms, and the other two have passive channels. The module with faces that actively make the connection is called active, and the one that allows itself to be connected is called passive. Similarly, ICubes robot [39] uses a key-and-lock connection mechanism, where the key inserts into a hole and rotates, and then is fixed into the locked position. The detachment action is carried out in reverse order. This design is simple, but it needs high alignment precision requirement for attachment. Another design is to change the peg into a hook, and the robot uses a hook mechanism to achieve connection and disconnection, such as ATRON robot [2] in Figure 4b. However, the hook-based design is more complex and increases the weight. It is noted that Velcro can be viewed as a hook-based connection system. However, it still needs a detachment mechanism, and this will increase the complexity of the system.



The magnet-based connection is another common approach for MSRR, which guarantees convenient attachment. In M-TRAN robot [37], each module’s faces have polarity, and two connected faces have different polarity to connect. Disconnection of two surfaces was achieved by using SMA coils that, when heated, apply a strong pulling force to overcome the strength of the magnets. Another method of disconnecting two permanent magnet connectors, as applied to the SMORES platform [44], is to insert a docking key system into the connected modules’ docking port, holding it in place while rotating its connector to separate the two magnets. This disconnection is much faster than the SMA approach. The locking actions for magnetic connection systems are relatively simple but the connection is not strong, and it may be disconnected by accident. As well, it consumes a relatively large amount of energy and needs an actuation mechanism for detachment, which is usually more complex and increases the weight and energy consumption. Electromagnets are also used as actuation. However, the electromagnets mechanism is usually more complex, and it increases the weight and energy consumption.



The work in [41] designed a key-lock-based passive docking system (see Figure 5d), in which the “key” of the docking system can have two statuses: (1) the “key” has relative motion with the lock, thus forming a passive joint; (2) the “key” can be locked at different positions in the lock, thus forming an adjustable link. Due to the “poka-yoke” design of the docking system, the connection and disconnection are achieved through simple control with less sensory feedback. Another advantage of this docking system is that the reconfiguration (i.e., connections and disconnections) share the same motor with the locomotion, rather than using a separate drive. Thus, the cost of the system is reduced, and the whole system has a relatively low energy consumption.




3.2.3. Reconfiguration Problems


The self-reconfiguration problem includes goal configuration determination, reconfiguration planning, and reconfiguration scheduling. For goal configuration determination, most work uses heuristic method to guide the search. The work in [45] uses a genetic algorithm (GA) to determine the desired configuration to follow a given trajectory with minimum energy. The work in [46] developed a Melt-Grow algorithm where an initial configuration is melted into an intermediate configuration, and a goal configuration is grown out of the intermediate configuration. Similar approaches include agent-based approach [47], cellular automaton generator [48], and embedded graph grammar model [49].



Reconfiguration planning identifies a sequence of moves from an initial configuration to a goal configuration. Examples of the work for lattice-type self-reconfigurable robots can be seen in [46] and [50,51,52]. It is noted that in lattice-type robots, the position of each module’s position is specified by a unique 2D or 3D coordinates, and the configuration space is relatively small. However, the configuration space of the chain-type robot becomes much larger and the search time becomes longer. Only a few studies on chain-type robots are reported in the current literature [53,54,55,56]. Further, the study in [55] proved that finding the optimal reconfiguration planning problem, i.e., finding the least number of reconfiguration steps from a start configuration to a goal configuration is an NP-complete problem, and they gave the lower and the upper bounds for the minimum number of reconfiguration steps for any given reconfiguration problem.



Reconfiguration scheduling is used to realize a successful reconfiguration plan. The study in [56,57] presented local rules to control the module moves. Different configurations correspond to different conditions. However, it is tedious to define the conditions when there are many possible configurations. By assuming that modules know their global coordinates in the configuration, the work in [58] proposed the coordinate attractor methods that move modules by calculating the direction to the goal position. However, their approaches on self-reconfiguration may not be applicable to the architecture that includes passive joints. The work in [59] introduced a GA-based reconfiguration scheduling approach for an underactuated self-reconfigurable robot that is composed of several types of modules. However, this approach requires a high number of trials, which limits the computation speed.



Although self-reconfigurable robots have great potential to become resilient robots, their resilience has been reduced due to the lack of reliable autonomous control for reconfiguration and the associated mechanism design. Particularly, the existing reconfiguration techniques cannot guarantee to provide a solution within a short time as the reconfiguration is an NP-complete problem [55]. As well, most of the existing self-reconfigurable robots consist of all active joints, if one active joint does not work and becomes passive joints, the system needs to make great effort to evolve a controller for damage recovery. Here, the damaged module is completely useless. In this aspect, the underactuated resilient robot in [41] is more resilient as modules can change their roles based on the docking system instead of rendering the module or even the whole system useless. For instance, this robot can deal with two types of common failures, i.e., joints are locked and unlocked, as these two types of failures can be viewed as the adjustable link (for a failure of a locked active joint) and the passive joint (for the failure of the unlocked active joint). However, the computation speed is slow as the connection/disconnection of the docking system requires very high precision.



Thus, to address the self-reconfiguration challenges, a possible solution for hardware improvement is to include various types of modules, and the functions of the modules can be switched, which can be viewed as an increase in the number of resources. Alternatively, the self-reconfiguration processing time can be reduced by using statistical machine learning techniques to automatically develop distributed controllers for this type of robot, such as deep learning technique [60,61]. This is particularly true when a model is difficult to define, or the model requires precise models, such as soft or underactuated systems [62].





3.3. Soft Robots


Soft robots are capable of deforming their bodies in a continuous way [63], which makes them have the potential to be highly resilient, that is, to achieve damage recovery by extending a part (Strategy III) when the system has modular bodies. However, soft robotics is a nascent field; most systems have relied on conventional, rigid electronics, and the accurate modeling and controlling of a soft robot is still difficult, which makes the application of Strategy I, II, and/or III on soft robot quite challenging. A detailed review can be referred to [64]. However, there has recently been much research, such as the highly compliant modular tensegrity robot [65,66] and the first autonomous soft robot Octobot [67] powered by a chemical reaction controlled by microfluidics. A full discussion of the potential of soft robots to become resilient robots is beyond of the scope of this review, but, as this field matures, we expect greater integration with self-reconfigurable robots and soft robots, resulting in a resilient robot with a high degree of resilience. As another alternative, for rigid robots Strategy III can be achieved by changing the length of two links (i.e., the length between their ends). For instance, the work in [41] introduced an adjustable link assembled with two links by a docking system, where the length of the adjustable link varies with the angle between two rigid links by repositioning the docking system.





4. The Principles of Design of Resilient Robots


Two design principles can be drawn from the review of the existing resilient robots and relevant robots.



Principle I: A robot should be designed with function redundancy. Redundancy means that when one physical part or subsystem (say A) does not run out of its full capability; part of A can be trained to fulfill the role or partial role of another physical part or subsystem [21]. Function redundancy means that a system can perform one function with many configurations or states, that is, a robot has more than one configuration to achieve the same function. For instance, for Koo’s hexapod robot [32], the original state and the damaged state have the same function, i.e., walking from one place to another place. In contrast, the damaged resilient machine in Bongard’s work [22] has a relatively low resilience as the recovered function is crawling instead of walking.



Principle II: The structure of a resilient robot should follow modular architecture [20]. In a modular architecture, all components have standard interfaces to interact with each other, and thus the modular system can easily be changed in terms of configuration. A modular architecture can be further viewed as having two types: (1) both components and their interfaces are of standard; and (2) components are not of standard, but their interfaces are. It is noted that most modular self-reconfigurable robots refer to type (1) only. Type (2) of modular systems allow for a change of the function of components. For instance, when faced with joint failure, the underactuated resilient robot in [41] exhibits a higher degree of resilience than the homogeneous self-reconfigurable robots with all active modules because the damaged modules of the former robot change their roles and are reused rather than becoming useless.




5. Conclusions and Future Directions


The field of resilient robotics aims to create the science and applications of self-recovery machines by asking the questions: how do we design and control resilient robots, and how do we use these robots? Damaged robots capable of moving and self-reconfigurable robots capable of grasping rely on their function redundancy and modular architecture to adapt their behavior to their environment and task. These basic behaviors open the door to applications in which robots work in unknown or dangerous environments where replacement or repair of a damaged robot is impossible or cost-prohibited. For instance, the robot could rescue lives in an earthquake, where it could change into different configurations if some components were damaged. But how do we get to the point where resilient robots deliver on their full-potential? We need rapid design tools and fabrication recipes for low-cost but strong robots, novel algorithmic approaches to control behavior changing, and self-reconfiguration and/or state changes that account for fast damage recovery requirements, which are a must in an emergent situation.



But how resilient should a resilient robot be in order to meet its true potential? As with many aspects of robotics, this depends on the failures, task and environment. For domains that require strong resilience (for example, a rescue task) or deal with a great amount of uncertainty (for example, in space), resilient robots can bring the capabilities of robots to new levels. For a specified task, a robot has a relatively higher resilience if it addresses all the three recovery strategies and recovers the function to be the same as the original in the shortest time. As well, learning to predict what behavior should be avoided [68], diagnosing failures, and finding the roots of the failures is a good way to increase the resilience of a robot so that it can be applied to many situations in which a robot has to autonomously adapt its behavior. Improved hardware, such as sensors, actuators, and communication will also lead to higher resilience. We expect a comprehensive measurement of robots’ resilience [69] as well as the relationship with other system properties such as reliability and cost, resulting in strong resilient robots that can overcome more failures.



To sum up, the key directions for the future of this growing field are as follows.




	
Identifying the classification of robot failures, and developing methods to predict and prevent the failures.



	
Investigating the relationships between recovery strategies and failures, as there may be several strategies available at a point of time when a failure occurs, and one needs to find the best one.



	
Developing rapid design tools and fabrication recipes for low-cost but strong resilient robots; modules could switch their role when they fail.



	
Developing novel algorithmic approaches, such as learning-based approaches to get reliable autonomous control for resilient robots with consideration of hardware compatibility.



	
Developing soft computing techniques for morphological soft robots to allow self-assembly, self-reconfiguration, self-reproduction, self-recovery, etc.



	
Determining resilience measurement for different robots affected by different failures. A resilience measure approach would include failure identification and function recovery in terms of time and cost.



	
Developing a relationship between resilience and other system properties such as reliability and cost. This is important when a resilient robot is tailored for a particular application.
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Figure 1. Function-context-behavior-principle-state-structure (FCBPSS) model. The Structure refers to components and connections among the components. The State refers to attributes of a structure. The Principle refers to fundamental laws and effects with which one can develop quantitative relationships among the state variables. The Behavior is represented as a sequence of states and transitions between them, which is governed by the Principle. The Function refers to utilities of a structure owing to its behavior in a context. The Context refers to environments that surround a particular system, which define a specific function of the system. 
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Figure 2. Robot recovers to its original function through three strategies, denoted by C1, C2, and C3. (A) The original state of a robot; (B) Part 1 got damaged; (C1) The first recovery strategy: the remaining system is trained to perform a new capability; (C2) The second recovery strategy: the robot rearranges Part 3&4 (dark-colored) to the position of where Part 1&2 used to be by reconfiguring the remaining system. This strategy is as follows: (C2I) Part 6 connects with Part 4; (C2II) Part 4 disconnects with Part 5; (C2III) Part 7 connects with Part 4; (C2IV) Part 4 disconnects with Part 6. (C3) The third recovery strategy: the state of Part 1 changes (i.e., extending Part 1). 
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Figure 3. Resilient robots. (a) Four-legged resilient machine [22]; (b) Hexapod resilient robot [32]. 






Figure 3. Resilient robots. (a) Four-legged resilient machine [22]; (b) Hexapod resilient robot [32].



[image: Robotics 06 00022 g003]







[image: Robotics 06 00022 g004 550] 





Figure 4. Homogeneous self-reconfigurable robots. (a) Telecubes with a magnetic connection system [35]; (b) ATRON robot and a hook-based connector [2]; (c) Polybot 3G with a peg-and-latch connection system [36]; (d) Molecube and its modules [13]; (e) MTRAN and its magnetic connection system [37]. 
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Figure 5. Heterogeneous self-reconfigurable robots. (a) Odin robot [38]; (b) ICubes robot and a pin-and-hole based connector [39]; (c) Morpho robot and its three basic types of modules including active links, rigid links, and connectors [40]; (d) An underactuated resilient robot with active joints, passive links, passive links, and adjustable links [41]. 
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