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Abstract: The severity and frequency of extremes are changing; thus, it is becoming necessary to
evaluate the impacts of land cover changes and urbanisation along with climate change. A frame-
work of the Generalised Extreme Value (GEV) method, Google Earth Engine (GEE), and land cover
patterns’ classification including Random Forest (RF) and Support Vector Machine (SVM) can be
useful for streamflow impact analysis. For this study, we developed a unique framework consisting
of a hydrological model in line with the Process-informed Nonstationary Extreme Value Analysis
(ProNEVA) GEV model and an ensemble of General Circulation Models (GCMs), mapping land
cover patterns using classification methods within the GEE platform. We applied these methods
in Southeast Queensland (SEQ) to analyse the maximum instantaneous floods in non-stationary
catchment conditions, considering the physical system in terms of cause and effect. Independent
variables (DEM, population, slope, roads, and distance from roads) and an integrated RF, SVM
methodology were utilised as spatial maps to predict their influences on land cover changes for the
near and far future. The results indicated that physical factors significantly influence the layout of
landscapes. First, the values of projected evapotranspiration and rainfall were extracted from the
multi-model ensemble to investigate the eight GCMs under two climate change scenarios (RCP4.5
and RCP8.5). The AWBM hydrological model was calibrated with daily streamflow and applied to
generate historical runoff for 1990–2010. Runoff was projected under two scenarios for eight GCMs
and by incorporating the percentage of each land cover into the hydrological model for two horizons
(2020–2065 and 2066–2085). Following that, the ProNEVA model was used to calculate the frequency
and magnitude of runoff extremes across the parameter space. The maximum peak flood differences
under the RCP4.5 and RCP8.5 scenarios were 16.90% and 15.18%, respectively. The outcomes of
this study suggested that neglecting the non-stationary assumption in flood frequency can lead to
underestimating the amounts that can lead to more risks for the related hydraulic structures. This
framework is adaptable to various geographical regions to estimate extreme conditions, offering valu-
able insights for infrastructure design, planning, risk assessment, and the sustainable management of
future water resources in the context of long-term water management plans.

Keywords: hydrological extremes; non-stationary; land cover change; climate change; GEV distribution;
Google Earth Engine

1. Introduction

The Intergovernmental Panel on Climate Change Assessment Report (IPCC) [1,2] on
climate change indicates that climate change will be accompanied by a rise in the frequency,
severity, and duration of extreme natural phenomena such as excessive precipitation and
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extreme air temperatures in the twenty-first century. The trends suggest that the frequency
and intensity of flood events are likely to rise globally due to climate and land use/cover
changes attributed largely to urbanisation and anthropogenic activities [2,3]. Ding et al. [4]
claimed that one of climate change’s most significant implications is the increased frequency
and occurrence of severe weather conditions. As hydrological events are more prone to
be frequent and extreme, it is becoming increasingly crucial to assess how hydrological
events respond to future land use and climate conditions [5]. During extremes, an efficient
and economical strategy for achieving situational awareness is essential to enhancing the
management of emergency responses. The ability to forecast the occurrence and scale of
extreme events is crucial for both infrastructure and emergency management.

Climates are tremendously changeable from year to year at various locations across the
world, including Australia, the world’s driest inhabited continent, where there is a diverse
range of climatic regimes, making it more vulnerable to climate change [6]. According to
research [7,8], projected changes in the climate are anticipated to have noticeable effects
on the frequency of hydrological elements such as runoff, rainfall, and evapotranspiration
(ET) across various regions. Distinguishing between the effects of climate changes and land
use changes on observed hydrological shifts is often challenging due to their concurrent
occurrence in most regions, with both climate change and land use alterations [8,9]. So, a
framework that incorporates land cover patterns and an ensemble of GCMs can be helpful.

Extreme hydrological events have been seen to be significantly influenced by climate
change [10] and land cover changes caused by human activities. It is widely acknowledged
that climate projections and scenarios, especially concerning extreme events, including
extreme precipitation [11] and extreme streamflow, exhibit significant uncertainty across
many global regions. Research on hydrological extremes is critically needed, especially for
locations where the consequences of climate change are known to be significant [12].

Stationarity was previously believed to make complex statistical studies simpler,
as studied by [13]. It offered significant insights into planning, making choices, and
comprehending the effects of climate events, assuming a stable climate. Longer data
records and a changing environment, however, make assuming stationarity riskier than
ever. Under the assumption of a stationary climate, the terms return a level return duration
and provide crucial information for decision making, design, and evaluating the effects
of outstanding meteorological and climatic events. Traditionally, infrastructure design
methods relied on the assumption of constant return levels, assuming that the occurrence of
extreme events remains consistent over time [14]. However, it has become evident that the
frequency of extreme events is evolving and is anticipated to keep changing in the future [1]
Research has also revealed that non-stationarity in hydrological records in certain regions is
characterised by increasing or decreasing patterns [13]. Since many extremes include spatial
information, the major focus of recent framework advancements has been the challenge of
combining spatial information with extreme value analysis strategies [15,16]. Therefore,
models capable of accommodating non-stationary climatic and hydrologic extremes are
essential [17,18].

Land use/cover changes (LUCC) have been identified as another influential factor for
changing hydrological regimes [5]. It should be highlighted that the majority of research on
LUCC is based on historical land use statistics [19] and has paid less attention to the linked
effects of land cover changes and climate change. Therefore, it is important to estimate
future land use scenarios and determine their impacts on extreme hydrological events.
In the realm of land cover management and planning, two machine learning algorithm
models are employed in Google Earth Engine (GEE): Random Forest (RF) [20] and Support
Vector Machine (SVM) [21].

The prolonged presence of extremes poses detrimental impacts on infrastructure, the
economy, and human health [22–26]. Applying Nonstationary Extreme Value Analysis
(NEVA) [14] grounded in Bayesian inference could identify design extremes at various re-
currence durations and intervals by performing a frequency analysis of extremes, observing
alterations in the return period [27].
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Various statistical distributions, such as Generalized Extreme Value (GEV) distribu-
tions [28], find extensive application in the examination of the intensity and frequency of
extreme events within climate and hydrology research. Moreover, it has been recommended
by the Australian Rainfall and Runoff (ARR) guideline [29] that the GEV distribution be
utilized for estimating extreme floods and rainfalls.

Thus, in this research, streamflow is considered based on stationary and non-stationary
assumptions. This study assesses the streamflow characteristics in the Lockyer catchment
of southeastern Queensland, Australia, to establish return levels. The study aims to develop
a methodology and identify the integrated effects of land cover and climate change on
extreme streamflow events. The objective of the research is to accomplish the following
specific objectives: (1) to explore a methodology that integrates a hydrological model
with ensembles of Global Climate Models (GCMs) under Representative Concentration
Pathways (RCPs) and projected landcover scenarios along with GEV to improve extremes
predictions under the instantaneous impacts of climate change and human activities;
(2) applying SVM and RF classification in GEE for projecting future land cover changes;
(3) investigating the trend of land cover changes in the basin and projecting these changes
with ensembles of GCMs under RCPs for future horizons; (4) performing hydrological sim-
ulations for each landcover classification separately under climatic scenarios and landcover
changes at baseline and for near and far future horizons; and (5) to apply the ProNEVA
model [28], which analyses and compares the return levels of projected streamflow under
stationary and non-stationary assumptions and maps the spatiotemporal distribution of
extreme events.

More work should be put into adding crucial physical processes to stochastic models,
according to [30], who also recommended stochastic-process-based models as a means
to bridge the gap between physically based models and statistical models. In this study,
we propose an integrated framework for assessing the past and future hydrological con-
sequences of climate change. This framework integrates hydrological models, a machine
learning method on the GEE platform, ProNEVA, and climate projections under differ-
ent scenarios based on the Generalised Extreme Value (GEV) model in stationary and
non-stationary conditions [13] and explores the effects of future climate change on the
streamflow. Firstly, we presented a technique for obtaining and evaluating the remotely
sensed temporal imagery [8] necessary for incorporating land cover into hydrological
modelling. Secondly, we assessed the outputs of the GCMs under RCPs projecting the
futurist climate simulations that were included in the hydrological model, as recommended
by [8,31]. Thirdly, we applied SVM and RF classification in the GEE platform for projecting
future land cover changes. Lastly, we applied the ProNEVA model to estimate return levels
and assess the frequency and severity of extreme events in streamflow under both assump-
tions, including non-stationary and stationary. This study’s findings will contribute to our
knowledge of how severe flood events vary spatially at the catchment level. Investigations
into adaptation techniques for handling probable future extremes will be assisted by this
new framework for water planners and decision makers.

2. Materials and Methods

The primary techniques and data employed in this investigation are depicted in
Figure 1. The procedures outlined in this study are as follows: (a) gaining projected climate
variables (rainfall and potential ET) derived from a GCM obtained from the Coupled Model
Intercomparison Project Phase 5 (CMIP5) to evaluate climate change impacts on the study
area for historical and future periods, (b) calibrating and validating a hydrologic model
to analyse the changes in daily inflows that will be used for the streamflow projection,
(c) applying SVM and RF classification in GEE for projecting future land cover changes,
(d) deriving the runoff coefficient’s time series of classes (%) from historical LandSat images
and for the near and far future, and (e) evaluating the extremes analysis applying the
GEV model.
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Figure 1. Flowchart of GCMs projections, hydrological model, GEE, and GEV model to estimate
streamflow extremes.

2.1. Study Area

The case study region, Lockyer Catchment, is situated in SEQ, as shown in Figure 2.
Lockyer Creek, a tributary of Brisbane River, is the primary stream, surrounded by sev-
eral sub-catchments. The catchment covers an area of 3000 km2, experiencing an average
annual rainfall ranging from 1000 to 2012 mm [32]. The Lockyer catchment includes a
range of physical geographic attributes, encompassing the distance of water paths from 0
to 102,815 m, elevations ranging between 30 and 1073 m, basin slopes spanning from 0 to
66 degrees, channel network slopes ranging from 0 to 18 degrees, and a total channel net-
work length of 922,025.285 m. The Lockyer catchment provides significant environmental,
economic, and social values and Australia’s most fertile agricultural land for the cultivation
of highly valuable vegetables [33]. In Australia, floods are one of the frequently occurring
disasters that have accounted for substantial amounts of environmental and economic
losses in recent years; hence, mitigation of the risks associated with the impacts of these
events is necessary [34,35].
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Figure 2. The study’s area geographical position in Australia (Left) and hydro-meteorological stations
are taken into consideration throughout the catchment (Right).

There have been a number of exceptional weather occurrences in this area in recent
years. For example, in December 2010 and January 2011, continuous rains caused unprece-
dented levels of flooding to spread throughout significant regions of Queensland [34]. A
disaster zone was designated across 78% of the state due to the detrimental impact on
2.5 million people. Over 29,000 houses and businesses were impacted by the floods, which
are believed to have caused damage worth over AUD 5 billion [34].

Given that past research has proven the assumption of stationary to be no longer accu-
rate, the frequency of flood occurrences, like the one in February 2022, demonstrates that
this assumption is no longer applicable. Furthermore, it has been noted that the connection
between runoff and rainfall in this catchment is not constant over time [36,37]. In addition,
investigating the impacts of land cover changes and climate change on the streamflow
is important. To improve the design and management of hydraulic infrastructure and
reduce future human and financial losses, it is imperative to develop unique approaches
for estimating non-stationary runoff extremes [13].

2.2. Data Sources: Observed, Remotely Sensed Data and Geospatial Data

Daily hydrological data, including potential evapotranspiration (mm) and rainfall
(mm), were retrieved from the stations. The 5 km grid data were achieved through SILO,
an Australian climate data source (http://www.longpaddock.qld.gov.au/silo (accessed
on 15 January 2023)) [38,39], and cover the period from 1990–2005. Important rainfall
sites were selected because of their geographic variety and data quality, which comprised
long records with few missing values. Daily streamflow records for 143210B Lockyer
Creek at Rifle Range Road station were received from the Queensland Government Water
Monitoring Information site (https://water-monitoring.information.qld.gov.au/ (accessed
on 15 January 2023)).

The Landsat satellite images (from TM, ETM+, and OLI 1&2 sensors) and ESA global
land cover dataset were accessed and used through GEE [40] for conducting the classifica-
tions and modelling of changes in land cover and urban growth. Geospatial datasets of road

http://www.longpaddock.qld.gov.au/silo
https://water-monitoring.information.qld.gov.au/
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networks, population density, and the Hydrologically Enforced Digital Elevation Model
(DEM-H) product with a 30 m spatial resolution [41] dataset were used as supplementary
data inputs during the landcover projection analysis. Since the distance from roads and
population density maps were originally in vector format, both maps were first converted
into the raster format, resampled to the 30 m spatial resolution, and used for the projection
of landcover changes (Table 1).

Table 1. Sources of datasets.

Raster Dataset Time Coverage Data Source Resolution/
Format

Landsat 5
TM 2000–2011 Google Earth Engine

(LANDSAT/LT05/C02/T1_L2) 30 m

Landsat 8 OLI 2013–2023 Google Earth Engine
(LANDSAT/LT08/C02/T1_L2) 30 m

ESA global land
cover 2021 Google Earth Engine

(ESA/WorldCover/v100) 10 m

DEM-H:
Australian SRTM

Hydrologically
Enforced Digital
Elevation Model

2010 Google Earth Engine
(AU/GA/DEM_1SEC/v10/DEM-H) 30 m

Vector Dataset Source Data
Format

Roads 2000 and 2023 Queensland
Government Shapefile (.shp)

Distance from
roads 2023 Spatial analysis on road network Shapefile (.shp)

Population 2023 Australian Bureau of
Statistics Shapefile (.shp)

2.3. Classification and Projection of Landcover Changes

To project the landcover changes, first, the main land cover types were classified into
six classes (Table 2), and, following ESA global landcover classification [42], discriminated
from other features in the Landsat images for the years 2000, 2010, and 2020 using two
supervised classification models, including Support Vector Machine (SVM) and Random
Forests (RF). The image collection of Landsat images was called for the years 2000, 2010,
and 2020 in GEE, separately. The images were filtered based on criteria related to cloud
conditions and vegetation cover. The remaining images in each collection were reduced to
a single multiband images using median reducers.

Table 2. Land cover classification scheme.

Land Cover Type Description

Tree cover Forest and tree cover land
Grassland Pastures, green spaces, parks, and bushlands
Cropland Farmland, agricultural

Built-up Built-up area, residential, commercial, and other
infrastructure

Bare/sparse vegetation Bare soils, sand, rocks, and sparse vegetation
Water Bodies Lakes, ponds, reservoirs, and rivers

To train the classification models, we mapped the boundaries of more than 200 point
features (335) representing six different classes: tree cover, grassland, cropland, built-up,
bare soil/sparse vegetation, and water bodies using ESA global landcover and drawing
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geometry tools in GEE. The training datasets were split up into groups for training and
validation. In total, 70% of the point features were assigned to the training and 30 percent
were used in the validation procedure.

The spatial distribution of both the training and validation polygons is illustrated in
Figure 3a. After generating the landcovers for the years 2000, 2010, and 2020, the landcover
changes were simulated and projected using the SVM and RF approaches in the GEE
platform, which is shown in Figure 3b.
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2.3.1. SVM Classification

SVM is one of the most reliable and widely applied supervised nonparametric sta-
tistical machine learning techniques [43,44]. To discriminate between various categories,
the SVM method translates the training data into two-dimensional space and fits the best
hyperplane. The kernel functions, which are non-linear mapping functions, are used to de-
fine the optimal hyperplane, which divides the classes. The SVM module [45] is employed
for training and classification, utilising a radial basis function (RBF) kernel. Moreover,
a radial basis function is characterised by its computational speed and straightforward
implementation, involving the tuning of two parameters. These parameters include cost
‘sigma (C)’, a substantial value used to fine-tune the error associated with misclassifying
instances in the training dataset, and ‘gamma (γ)’, which represents the kernel width.

2.3.2. RF Classification

A non-parametric machine learning method called Random Forest (RF) [20] was
created based on the idea of a learning strategy. To create a single classification, RF
combines many tree-based classifiers into an ensemble of decision trees, where each tree
provides a vote to choose which class should be assigned to the input data [45–47].

2.3.3. Landcover Changes Projection

The probability of transitions from the RF learning procedure is employed in this work
to characterise the changes in land cover. Land cover maps for the starting year (2000) and
the finishing year (2010) are included in the model’s first phase. After importing the spatial
variable factors, such as DEM, population density, and distance from the road, into the
model, a land cover change map is produced, from which the research area’s changing
pattern between 2000 and 2010 is established (Figure 3). The properties of the explanatory
maps are extracted in the same raster format for all datasets, with the exact geographical
projected coordinates of EPSG 4326 and a resolution pixel size of 0.000269495 degrees.

To project the changes in land cover, a script was written in GEE to calculate the
percentage of area changes in a given year. It generates a transition matrix that shows the
proportion of pixels shifting from one land cover to another. The code also creates an area
change map that shows the changes in the land between 2000 and 2010 for all six classes:
tree cover, grassland, cropland, built-up, bare soil, and water bodies.

The future land cover maps are predicted assuming that existing land cover patterns
and dynamics are continuing. Also, based on the classified raster images of 2000 and 2010,
land cover transitions are predicted for 2040 and 2060. To model the land cover forecast,
the RF and SVM classification techniques were used to forecast the land cover map.

2.3.4. Accuracy Assessment

Several statistical indicators were used to evaluate the classified maps, including the
Kappa coefficient, User’s Accuracy (UA), Producer’s Accuracy (PA), and Overall Accuracy
(OA). The amount of properly identified pixels in a given class divided by the total number
of classified pixels in the class is known as the UA. The Kappa coefficient quantifies the
level of agreement between the classification map generated by remote sensing and the
reference data. Meanwhile, the OA is determined by the ratio of pixels correctly classified
to the total number of pixels.

2.4. Hydrological Model

Most hydrological models were developed as tools in water management, particularly
for providing climatic and weather conditions in relation to river flow and available wa-
ter [48–51]. The Australian Water Balance Model (AWBM) was created in the 1990s [52–54]
and has been used in other countries, becoming one of Australia’s most extensively used hy-
drological models [53,55,56]. The Rainfall-Runoff Library (RRL) is freely available for users
(further information is available at (https://toolkit.ewater.org.au/Tools/RRL (accessed
on 15 January 2023)). Yu and Zhu [57] indicated that the AWBM is better for simulating

https://toolkit.ewater.org.au/Tools/RRL
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climate-driven fluctuations in observed streamflow and characterising the consequences of
precipitation changes. The concept of selecting an appropriate hydrological model has been
proven by Jahandideh-Tehrani, et al. [58], as in the Australian region, lumped conceptual
hydrological models [59] such as the AWBM are well-suited to use for runoff simulation.
The AWBM was created to minimise problems related to physically based hydrological
models such as different parameter estimations. For the study catchment, the AWBM
model was calibrated at the daily time step. For simulation purposes, calibration (60%) and
validation (40%) were employed. The availability of recorded runoff data determined the
calibration and validation timeframes for the Lockyer catchment. So, runoff data were used
for 1990–2002 (calibration period) and 2003–2010 (for validation period). Daily rainfall,
potential ET (PET), and daily runoff were derived from SILO and WMIP throughout the
catchment, respectively (Section 2.2).

The AWBM [60] structure and parameters are presented in Table 3. The AWBM is
mostly made up of three basic surface storage configurations. The depths of these storage
tanks are equal to the C1, C2, and C3 (three surface moisture stores) parameters to create
the coefficient of runoff simulation. For each time step, the water balance of each partial
region is determined [61]. As demonstrated by [8], in this study, runoff from impermeable
surfaces was taken into account by recoding and changing the AWBM. The eight calibrated
parameters are adjusted for accuracy in Table 3.

Table 3. Description of parameter values for the AWBM model [60].

Parameter ID Description Unit Default Minimum Maximum

A1 Partial area represented by
surface storage

- 0.134 0 1
A2 - 0.433 0 1

BFI Baseflow Index - 0.35 0 1

C1
Surface storage capacities

mm 7 0 50
C2 mm 70 0 200
C3 mm 250 0 500

Ks Surface flow recession
constant - 0.90 0 1

Kb Baseflow recession
constant - 0.90 0 1

To analyse the impacts of climate change on runoff at various sizes, ranging from small
locations to huge geographic areas, hydrological models have been widely implemented.
The goal of this research is to estimate the effects of climate change on the streamflow in a
major catchment (the Lockyer Creek catchment). To accomplish this, a rainfall–runoff model
was adjusted and validated before being used to forecast runoff. So, the AWBM was under-
taken to assess the impact of climate variability on runoff. The most vital step in climate
change research is selecting climate models for future hydro-climatological projections.

The accuracy assessment of the models’ validation and calibration was performed based
on statistical measurements [62,63], including the correlation coefficient (R2), Nash-Sutcliffe
coefficient (E), Bias, and Root Mean Square Error (RMSE), as follows (Equations (1)–(4)):

R2 =

( 1∑n
1 (Xobs−Xobs)(Xsat−Xsat)

n
Xobs × Xsat

)2

(1)

RMSE =

√√√√ n

∑
1

(Xsat − Xobs)
2

n
(2)

Bias =
∑n

1 (Xsat − Xobs)

n
(3)
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E = 1 −

 1∑n
1 (Qobs−Qsim)2

n
1∑n

1(Qobs−Qobs)
2

n

 (4)

In which Qobs and Qsim show the observed and simulated time series, respectively; n
is the total number of observations; and Qobs is the average of observational values.

2.5. Future Climate Projections and Greenhouse Gas Emissions Scenarios

The Coupled Model Intercomparison Project (CMIP) is the largest intercomparison
study and it serves as a baseline for assessing GCMs’ capacity to project observed climate
changes. In this study, climate change effects on the streamflow in the Lockyer catchment
were assessed using eight GCMs of CMIP5. The recently suggested RCPs provide a
broader range of possible futures by taking mitigation techniques and land use changes
into account [38]. According to the aim of this research study, it is imperative to select
appropriate RCP scenarios. RCP 8.5 scenarios [64], which represent high GHG scenarios,
have been selected and are currently trending in the same direction, and RCP 4.5 is a
depiction of a low-emission scenario and was chosen to analyse less severe situations.

Individual CMIP5 models’ capability to predict the Australian climate varies de-
pending on whatever part of the modelling process is studied. These models are the
most accurate instruments for predicting the reactions of regional climates in the twenty-
first century [65]. Based on the third and fifth stages of the CMIP, Alexander and Ar-
blaster [66] conducted detailed evaluations of anticipated changes in extreme climate
events over Australia.

As mentioned in the climate change technical report in Australia [38], the Australian
Water Availability Project (AWAP) observed temperature and rainfall data (https://eo-
data.csiro.au/projects/awap/ (accessed on 15 January 2023)) were used to create climatic
outputs with a resolution of 5 km. In this approach, the model data, whose resolution
ranged from 100 to 310 km, were initially applied to the observed data using interpolation
on a 5 km grid. In this research, according to the Australian climate change technical
report [38], these eight climate models have been suggested for investigating climate
change’s impacts on SEQ (Table 4).

Table 4. List of eight CMIP5 models used in this research [38].

CMIP5 Model ID Modelling Centre, Country of Origin, Institution Ocean Resolution
(◦LAT × ◦LON)

Atmospheric Resolution
(◦LAT × ◦LON)

ACCESS-1.0
Commonwealth Scientific and Industrial Research
Organisation, Partnership between CSIRO and
BOM, Australia

1.0 × 1.0 1.9 × 1.2

CNRM-CM5 National Center for Meteorological Research,
France 1.0 × 0.8 1.4 × 1.4

CESM1-CAM5 National Center for Atmospheric Research,
National Science foundation, United States 1.1 × 0.6 1.2 × 0.9

CanESM2 Canadian Centre for Climate Modeling and
Analysis, Canada 1.4 × 0.9 2.8 × 2.8

GFDL-ESM2M Geophysical Fluid Dynamics Laboratory, United
States 1.0 × 1.0 2.5 × 2.0

HadGEM2-CC MOHC (Met Office Hadley Centre for Climate
Science and Services, United Kingdom) 1.0 × 1.0 1.9 × 1.2

MIROC5

Centre for Climate System Research, Japan
Atmosphere and the University of Tokyo Ocean
Marine-Earth Science and Technology Research
Institute

1.6 × 1.4 1.4 × 1.4

NorESM1-M Norwegian Climate Center (NCC) and University
of Bergen, Norway 1.1 × 0.6 2.5 × 1.9

https://eo-data.csiro.au/projects/awap/
https://eo-data.csiro.au/projects/awap/
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2.6. Assessing Extremes in a Non-Stationary Approach Using the GEV Model

Non-stationary situations arise because the stationary assumption might not be valid
for changes brought about by human and climate variables. Even with great progress [14],
there is still no complete framework that incorporates the Extreme Value Analysis (EVA)
statistical models (Generalised Extreme Value (GEV), Generalised Pareto (GP), and Log-
Pearson type III (LP3)) under stationary and non-stationary assumptions (parameters
as a function of physical variables or time) [28]. The ProNEVA (https://amir.eng.uci.
edu/software.php (accessed on 15 January 2023)) software [28] was employed to examine
non-stationary extremes.

With user-defined covariates, which may be time or a physical variable, ProNEVA
enables non-stationary studies. The benefit of conducting a stationary analysis with co-
variates related to the physical aspect lies in the ability to incorporate physical limitations
into a statistical model. ProNEVA employs a Bayesian approach to evaluating extremes,
utilising a Differential Evolution Markov Chain methodology throughout the parameter
value [14]. The essential distributions offered by Extreme Value Theory (EVT) to describe
extremes are as follows: the use of Generalised Pareto Distribution (GPD) through the
peaks-over-threshold approach [67–69], with the block maxima technique employing the
LP3 and GEV family of distributions [70]. Additional details on the GEV distribution have
been demonstrated in this article [13].

3. Results

The study establishes a multi-framework by the combination of a hydrological model
in line with ProNEVA and an ensemble of GCMs under two RCPs, mapping land cover
patterns by implementing the machine learning classification methods in GEE. With con-
sideration for the physical components and how they interact with one another within the
system, this integrated approach attempts to evaluate the return levels of flood extremes.

3.1. Spatiotemporal Change Analysis and Land Cover Transition Analysis

When evaluating temporal changes within a collection of land cover categories, the
transition matrix is crucial. It showcases the proportions of pixels transitioning from one
land cover category to another. Table 5 illustrates the alterations in land cover categories
from 2000 to 2085. There is an indication of potential growth in built-up and tree cover
areas, from 1971.11 m2 in 2000 to 12,766.39 m2 in 2080, and from 172,661.60 m2 in 2000 to
200,363.23 m2 in 2080, respectively. The findings of grassland during this period from 2000
to 2080 indicate that grassland values decreased from 102,520.44 m2 in 2000 to 81,101.62 m2

in 2020, followed by remarkable decrease to 68,640.10 m2 in 2060 and by 66,685.44 m2

in 2080.

Table 5. Evaluation of land cover changes from 2000 to 2080.

Land Cover
Classes

2000 2010 2020 2040 2060 2080

Area in m2 Area in m2 Area in m2 Area in m2 Area in m2 Area in m2

Treeland 172,661.60 191,975.49 188,810.53 202,955.36 202,396.27 200,363.23
Grassland 102,520.44 82,108.81 81,101.62 68,640.10 68,226.88 66,685.44
Cropland 18,844.68 18,383.25 19,151.94 16,865.49 17,086.66 16,796.67
Built-up 1971.11 2963.93 5861.84 8110.32 8868.36 12,766.39
Bare Soil 224.703 338.331 568.422 112.785 108.496 98.39

Water 629.633 1099.02 1357.82 168.116 165.5 142.041

As illustrated in Figure 4 and Table 5, there has been a consistent rise in built-up
areas, starting at 1971.11 m2 in 2010 and increasing to 5861.84 m2 by 2020. Table 5 also
shows a fourfold increase to 8868.36 m2 in 2060 and sixfold increase to 12,766.39 m2 in
2080. Evaluating the accuracy of classification methods is vital for understanding their
reliability [44]. As shown in Table 6, the results reveal that SVM has a slightly higher

https://amir.eng.uci.edu/software.php
https://amir.eng.uci.edu/software.php
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accuracy in the image classification. According to Table 6, the classes of treeland, grassland,
and water were classified with a higher accuracy, while the accuracy for built-up and bare
soil was slightly lower. The results clearly indicate that RF outperformed SVM in the
projection of landcover for the year 2020, yielding 0.71 (OA) and 0.65 (Kappa), which are
23% and 28% higher than those of the SVM model, respectively (Table 6). These results are
demonstrated by [71], where RF performs better than SVM. However, for the classification,
SVM, in the majority of instances, outperformed RF; for example, for the year 2000, it
yielded 0.88 (OA) and 0.85 (Kappa), which are 4% and 5% higher than those of the RF
model, respectively.

The classification SVM method in the year 2000 had an Overall Accuracy (OA) of
88%, Kappa of 85%, followed by User’s Accuracy (UA) of 100% for cropland and built-up
areas, followed by 86% for grassland. It also had a Producer’s Accuracy (PA) of 75% for
built-up areas and 72% for cropland. The Kappa and OA for the RF method were 80% and
84%, respectively. The UA results for cropland and built-up areas were similar to the SVM
method. Grassland and bare soil in terms of UA decreased to 75% and 55%.

The SVM and RF for the year 2010 showed 89% (Kappa) and 91% (OA), and 79%
(Kappa) and 82% (OA). In terms of individual class accuracy, the UA indicated 84% (SVM
method) and 69% (RF method) for treeland, while the PA was 100% for both methods. The
results of the OA (0.84) and Kappa (0.8) were the same in both the SVM and RF models
for the year 2020. However, for the individual classification, which contains two classes
(grassland and built-up), the SVM model generated a better user’s accuracy and producer’s
accuracy. As can be observed from Table 6, RF outperformed SVM in the projection of
landcover for the year 2020, and classified all six classes with a better accuracy than the SVM
in terms of the Kappa, OA, and PA. The model incorporates spatial elements like distance
from major roads, DEM, and population density to generate a map illustrating changes in
land cover, revealing the evolving patterns within the Lockyer catchment (Figure 5).
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Table 6. Accuracy assessment of landcover classification and projection using statistical indica-
tors including Kappa coefficient, User’s Accuracy (UA), Producer’s Accuracy (PA), and Overall
Accuracy (OA).

Year Classification
Method

Assessment
Index

Landcover Classes
TreeLand GrassLand CropLand Built-Up BareSoil Water

20
00

SVM

UA 0.71 0.86 1 1 0.77 1
PA 1 1 0.72 0.75 1 1

Kappa 0.85
OA 0.88

RF

UA 0.77 0.75 1 1 0.55 1
PA 1 1 0.8 0.45 1 1

Kappa 0.8
OA 0.84
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Table 6. Cont.

Year Classification
Method

Assessment
Index

Landcover Classes
TreeLand GrassLand CropLand Built-Up BareSoil Water

20
10

SVM

UA 0.84 0.83 1 1 0.7 1
PA 1 1 0.87 0.83 0.7 1

Kappa 0.89
OA 0.91

RF

UA 0.69 0.88 1 0.85 0.47 1
PA 1 0.88 0.8 0.58 0.7 1

Kappa 0.79
OA 0.82

20
20

SVM

UA 0.64 0.78 0.88 1 1 1
PA 1 0.72 0.8 1 0.7 0.71

Kappa 0.8
OA 0.84

RF

UA 0.71 0.77 0.94 0.83 1 1
PA 1 0.68 0.8 1 0.7 0.76

Kappa 0.8
OA 0.84

Pr
oj

ec
te

d
20

20
ba

se
d

on
20

00
–2

01
0 SVM

UA 0.87 0.52 0.86 0.25 0.97 0.98
PA 0.41 0.38 0.39 0.9 0.07 0.68

Kappa 0.37
OA 0.47

RF

UA 0.68 0.48 0.75 0.86 0.86 0.934
PA 0.89 0.85 0.62 0.51 0.51 0.84

Kappa 0.65
OA 0.71
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3.2. The Performance of Hydrological Model

A comparison between the simulated and observed discharge is used to assess the
results of the calibration and validation for the periods of 1990–2002 and 2003–2010, re-
spectively (Figures 6 and 7). The eight calibrated parameters are presented in Table 3. The
model’s output data were calibrated and validated using the daily streamflow records
from the 143210B Lockyer Creek at Rifle Range Road station as the outlet. As illustrated in
Figure 2, the Lockyer catchment contains eighteen rainfall-gauging stations. The model
utilised inputs consisting of the area’s average weighted daily evapotranspiration and
rainfall from these 18 gauging stations, along with daily records of discharge from the Rifle
Range Road station. The calibration and validation of the hydrologic model were carried
out for the periods of 1990–2002 and 2003–2010, respectively. Streamflow data were utilised,
allocating 60% for calibration and 40% for validation purposes. According to the results of
Table 7 and Figure 6, the findings indicate the model’s effective performance and its reliable
accuracy in estimating runoff.
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Figure 6. Scatter plot of observed and simulated daily runoff at the Lockyer valley over the calibration
(1990–2002) and validation periods (2003–2010).
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Figure 7. Observed and simulated daily runoff at the Lockyer Valley over the calibration (1990–2002)
and validation periods (2003–2010).
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Table 7. Daily operational data for the AWBM model during the calibration and validation periods.

Calibration (1990–2002) Validation (2003–2010)

R2 0.92 0.786
Nash 0.89 0.753
RMSE 0.005 0.409
BIAS 0.0004 1.206

Over the calibration, R2 and Nash were very good, at 92% and 89%, respectively, for
the period of 1990–2002. Moreover, PBAIS indicated that the AWBM model performance
over the validation period was 1.206 m3/s (Table 7). Moreover, 78%, and 75% were the
calculated R2 and Nash, respectively, over the validation period. According to Figure 6,
there is a good match between the observed and simulated daily discharge in the Lockyer
Valley catchment. Figure 6 indicates the model’s generally satisfactory performance in
simulating flow patterns, and although it slightly underestimates some peak flow instances,
it effectively aligns the overall patterns of storm events between the simulations and
observed records. Moreover, the accurate simulation of low-flow circumstances further
indicates the reliability and competence of the AWBM model in predicting discharge.
Ensemble projections depict the long-term average daily inflow at the Rifle Range Road
hydrometric station for near and far future periods (2020 to 2086) under the RCP 4.5 and
RCP 8.5 scenarios.

3.3. Changes in Projected Streamflow under Climate Change Scenarios

This study assessed changes in runoff factors using two climate change scenarios (RCP
4.5 and RCP 8.5) based on the combined average of eight GCMs. According to Figure 8, a
decline in runoff of the ensemble of climate models was generally noticed in the far future
(2066–2085) compared to the near future (2020–2065) for almost all months. In February,
there was a greater variability in streamflow alterations for both RCP 4.5 and RCP 8.5,
suggesting increased uncertainty in the predictions for the two future periods, as indicated
by [62]. It can be concluded that the decline in streamflow will likely slow down in the far
future compared to the near future, particularly between June and September.
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Figure 8. Ensemble projections of long-term average daily inflow at Lockyer Creek at Rifle Range
Road station for near future (2020–2065) and far future (2066–2085) periods under RCP 4.5 and
RCP 8.5.

Runoff was projected to decline in January and February by 16% in the near future
and 18% in the far future. Figure 8 illustrates that the significant increase in projected
runoff in February is mostly caused by the increase in projected rainfall. Also, the RCP 8.5
scenario consistently showed lower projected streamflow compared to RCP 4.5 throughout
each month. February displayed the greatest span of long-term average daily streamflow
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from 17.35 m3/s (RC P4.5) to 14.24 m3/s (RCP 8.5) in the near future and from 16.25 m3/s
(RCP 4.5) to 18.99 m3/s (RCP 8.5) in the far future. This was followed by August, which
had the lowest distinction from 1 m3/s (RCP 4.5) to 0.77 m3/s (RCP 8.5) in the near future
and from 0.94 m3/s (RCP 4.5) to 0.95 m3/s (RCP 8.5) in the far future. It was also evident
that, in comparison to the other months, November, December, January, February, and
March are expected to receive relatively high long-term streamflow levels in both future
periods. In conclusion, a further increase in greenhouse gas emissions will notably intensify
the impact of increasing the amount of runoff [72] in some months in the future in the
Lockyer catchment.

3.4. The Impacts of Climate Change on Extreme Runoff under Stationary and
Non-Stationary Conditions

This research aims to investigate the non-stationary conditions of flood projected
from the averaged ensemble of eight GCMs under the two scenarios RCP 4.5 and RCP
8.5 during future periods for 66 years. Figure 9 and Table 8 illustrate the return levels of
maximum instantaneous flood for the study catchment. The ProNEVA software created
streamflow return levels based on return periods spanning from 10 to 100 years under two
non-stationary and stationary conditions. The greatest instantaneous flood under both
stationary and non-stationary assumptions for the 2020–2086 future timeframe is illustrated
in Figure 9 for 100 years beyond observations using the medians under the two RCP 4.5
and RCP 8.5 scenarios for various return durations.

Table 8. The maxim runoff (m3/s) in different return periods in the Lockyer Catchment.

Return Period
Future (RCP 4.5) (m3/s) Differences % Future (RCP 8.5) (m3/s) Differences %

Stationary Non-
Stationary Stationary Non-

Stationary

10 230.42 269.37 16.90 185.05 228.50 12.67

25 358.94 396.47 10.45 301.60 347.4 15.18

50 499.86 540.48 8.12 424.85 455.67 7.25

75 574.48 635.67 10.56 505.77 548.49 8.44

100 686 726.43 5.89 580.75 608.52 4.78

For both the RCP 4.5 and RCP 8.5 scenarios, Table 8 shows the maximum flood for
varying return durations, assuming two assumptions in the future periods (Table 8 is a
summary of Figure 9). The 100 year return period and 25 year return period maximum
floods in the Lockyer catchment for RCP4.5 vary from 686 m3/s (stationary) to 726.43 m3/s
(non-stationary) and from 358.94 m3/s to 396.47 m3/s (non-stationary). For the design flood
for a 100 year period, the change between the stationary and non-stationary assumption
was quite similar, at 5.89% for RCP 4.5 in comparison to 4.78% for RCP 8.5, whereas
in the 10 year return period, the difference between the stationary and non-stationary
assumption shows more variability, from 230.42 m3/s to 269.37 m3/s (RCP 4.5) compared
with 185.05 m3/s to 228.50 m3/s (RCP 8.5). According to Table 8 and Figure 9, the highest
floods in the stationary assumption generally appear smaller compared to the maximum
sudden floods in the non-stationary assumption across both scenarios.

As the return period extends, it shows a decline most of the time. Additionally, the
findings indicate the contrast between the peak sudden flood, assuming stationary versus
non-stationary conditions in both scenarios for the period from 2020 to 2086. The greatest
difference for RCP 8.5 is 15.18% (25 year return period) and for RCP 4.5 is 16.90% (10 year
return period). The difference between the non-stationary and stationary assumption in
RCP 4.5 is greater than that in RCP 8.5 in all return periods. The peak flood return levels in
low return level periods were indicated to have noticeable variations compared to high
return periods.
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Figure 9. NEVA’s non-stationary GEV framework output, standard return levels with the likelihood
of design exceedance for flood for future periods (2020–2086) under stationary and non-stationary
assumption. (Figure generated using MATLAB R2020b).

4. Discussion

Simple regression models are examined by scholars for modelling changes in the mean,
variance, and skewness and combining such non-stationary moments with various pdfs to
update design events, given historical research [12,73]. The increasing concern regarding
climate change brought on by a rise in greenhouse gas concentrations in the environment
is another factor contributing to the growing emphasis on non-stationarity [1,74]. So, in
this research, ProNEVA offers parameter estimation, uncertainty quantification, and a
comprehensive assessment that allows for a non-stationary analysis using user-defined
variables, which can be time or a physical variable. The advantage of performing a
stationary analysis with physically related covariates lies in the possibility of imposing
physical constraints on a statistical model [28].

In this research, both the non-stationary and stationary conditions for maximum
instantaneous flood were investigated. The purpose of this study was to look at the non-
stationary possibilities of the Lockyer catchment’s maximum instantaneous flood in the
future. To achieve this aim, we developed a multi-framework by integrating a hydrological
model, SVM and RF classifications in the GEE platform, an ensemble of GCMs under two
RCPs, and the ProNEVA model, for the aim of evaluating the impacts of climate change
on floods, streamflow, and water supply in both stationary and non-stationary conditions.
SVM and RF classifications in the GEE platform were used to estimate the projected land
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cover changes in the future period and, by assuming a linear relationship between the
location parameter and time, the ProNEVA model was applied to assess the magnitude
and frequency of extreme floods utilising the GEV distribution.

According to the ARR guideline, [29] states that the GEV distribution should be applied
for the purpose of designing floods and rainfalls. Earlier research on extremes [13,75,76]
aligns closely with the characteristics outlined in the GEV distribution. Even with notable
progress [77], there lacks an all-encompassing structure that integrates the commonly
employed EVA statistical models, specifically, GEV, GP, and LP3, accounting for both
stationary and non-stationary assumptions (where parameters vary with time or specific
covariates) [28]. This research examines both the ProNEVA and land cover classification
approaches to account for the cause-and-effect dynamics within the physical system. The
model incorporates spatial factors like DEM, distance from road, and population density
along with the SVM and RF classification models to produce a map illustrating land
cover changes.

ProNEVA [28] incorporates the underlying physical drivers triggering extreme events,
serving as a crucial instrument for quantifying the probability of extreme occurrences
in a particular area or timeframe. This study investigates both ProNEVA and land cover
classification to comprehensively address the cause-and-effect dynamics within the physical
system. Since our focus was solely on non-stationary conditions in extreme events, using
ProNEVA with a time covariant by incorporating the outputs of the ensemble of GCMs
under different scenarios from the hydrological model and GEE classification approach,
it is recommended that, in future studies, ProNEVA allows for the incorporation of the
physical drivers as additional covariates for flood frequency analysis and modelling.

A script was coded using GEE to compute the percentage of area change per year,
generating a transition matrix demonstrating the pixel shifts between different land covers.
This approach was chosen due to its straightforward estimation process, which is well-
suited for practical use. Enhancing the lumped conceptual hydrological model projection
involves integrating various land covers by recognizing distinct land cover types and
understanding how these types affect the model parameters, guided by the land cover
classification map. This integration considers the influences of different land covers on
evapotranspiration processes. The outcomes distinctly demonstrate that the inclusion of
each land cover within the hydrological model leads to improved accuracy in the model’s
results. Studies have consistently emphasised the disparity between stationary and non-
stationary when incorporating the non-stationary condition [13,28,75]. Therefore, using
the classification method through GEE presents an appealing option for assessing spatial
and temporal aspects across regional and continental scales. The maximum instantaneous
flood in the non-stationary assumption generally shows greater values compared to the
maximum peak floods in the stationary assumption in both the RCP 4.5 and RCP 8.5
scenarios for different return levels. Generally, the range of uncertainty between station-
ary and non-stationary conditions tends to widen from 50 year to 75 year return level
periods. Under the RCP 8.5 scenario, there is comparatively less variation between sta-
tionary and non-stationary conditions, whereas RCP 4.5 demonstrates a more pronounced
difference. The outcomes of the trend analysis on future periods’ maximum peak flood
data reveal a growing disparity in the maximum instantaneous flood between stationary
and non-stationary assumptions. This suggests that the increasing difference may be a
compelling reason to analyse extremes with non-stationary conditions. Moreover, exploring
the variability of the scale parameter over time, both linearly and non-linearly, is possible.
Analysing the impact of simultaneously incorporating non-stationarity assumptions in
both scale and shape parameters on the outcomes is also a potential area of investigation
for future studies.

5. Conclusions

The outputs from this study can be utilised in risk assessments and for devising
adaptation strategies for state government authorities and local councils. This framework
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applies to diverse geographic regions, delivering vital information about extreme events
such as floods necessary for risk evaluation, infrastructure design, and disaster response.
Examining the non-stationary assumption in extreme flood events analysis presents a novel
concern in the Lockyer catchment. Given the presence of water reservoirs, urban and rural
zones, and cultivable lands in this area, forecasting the return period values for extreme
floods in future periods becomes crucial, which will assist water planners, decision makers,
and local communities in constructing water systems and managing resources by activating
emergency response operations.

ProNEVA outcomes, when considering the physical drivers, highlight that disregard-
ing the non-stationary condition and trends in extreme flood data leads to inaccuracies in
estimating these floods across various return periods, often resulting in underestimations.
This leads to flaws in the construction of hydraulic infrastructure and results in human and
financial losses. Through the quantification of the likelihood of extreme events, decision
makers can make well-informed decisions related to infrastructure development, resource
allocation, and emergency planning. The findings of this study will assist water planners
in exploring potential adaptation strategies while considering expected future alterations.
It should be noted that the effectiveness of future land cover projections and hydrologi-
cal simulations depends on the accuracy of the input data and assumptions made in the
modelling process.

There are natural constraints that limit the accuracy of future projections, including
uncertainties associated with climate projections and scenarios. The study recommends
using a multi-framework approach that integrates both physical system understanding
and statistical methods to gain a deeper understanding of non-stationary assumptions
in extreme events at the catchment scale. The research could lead to future studies that
incorporate comprehensive uncertainty analysis techniques to assess model predictions’
reliability under various climate change scenarios. Furthermore, investigating innovative
techniques for capturing and integrating non-stationary trends in hydrological processes
could improve model predictability and facilitate more robust decision making.
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