Enhanced Map-Matching Algorithm with a Hidden Markov Model for Mobile Phone Positioning
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Abstract: Numerous map-matching techniques have been developed to improve positioning, using Global Positioning System (GPS) data and other sensors. However, most existing map-matching algorithms process GPS data with high sampling rates, to achieve a higher correct rate and strong universality. This paper introduces a novel map-matching algorithm based on a hidden Markov model (HMM) for GPS positioning and mobile phone positioning with a low sampling rate. The HMM is a statistical model well known for providing solutions to temporal recognition applications such as text and speech recognition. In this work, the hidden Markov chain model was built to establish a map-matching process, using the geometric data, the topologies matrix of road links in road network and refined quad-tree data structure. HMM-based map-matching exploits the Viterbi algorithm to find the optimized road link sequence. The sequence consists of hidden states in the HMM model. The HMM-based map-matching algorithm is validated on a vehicle trajectory using GPS and mobile phone data. The results show a significant improvement in mobile phone positioning and high and low sampling of GPS data.
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1. Introduction

Map-matching is a basic operation for improving positioning accuracy by integrating positioning data with spatial road network data (roadway centerlines) to identify the correct road link on which a vehicle is travelling and to determine the location of a vehicle on a road link. The location sensors that generate positioning data almost always include Global Positioning System (GPS), due to its nearly ubiquitous availability, and other sensors and data, such as odometers, compass readings, triangulation from Wi-Fi base stations and cell towers. Map-matching methods have been exploited for many years since the advent of positioning. A hidden Markov model (HMM)-based map-matching algorithm can be employed as a key component to improve the performance of systems that support the navigation function of intelligent transport systems (ITSs).

Two main error sources make this work challenging. Firstly, the accuracy of the preliminary positioning result is always an issue for map-matching algorithms in all contexts, such as GPS data positioning, pedestrian positioning and navigation, mobile phone positioning and indoor positioning. Different sensors have different limitations. The main common aspects of these error sources in map-matching include blocked signals, multi-paths for signal [1–3], and the smallest cover area of positioning data [4]. Second, the other part in the map-matching framework is the complex topological relationships among these shapes in traffic context, particularly when real trajectories and calculated trajectories are related to the context. For mobile phone positioning, which exploits the data from a cellular network system, the positioning results are highly sensitive to the local context [5–7].
The preliminary positioning result from mobile positioning are more complex than that the preliminary
positioning results from other positioning methods [4,8]. Common map-matching methods are not
effective for the positioning result with A-bis data from a Global System for Mobile Communication
(GSM) cellular network system.

In this paper, a HMM-based map-matching algorithm is presented. This algorithm is employed
to determine the road link on which a vehicle is located based on available mobile phone data from
 cellular network and GPS data. The method to generate the required parameters is analyzed within
a HMM. The evaluation of the HMM-based map-matching is performed with different levels of
sampling GPS data and mobile phone data.

The paper is organized as follows: Section 1 presents a general introduction of the map-matching
method. Section 2 briefly describes current map-matching methods. Section 3 describes the basics
of the HMM and the proposed HMM-based map-matching algorithm. Section 4 evaluates the
HMM-based map-matching algorithm using the GPS data and mobile phone data in the Do-iT
project [7]. Conclusions are provided in Section 5.

2. Brief Review of Map-Matching Algorithms

The survey presented in this work is to formulate additional details by comparing map-matching
algorithms in terms of accuracy and universality, and to summarize new issues raised by
market/potential demand and data sources. Procedures for map-matching vary with the geometric
strategy (such as point-to-point, point-to-curve and curve-to-curve), topological strategy (such as
adjacency, connectivity and containment among the element in the road network), and probabilistic
strategy (such as Kalman filter, fuzzy logic model, Bayesian inference and their derivatives) [9–16].

Map-matching based on the geometric strategy focuses on the distance between the position
and the candidate road links, and the similarity between the road links and trajectory by projective
deviation [10,17,18]. The algorithms find links close to the positioning point and projective points
in the link. It even uses the link direction by two or more successive links. These algorithms can get
a quick result for a large-scale tracking of objects by building a quad-tree structure on a traffic road
network. These algorithms show their weaknesses when the traffic road topology is complex.

Map-matching based on the topological strategy [ 19–22] considers both geometrical data and
topological relationships of trajectory by positions and candidate road links as the decision factors.
After the first step of obtaining an initial match, the second step is to assign a value to candidate
links from the initial match. The value depends on the following aspects: (a) the proximity of the
positioning point to a link, (b) the similarity between the direction of successive points and a link and
(c) the intersecting angle between a link and “line” by successive positioning points. Connectivity
among successive road links is a constructive constraint in these algorithms, particularly when the real
trajectory traverses a tunnel or Central Business District (CBD) area crowded with high-rise buildings.
These factors comprise the final score with different weights. The candidate that earns the highest
score from topological- and geometric-based calculations is considered as the vehicle’s true location.
Map-matching based on the topological strategy takes advantage of the geometric strategy, but cannot
produce satisfactory final results in more sophisticated context, such as low sampling rate, large scale
positioning data or data with low accuracy.

Map-matching based on probabilistic strategy, including HMM-based map-matching for GPS
positioning [23–26], and multiple hypothesis [27–30] focuses on the perspective of the total situation for
all position data and all candidate road links [7,15,16,31–34], instead of calculation between individual
positions and nearby candidate road links. These algorithms typically take three steps. The initial
step is to obtain all links near the positioning points with a loose constraint distance. The value of this
distance depends on the statistics of the traffic road network. This step ensures that real trajectories
are selected during the first steps, accompanied by a high redundancy. The second step is to assign
a practicability to each link. The practicability depends on more factors than the practicability of
map-matching based on the topological strategy, such as projective deviates, similarity of directions,
3. HMM-Based Map-Matching

A HMM is a statistical Markov model in which the system being modeled is assumed to be a Markov process with unobserved (hidden) states [39–41]. A HMM consists of two stochastic processes. The first stochastic process is a Markov chain that is characterized by states and transition probabilities. The states of the chain are not externally visible, there are “hidden”. The second stochastic process produces emissions that are observable at each moment, depending on a state-dependent probability distribution. Note that the denomination “hidden” while defining the HMM refers to the states of the Markov chain, not to the parameters of the model. The HMM can be used to solve three types of problems: state estimation, most probable path and learning HMMs [27,42]. The HMM has been used in gene prediction, human activity recognition, document separation and other aspects.

Map-matching is a process that is employed to find the actual road links for each estimated position, which can be viewed as hidden state sequence in the HMM model. With the topology relationships among the road links in a network, and the probability between estimated positions and nearby road links, HMM-based map-matching can be implemented to find the actual trajectory [11,42–44].

3.1. Hidden Markov Model and Its Five Parameters

The object of a HMM is to model the state sequence over time. The state space for a HMM model includes a finite set of states, each of which is associated with a probability distribution. The transitions among these states are governed with a certain probability which is referred as state transition probability. In any state, an observation can be generated with certain probability, which was called emission probability. However, the actual state is not externally visible, which explains the appellation “hidden” Markov model. The general architecture of a HMM is shown in Figure 1.

The architecture has two layers: \(\{S_t\}\) represents the state vector which reflects all possible states at time \(t\); \(\{O_t\}\) represents the observation at time \(t\), and these layers correspond to the state of the system at time \(t\). describes that a HMM as follows:

1. State space.

State space defines the possible states in the model, which are represented as \(V\). Although the states are hidden, a certain map function exists between the state and the observation. State space is described as a \(1 \times N\) vector (\(N\) is the number of states in the model). The state of the system \(q_t\) at time \(t\) belongs to \(V\), that is to say, \(q_t \in V(1 \leq t \leq M, 1 \leq k \leq N)\).

Figure 1. Hidden Markov Model (HMM) with its five parameters.
(2) Observations.

The observation symbols correspond to the output of the system that is being modeled under a certain map function. Observations are described as a $1 \times M$ vector ($M$ is the number of observations in the model). Observation $o_t$ denotes the observation of the system at time $t$.

(3) State transition probability.

The state transition probability matrix shows probability when the state transit from one state to another state. State transition probability is described as a $N \times N$ matrix, such as $A = \{a_{ij}\}$. $a_{ij}$ is the value of the $i$-th row and the $j$-th column in the $N \times N$ matrix, which shows the probability when the system transits from state $V_i$ to state $V_j$.

$$a_{ij} = P(V_j \mid V_i) \quad 1 \leq i, j \leq N$$ (1)

(4) Emission probability.

The emission probability indicates the observation probability distribution in state $q_t$ of the system at time $t$. Emission probability is described as an $N \times M$ matrix, such as $B = \{b_{ij}\}$. $b_{ij}$ reflects the probability when the system is in state $V_i$, that observation of the system is $o_j$ at time $j$.

$$b_{ij} = P(o = o_j \mid q_t = V_i) \quad 1 \leq i \leq N, 1 \leq j \leq M$$ (2)

(5) Initial state distribution.

Usually, the initial state in HMM is expressed as $\pi$.

$$\pi = P\{S_0 = V_0\}$$ (3)

where $V_0$ is the true initial state of the system

A complete specification of a HMM requires specification of the two model parameters ($N$ and $M$), specification of the observation symbols and the specification of the three probability measures $A$, $B$ and $\pi$. For convenience, we use the compact notation as follows:

$$\lambda = (A, B, \pi)$$ (4)

3.2. Basics of Viterbi Algorithm

The Viterbi Algorithm [39] is a recursive programming algorithm for finding the most likely sequence of hidden states—the Viterbi path that results in a sequence of a discrete-time finite-state Markov process.

In a HMM, the state is not directly visible, however variables influenced by the state are visible. Each state has a probability distribution over the possible observations. The state of the system mutates from one state to another with a certain probability described by the state transition probability. Meanwhile, estimated locations (GPS measurement or other mobile positioning results) are the visible observation layer and correct road links are the invisible state layer. The vehicle moves on road links from one to another during certain time period with certain probability. Given the characters of the map-matching and HMM model, we applied the Viterbi algorithm to estimate the sequence of road links based on observed GPS positions in this study.

Let $o_t \in \{o_1, \ldots, o_t, \ldots, o_M\}$ denotes the observation (i.e., a GPS data point) obtained at time $t$, for $1 \leq t \leq M$.

Let $q_t \in \{v_1, \ldots, v_t, \ldots, v_M\}$ denotes the actual state of the system (i.e., road link in which the system locates) at time $t$, for $1 \leq t \leq M$. 
Suppose there are N states in the state space, representing N candidate road links. The observation sequence has M observations when the time range from 1 to M. The transition probability from any time \( i \) to the next time \( j \) represent the probability of the system moving from one road link to another. The objective is to find the actual road links sequence \( (q_1 \ldots q_m) \), that has maximum probability given the observations. Thus \( P(q_1 \ldots q_m | o_1 \ldots o_m) \) is maximized.

\[
P(\text{Actual sequence of road link}) = \text{MAX}\{P(q_1 \ldots q_i \ldots q_m | o_1 \ldots o_t \ldots o_m)\} \quad q_i \in V, 1 \leq t \leq M \quad (5)
\]

Based on the conditional probabilities from probability theory, for any sequence \( \{q_1 \ldots q_i\} \), when \( q_i \) and \( q_j \) \((1 \leq i, j \leq N)\) are independent.

\[
P(q_1 \ldots q_i \ldots q_m | o_1 \ldots o_t \ldots o_m) = \frac{P(q_1 \ldots q_i \ldots q_m, o_1 \ldots o_t \ldots o_m)}{P(o_1 \ldots o_t \ldots o_m)} \quad q_i \in V, 1 \leq t \leq M \quad (6)
\]

The denominator of Equation (6) depends only on the observations, but is not dependent on the path \( (q_1 \ldots q_i \ldots q_m) \). Given that the observation, \( P(o_1 \ldots o_t \ldots o_m) \) is determined, even the exact value of the expression is unknown, that is:

\[
P(\text{Actual sequence of road link}) = \text{MAX}\{P(q_1 \ldots q_i \ldots q_m, o_1 \ldots o_t \ldots o_m)\} \quad q_i \in V, 1 \leq t \leq M \quad (7)
\]

Given the condition that \( q_i \) and \( q_j \) \((1 \leq i, j \leq N)\) are independent, then \( o_i \) and \( o_j \) \((1 \leq i, j \leq N)\) are independent, and using the probability theory, \( \text{MAX}[P(q_1 \ldots q_i \ldots q_m, o_1 \ldots o_t \ldots o_m)] \) transform as follows:

\[
P(q_1 \ldots q_i \ldots q_m, o_1 \ldots o_t \ldots o_m) = P(q_1 \ldots q_i \ldots q_m-1, o_1 \ldots o_t \ldots o_m-1) \\
\times P(q_m | q_i \ldots q_m-1, o_1 \ldots o_t \ldots o_m-1) \\
\times P(o_m | q_i \ldots q_m, o_1 \ldots o_t \ldots o_m-1) \quad (8)
\]

Within the HMM, the state of the system at time \( t \), depends only on the state of system as time \( t - 1 \), but is not related to states or observations prior to the previous state, that is:

\[
P(q_t | q_1 \ldots q_{t-1}) = P(q_t | q_{t-1}) \quad q_t \in V, 1 \leq t \leq M \quad (9)
\]

And the observation at time \( t \) only depends on the state of system as time \( t \), but not relate to previous states or observations. That is to say:

\[
P(o_t | q_1 \ldots q_{t-1}, q_t) = P(o_t | q_t) \quad q_t \in V, 1 \leq t \leq M \quad (10)
\]

By substituting Equations (9) and (10) into Equation (8), the computable formula can be obtained as follows:

\[
\text{MAX}\{P(q_1 \ldots q_i \ldots q_m | o_1 \ldots o_t \ldots o_m)\} = \text{MAX}\{P(q_0) \prod_{t=1}^{m} (p(q_i | q_{t-1}) \ p(o_t | q_t))\} \quad (11)
\]

The actual path that fits Equation (11) within the HMM model above can be obtained using the Viterbi algorithm.

### 3.3. HMM-Based Map-Matching

The HMM-based map-matching algorithm models the map-matching process with the Markov process. Figure 2 shows the map-matching process with HMM. State space in HMM-based map-matching is a set of candidate road links near the GPS data and mobile phone data. \( S_0 \) is the initial state distribution of the system, \( S_t \) is the state vector and \( q_t \) is the real state of the system (even it is not seeable), at time \( t \). When the state transforms from \( q_i \) to \( q_j \), the rule is defined in
a state transition probability matrix. States of the system are not externally visible during the process, but one outcome is derived from each state with a certain probability, which is referred to as emission probability. This section formulates the parameters to define the HMM for map-matching with GPS data and mobile phone data.

**State space.** In HMM-based map-matching, the state of the system which consists of road links, is set to R₁, R₂, … Rₙ. All road links in the road network are structured with a quad-tree grid. Thus, when the GPS data and the mobile phone data are confirmed, the grid in which these data are located can be obtained. Road links in these grids compose the state space in HMM model.

**Observations.** The observation symbols correspond to the output of the system that is being modeled for a certain map function. The observations are distinct, and include GPS data and mobile phone data.

**State transition probability.** The state transition probability matrix reflects probability when the state transits from one state to another state. In the map-matching process, a vehicle moves on one road link to the road link that is connected (before or after) with the previous road link. Topology of the network should be considered when defining the state transition probability. Considering the length of the road links and the maximum vehicle speed, the probability of moving on one road link to the next road link depends on the length of the road links.

Considering the vehicle speed and the time interval, movement on the road link, which is far away from the road link at this moment is not possible. This information indicates that the mean length of road link is 119 m and the average distance between two successive estimated positions is 21 m, the vehicle moves on the same road link with a possibility of 3/5 (i.e., the approximate value of \((119 - 21 \times 2)/119\)).

Figure 3 indicates the possibility of the next state given the current state. Given the state at time \(t\), the next state can be the same road link (marked with green), or the road link which is a directly connected road link (marked with yellow), or the road link which is separated from the previous state by only one road link (marked with blue), but not the road link which is far from the previous state (marked with gray).

**State transition based on the network connectivity.**
The state transition probability \( a_{ij} \) in state transition matrix in HMM-based map-matching in this work, depends on the connectivity among the road link in road network. It is defined with the rules as follows:

\[
a_{ij} = \begin{cases} 
3/5 & q_i, q_j \text{ are the same} \\
2/5 & q_i, q_j \text{ is directly connected} \\
1/5 & q_i, q_j \text{ is separated by one link} \\
0 & q_i, q_j \text{ is separated by more than one link}
\end{cases}
\]  

Emission probability means the observation probability distribution in each state \( q_i \) at time \( t \). Based on the basic geospatial analysis that event A is assigned with a greater reward to point \( P \) for being ‘closer’ to point \( P \) [37], it is reasonable to say that the shorter the project distance from one observation to nearby road links is, the greater the probability of being the true state for the observation. Here this work takes the connectivity information of the road network to calculate emission probability, with rules in Equation (12). Figure 4 shows a simplified road network to illustrate of state transition matrix. Table 1 illustrates the state transition matrix for road network in Figure 4.

**Figure 4.** Simplified road network to illustrate of state transition matrix.

**Table 1.** State transition matrix for road network in Figure 4.

<table>
<thead>
<tr>
<th></th>
<th>( r_1 )</th>
<th>( r_2 )</th>
<th>( r_3 )</th>
<th>( r_4 )</th>
<th>( r_5 )</th>
<th>( r_6 )</th>
<th>( r_7 )</th>
<th>( r_8 )</th>
<th>( r_9 )</th>
<th>( r_{10} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r_1 )</td>
<td>3/5</td>
<td>1/5</td>
<td>2/5</td>
<td>1/5</td>
<td>2/5</td>
<td>2/5</td>
<td>1/5</td>
<td>0</td>
<td>0</td>
<td>2/5</td>
</tr>
<tr>
<td>( r_2 )</td>
<td>1/5</td>
<td>3/5</td>
<td>2/5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( r_3 )</td>
<td>2/5</td>
<td>2/5</td>
<td>3/5</td>
<td>0</td>
<td>1/5</td>
<td>1/5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1/5</td>
</tr>
<tr>
<td>( r_4 )</td>
<td>1/5</td>
<td>0</td>
<td>0</td>
<td>3/5</td>
<td>2/5</td>
<td>1/5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1/5</td>
</tr>
<tr>
<td>( r_5 )</td>
<td>2/5</td>
<td>0</td>
<td>1/5</td>
<td>2/5</td>
<td>3/5</td>
<td>2/5</td>
<td>1/5</td>
<td>0</td>
<td>0</td>
<td>2/5</td>
</tr>
<tr>
<td>( r_6 )</td>
<td>2/5</td>
<td>0</td>
<td>1/5</td>
<td>1/5</td>
<td>2/5</td>
<td>3/5</td>
<td>2/5</td>
<td>1/5</td>
<td>0</td>
<td>2/5</td>
</tr>
<tr>
<td>( r_7 )</td>
<td>1/5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1/5</td>
<td>2/5</td>
<td>3/5</td>
<td>2/5</td>
<td>1/5</td>
<td>1/5</td>
</tr>
<tr>
<td>( r_8 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1/5</td>
<td>2/5</td>
<td>3/5</td>
<td>2/5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( r_9 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1/5</td>
<td>2/5</td>
<td>3/5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( r_{10} )</td>
<td>2/5</td>
<td>0</td>
<td>1/5</td>
<td>1/5</td>
<td>2/5</td>
<td>2/5</td>
<td>1/5</td>
<td>0</td>
<td>0</td>
<td>3/5</td>
</tr>
</tbody>
</table>

For each observation, we calculate the distance between the observation and the road links in state space. The road links within a certain distance to the observation is selected to perform this calculation and eliminates the computation complexity in the Viterbi algorithm.

\[
p(r_i|o_k) = \frac{1}{\sum_{k=1}^{n} (1/(\text{distance between } o_k \text{ to } r_k))}
\]

The \( r_1 \ldots r_{10} \) are road links which are far from \( o_k \) within a certain distance. A statistical analysis of the data indicate that the maximal distance between successive two points is less than 80 m, and mean distance is 18.96 m. Considering the previous experience about the accuracy of GPS data and road networks, the threshold value for the distance between two road links is 80 m.

The initial probability distribution \( S_0 \), as shown in Figure 2, shows the initial value for the iterative computation in the Viterbi algorithm. To improve the universality of the HMM-based map-matching,
we create the initial state distribution by selecting the road links near the first 10 GPS points. Road links in this set are equally assigned with probability $1/k$ when $k$ is the number of road links in this set.

3.4. Process

Figure 5 shows the processes in HMM-based map-matching for GPS data and mobile phone data. First, the state space for the HMM is obtained by selecting road links within a certain distance to all GPS data. Second, the initial state probability distribution is confirmed by assigning the road links near the first GPS point within a certain distance with probability $1/k$ when $k$ is the number of road links in this set. Thirdly GPS data is read as observations. With geometric information between GPS data (observation) and road links (state), the emission probability matrix can be generated considering the shortest distance between each GPS datum and to each road links within certain a distance. With the topology among the road links (state), state transition probability matrix can be generated with the rule in Section 3.3. With these well-defined parameters, the Viterbi algorithm generates the Viterbi path that is the hidden state sequence with the maximum probability. Each GPS datum corresponds to one road link and these road links are directly connected. Not all road links are connected together, because the majority of the GPS data are projected to long road links, but not short road links in the road network. After we analyze the characteristics of the road links in the network, the missing road links can be obtained by selecting the links connected with road links in the Viterbi path. Finally a map-aiding operation is performed to inquire about missing road links related to the Viterbi path, eliminate superfluous road links, reconnect the road links and obtain the map-matching results.

4. Experiment and Analysis

To test the HMM-based map-matching, we take four set of data to validate the algorithm: two sets of GPS data and two sets of A-bis interface data from a cellular network in the Do-iT project [7]. The road links on the road network are classified into three levels.

4.1. Map-Matching with HMM on GPS Positioning

The first test deals with a set of GPS data with approximate 28 km along its trajectory. Sample rate of the data is 0.5 Hz. Figure 6 shows the visualization of the Viterbi path, which is represented by blue links. A statistical analysis indicates that the HMM-based map-matching have high efficiency.
and accuracy than other map-matching methods. At the same time, certain road links which do not belong to the true trajectory were also selected, only because the project distance from a GPS point to these road links is shorter. Short road links are missed because the project distance from the GPS point to these links is longer than the project distance between the GPS points and their neighbors. The visualization of these missing short road links and the GPS points nearby is shown in Figure 7. Map-aiding operation aims to query regarding missing road links related to the Viterbi path, eliminate superfluous road links, reconnect the road links and get the map-matching result. This approach improves the results from the Viterbi algorithms; details are visualized in Figure 8.

Figure 6. Details of the Viterbi path in the HMM-based map-matching method.

Figure 7. Visualization of these missing short road links and the GPS points.
4.2. Map-Matching with HMM in Large Scale Road Network

The second set of experimental data is a GPS data in large scale road network from Microsoft public data [35] (Figure 9a), with a 1 Hz sample rate. Figure 9 shows the procedures to select the candidate road links for map-matching with a HMM. After obtaining the minimal boundary box of all road links, road links near the GPS area can be easily obtained by comparing the boundary (Figure 9b). Then we build a local quad-tree structure, and GPS point and road links nearby are marked with a grid ID. Then road links with grid ID at which the GPS point is located are selected (Figure 9c). The time to generate emission probability is reduced by 50% after exploiting the Quad-tree structure. Considering the GPS signal blockage, we detect the area where GPS signal blockage happens, by checking the interval distance inside of GPS trajectory, and obtain the grid ID and road links near these areas (Figure 9d). Then we create five parameters for the HMM model and use the Viterbi algorithm to generate the Viterbi path for the GPS trajectory. Finally we perform a map-aiding operation to acquire missing road links, eliminate superfluous road links, reconnect the road links in the Viterbi path and obtain the map-matching results. This improves the results from the Viterbi algorithms, and enhances the correct rate to exceed 98.6%.
Figure 9. Procedures for map-matching with HMM.

Figure 10 shows the global results of the HMM-based map matching method and details of several tiny “limitations”, with corresponding GPS trajectories. Although the road map covers 200 km × 120 km, the algorithm obtains minimal data set that encompasses the GPS trajectory, by cutting the road map with grids. Road links calculated are not totally connected along the GPS trajectory. Some road links which do not belong to the real trajectory, are referred in the preliminary result. Within the area of tiny “limitations”, we do not observe any GPS point data, which are marked as green points. By comparing the road map with Google Map, we observe a tunnel and deduce that GPS signal was blocked when the GPS receiver passed through this area.

After analyzing the reasons for tiny “limitations” and short links linked with the object route, the methods were improved by map-aiding operation, which includes two steps. The first step is to connect all selected links despite a gap due to the missing GPS points. By calculating the distance between two successive GPS points and the length of the road links, we deduce that links at “limitations” area in the initial result are less than four links, which can be easily acquired by selecting links that are linked with the previous set of road links and repeated one time. The second step is to get rid of redundant road links around the true trajectory by calculating the refined road network again with HMM model. The details of Figure 11 show the result of HMM-based map-matching operation with map-aiding operation. Details in Figure 11 show the improvement of the HMM-based map matching with the map-aiding operation compared with Figure 10.
4.3. Map-Matching with HMM on Low-Rate Positioning Data

The third set of experimental data is a set of low-rate GPS data (0.2 Hz sample rate), which is obtained by rarefying the second set in Section 4.2. The sequence of map-matching based on HMM on low-rate GPS data is same to that in Section 4.2, including: (a) to rebuild the road network data with the quad-tree structure, (b) to add a new mark to the road links and GPS points to link the road and GPS points with the Quadtree code, (c) to build the HMM model with obtained data and generate the Viterbi path for the rarefied GPS trajectory, (d) to calculate the new parameters for the subsequent map-aiding operation.
The difference between these experiments are the parameters to generate the state space and state transition probability (because observations is the low-rate GPS data). The parameters are dependent on the features of observations, like longest distance between two successive points and the length of minimal boxing boundary.

As a result, the direct output by map-matching with the Markov model and Viterbi algorithms consists of the true road trajectories from the road network links, with the correct rate of 96.9%, and this rate is further improved by the following map-aiding operation.

4.4. Map-Matching with HMM on Mobile Phone Positioning with Signal Strength

Mobile phone positioning by received signal strength matching is still with accuracy of 60–120 m in most existing applications [7]. The majority of existing map-matching methods cannot generate promising results for estimated locations with this level of accuracy. Figure 12 shows the positioning accuracy about the mobile positioning result by A-bis data from GSM network system (Sample rate is 0.5 Hz).

![Figure 12. Deviation between A-bis positioning result and the GPS points.](image)

The HMM-based map-matching algorithm calculates the possibility of each possible path, and outputs the state at each epoch.

Regarding mobile phone positioning, the raw results are not as accurate as GPS positioning in most cases. Figure 13 shows the raw A-bis data positioning and the results refined using the smoothing method.

![Figure 13. Road links in by A-bis positioning and result by smoothing method.](image)
With the similar steps to do map matching with the HMM model, result from A-bis data positioning can be well matched with road network, as shown in Figure 14.

**Figure 14.** HMM-based on map-matching for A-bis positioning result.

### 4.5. Summary of the Validation

Totally, we employ with four set of data to validate the HMM-based map-matching algorithm. Table 2 provides an overview of the performance about these tests. Two aspects are particularly notable. The first aspect is that the maximum average correct rate with HMM-based map-matching is 97.2%. This correct rate shows that the HMM is valid for map-matching process whatever the sampling rate, and accuracy of raw positioning data. It is a remarkable contrast to the temporary result during the process. The second aspect is that the results from HMM-based map-matching on GPS data achieve a higher correct rate, than that of mobile phone positioning. The reason for this is that the accuracy of GPS is significantly higher than the accuracy of the positioning by A-bis data from the cellular phone system. Thus, the road links at the start and end part of trajectory cannot be matched. The result from GPS data route 4 and shows that HMM-based map-matching algorithm proposed in this work can obtain a stable map-matching result, even with positioning data with low sampling rate (0.1 Hz).

**Table 2.** Comprehensive statistical result of all verification test.

<table>
<thead>
<tr>
<th>Data Type</th>
<th>Number of Observations</th>
<th>Rate of Short Road Links to Total Trajectories by Length</th>
<th>Correct Rate with HMM after Map Aiding (%)</th>
<th>Trajectory Length (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPS data route 1</td>
<td>1,021</td>
<td>1.12%</td>
<td>100%</td>
<td>26.6</td>
</tr>
<tr>
<td>GPS data route 2</td>
<td>7,539</td>
<td>0.01%</td>
<td>99.93%</td>
<td>107.8</td>
</tr>
<tr>
<td>A interface data route 3</td>
<td>1,373</td>
<td>1.32%</td>
<td>95.6%</td>
<td>26.4</td>
</tr>
<tr>
<td>GPS data route 3</td>
<td>1,373</td>
<td>0.51%</td>
<td>100%</td>
<td>26.4</td>
</tr>
<tr>
<td>A interface data route 4</td>
<td>1,507</td>
<td>1.09%</td>
<td>95.2%</td>
<td>31.9</td>
</tr>
<tr>
<td>GPS data route 4</td>
<td>1,507</td>
<td>0.39%</td>
<td>100%</td>
<td>31.9</td>
</tr>
<tr>
<td>GPS data route 4 (low sampling rate)</td>
<td>301</td>
<td>3.64%</td>
<td>100%</td>
<td>31.2</td>
</tr>
</tbody>
</table>

We propose methods to improve the algorithm efficiency by reducing the order of complexity. When road links in the network are structured with appropriate quad-tree structure, the efficiency is significantly improved. The optimal side length of the basic square in the quad-tree structure depends on the mean projection distance between the observations and the road links, the mean road links in network.
Another aspect is related to the generation of the state transition probability and the emission probability. For a normal HMM, the transition probability from one state to any other state in the state space should be separately calculated from the emission probability from the state to the observation at each time slot. In HMM-based map-matching, topological and geometric information of the road network were considered to enhance the generation of the HMM. With network topological information, possible states for the specific observation can be calculated by searching the road links with certain distance from the observation. In this study the time complexity in the Viterbi algorithm is reduced from \( O(m \times S^2) \) to the more favorable \( O(m \times 15^2) \).

5. Conclusions

We present a HMM-based map-matching algorithm for GPS positioning and mobile phone positioning. The algorithm employs geometric information, topology matrix of the road network and relativity between the positioning points and the candidate links, when describing the Markov process, and algorithms to find the Viterbi path with highest probability. The experiment results demonstrate that the HMM-based map-matching algorithm significantly improves the algorithm efficiency in terms of accuracy. Even the sampling rate of the positioning data is changed to 0.1 Hz (average distance for successive two points is about 200 m.), the quad-tree data structure and topology relationship model significantly narrow the computing space. Map-aiding with topology information and features of road network links has significant importance in exploiting the use of HMM-based map-matching methods. Low frequency observations can also be matched with high accuracy when topological information is exploited to generate the state transition probability.

In order to further improve the efficiencies and suitability of the HMM-based map-matching method, more features should be reviewed. Most map-matching algorithms, including the HMM-based map-matching in this work, take the following condition: “the vehicle can only turn onto legal road segments”. However, this condition is not right all the time. Another topic is timeliness. The HMM-based map-matching works very well, in terms of long-term time span. When in the early period of a map-matching work, number of observations and degree of state transition matrix are still small at the beginning. This will lead to a significant matching deviation. In future research work, we are interested in developing matching method to address these problems.
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