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#### Abstract

Line simplification is an important component of map generalization. In recent years, algorithms for line simplification have been widely researched, and most of them are based on vector data. However, with the increasing development of computer vision, analysing and processing information from unstructured image data is both meaningful and challenging. Therefore, in this paper, we present a new line simplification approach based on image processing (BIP), which is specifically designed for raster data. First, the key corner points on a multi-scale image feature are detected and treated as candidate points. Then, to capture the essence of the shape within a given boundary using the fewest possible segments, the minimum-perimeter polygon (MPP) is calculated and the points of the MPP are defined as the approximate feature points. Finally, the points after simplification are selected from the candidate points by comparing the distances between the candidate points and the approximate feature points. An empirical example was used to test the applicability of the proposed method. The results showed that (1) when the key corner points are detected based on a multi-scale image feature, the local features of the line can be extracted and retained and the positional accuracy of the proposed method can be maintained well; and (2) by defining the visibility constraint of geographical features, this method is especially suitable for simplifying water areas as it is aligned with people's visual habits.
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## 1. Introduction

Line simplification is the process of reducing the complexity of line elements when they are expressed at a larger scale while maintaining their bending characteristics and essential shapes [1-3]. For decades, as the most important and abundant map elements, line elements have been an important area of research in cartography. Due to the complexity of the shape and diversity of line elements, it is difficult to design a perfect automated algorithm for line simplification. The line simplification algorithm is used to generate the graphical expression of a line at different scales, and three basic principles should be followed during simplification [4-6]: (1) maintaining the basic shape of curves, namely, the total similarity of graphs; (2) maintaining the accuracy of the characteristic points of bending; (3) maintaining the contrast of the curving degree in different locations.

Since the 1970s, classic algorithms used for line simplification have been proposed [7-11]. The Douglas-Peucker (DP) algorithm [8] uses a distance tolerance to subdivide the original line features in a recursive way. When the distance between the vertices and the line segment connecting the two original points is within a certain range, the vertices are eliminated. Li and Openshaw [9] presented a new approach to line simplification based on the natural process that people use to observe geographical objects. The method simulates the natural principle. The ratio of input and
target resolutions is used to calculate the so-called "smallest visible object". The method proved to be effective for detecting and retaining the overall shape of line features. Visvalingam and Whyatt [10] attempted to realize the progressive simplification of line features by using the concept of "effective area". Based on the analysis and detection of line bends, Wang and Muller [11] proposed a typical algorithm for line simplification, which can generate reasonable results.

In recent years, research on line simplification has focused on shape maintenance [12-16], topological consistency [17,18], geo-characteristics [19-22], and data quality [23-29]. Jiang and Nakos [13] presented a new approach for line simplification based on shape detection of geographical objects in self-organizing maps. Dyken et al. [17] developed an approach for the simultaneous simplification of piecewise curves. The method uses the constrained Delaunay triangulation to preserve the topological relations between the linear features. Nabil Mustafa et al. [19] presented a method for line simplification based on the Voronoi diagram. First, the complex cartographic curve is divided into a series of safe sets. Then, the safe sets are simplified by using methods such as the DP algorithm. With this method, the intersections of the lines input can be avoided. Nöllenburg et al. [20] proposed a method for polylines morphing at different levels of detail. The method can be used to perform continuous generalization for linear geographical elements such as rivers and roads. Park and Yu [21] developed an approach for hybrid line simplification. In comparison with the single simplification algorithms, the method proved to be more effective in the field of vector displacement. Stanislawski et al. [23] studied various types of metric assessments such as the Hausdorff distance, segment length, vector displacement, areal displacement and sinuosity for the generalization of linear geographical elements. Their research can provide a reference for the appropriate parameter-settings of line generalization at different scales. Nakos et al. [24] made full use of the operations of data exaggeration, typification, enhancement, smoothing, or any combination thereof while performing line simplification. The study made remarkable progress regarding the highly automated generalization of full-life-circle data.

Other algorithms have been proposed for simplifying polygonal boundaries [30-34]. To reduce the area change, McMaster [30] presented a method for line simplification based on the integration of smoothing and simplification. Bose et al. [29] proposed an approach to simplifying polygonal boundaries. In their research, according to a given threshold of area change, the path that contains the smallest number of edges is used for simplification. Buchin et al. [32] presented an area-preserving method for the simplification of polygonal boundaries using an edge-move operation. During the process, the orientation of the polygons can be maintained by the edge-move operation that moves edges of the polygons inward or outward.

Studies of line representation based on image theory have mainly focused on polygonal approximation [35-38]. Kolesnikov and Fränti [36] presented a method for determining the optimal approximation of a closed curve. In the study, the best possible starting point can be selected by searching in the extended space of the closed curve. Ray and Ray [38] developed an approach for polygonal approximation based on a proposition of exponential averaging.

As indicated above, most studies have used vector data to simplify line elements or polygonal boundaries, but few studies have used raster data. In addition, the existing studies based on image theory cannot meet the requirements of cartographic generalization because of a lack of consideration of the three basic principles. However, with the continuous development of computer vision and artificial intelligence technology, extracting and processing information from a growing number of unstructured datasets (such as pictures, street view, 3D models, video and so on) is a worthwhile and challenging task. Thus, line simplification based on image data is necessary due to the growing number of unstructured datasets.

Therefore, this paper presents a new line simplification method based on image processing techniques using unstructured image data. Following this introduction, Section 2 describes a comparison between scale space and map generalization, which lays out a theoretical foundation for line simplification based on image data. In Section 3, we describe the methods of line simplification,
which include corner detection, minimum-perimeter polygons and matching candidate points and approximate feature points. Section 4 presents the results of experiments that illustrate the proposed approaches, and a discussion and analysis of our approaches are provided. Section 5 presents our conclusions.

## 2. Scale Space and Map Generalization

Scale space describes a theory of signal representation at different scales [39]. In the process of the scaling transformation, the representation of images at different scales is parametrized according to the size of the smoothing kernel, and the fine-scale details can be successively suppressed [40]. As the primary type of scale space, the linear scale space is widely applicable and has the effective property of being able to be derived from a small set of scale space axioms. The Gaussian kernel and its derivatives are regarded as the only possible smoothing kernels [41].

For a given image $f(x, y)$, the linear Gaussian scale-space representation can be described as a family of derived signals $L(x, y ; t)$, which is defined by the convolution of the image $f(x, y)$ with the two-dimensional Gaussian kernel [41]:

$$
\begin{equation*}
g(x, y ; t)=\frac{1}{2 \pi t} e^{-\left(x^{2}+y^{2}\right) / 2 t} \tag{1}
\end{equation*}
$$

such that

$$
\begin{equation*}
L(\cdot, \cdot ; t)=g(\cdot, \cdot ; t) * f(\cdot, \cdot) \tag{2}
\end{equation*}
$$

In Equation (1), $g$ denotes the two-dimensional Gaussian filter, $x$ denotes the distance from the origin in the horizontal axis, $y$ denotes the distance from the origin in the vertical axis, and $t$ denotes the standard deviation of the Gaussian distribution. In Equation (2), the semicolon in the argument of $L$ indicates that the convolution is executed only over the variables $x$ and $y$. The scale variate $t$ after the semicolon indicates which scale level is being defined. Although a continuum of scales $t \geq 0$ can be described by the definition of $L$, only a finite, discrete set of levels will be taken into account in the representation of scale space. The variance of the Gaussian filter is described by the scale parameter $t=\sigma^{2}$. When the scale parameter $t=0$, the filter $g$ is an impulse function such that $L(x, y ; 0)=f(x, y)$, which indicates that the scale-space representation at scale level $t=0$ becomes the image $f$ itself. With an increase of the scale parameter $t$, the filter $g$ becomes increasingly larger. As $L$ is the outcome of smoothing $f$ with a filter, an increasing number of details from the images will be removed in this process. Since $\sigma=\sqrt{t}$ describes the standard deviation of the filter, the details of an image that are significantly smaller than this value will be removed at scale level $t$. In Figure 1, the left panel shows a typical example of a scale space representation at different scales.


Figure 1. Scale space and map generalization.

Analogously, cartographic generalization, or map generalization, is a process that simplifies the representation of geographical data to generate a map at a smaller scale from a larger scale map [42]. For example, the right panel of Figure 1 represents residential areas at different scales. In this process,
the details are abandoned and the general information is retained. As the essence of both processes is the same, this paper seeks to use rasterize map data and image processing methods based on the scale space theory to simplify the polygonal boundary on a map.

## 3. Methodologies for Line Simplification

We use the image processing techniques such as corner detection and calculation of the minimum-perimeter polygon to simplify the polygonal boundary. The methods for simplifying lines can be divided into three steps: (1) corner detection based on scale space to extract the local features of the objects from the raster data and ensure the positioning accuracy of feature points; (2) calculation of a minimum-perimeter polygon (MPP) to simplify the overall shape of the objects; and (3) matching candidate points and approximate feature points from the MPP. The detailed steps are as follows.

### 3.1. Classification and Detection of Corners

Typically, a point with two different and dominant edge directions in the local neighbourhood of this point can be considered a corner. The corners in images represent critical information in local image regions and describe local features of objects. A corner can be a point with locally maximal curvature on a curve, a line end, or a separate point with local intensity minimum or maximum. The detection of corners can be successfully applied to many applications, such as object recognition, image matching or motion tracking [43-45]. As a result, there have been a number of studies on different approaches for corner detection [46-50]. As shown in Figure 2, corners can be divided into three types: acute and right corners, round corners, and obtuse corners. Figure 2d shows the curvature plot of a round corner in Figure 2b.


Figure 2. Classification of corner points.

In 1992, Rattarangsi and Chin presented a multi-scale approach for corner detection of planar curves based on curvature scale space (CSS) [51]. The method is based on Gaussian scale space, which is made up of the maxima of the absolute curvature of the boundary function presented at multiple scales. Because the method based on CSS performs well in maintaining invariant geometric features of the curves at different scales, Mokhtarian and Suomela developed two algorithms of corner detection based on CSS [52,53] for greyscale images. These methods based on CSS are effective for corner detection and are robust to noise. In this study, we developed an improved method of corner detection for polygonal boundaries. The definition of curvature K, from [54], is as follows:

$$
\begin{equation*}
K(u, \sigma)=\frac{\dot{X}(u, \sigma) \ddot{Y}(u, \sigma)-\ddot{X}(u, \sigma) \dot{Y}(u, \sigma)}{\left[\dot{X}(u, \sigma)^{2}+\dot{Y}(u, \sigma)^{2}\right]^{1.5}} \tag{3}
\end{equation*}
$$

where $\dot{X}(u, \sigma)=x(u) \otimes \dot{g}(u, \sigma), \ddot{X}(u, \sigma)=x(u) \otimes \ddot{g}(u, \sigma), \dot{Y}(u, \sigma)=y(u) \otimes \dot{g}(u, \sigma), \ddot{Y}(u, \sigma)=$ $y(u) \otimes \ddot{g}(u, \sigma)$, and $\otimes$ represents the convolution operator, while $g(u, \sigma)$ represents a Gaussian distribution of width $\sigma, \dot{g}(u, \sigma)$ is the first derivative of $g(u, \sigma)$ and $\ddot{g}(u, \sigma)$ is the second derivative of $g(u, \sigma)$.

In traditional single-scale methods, such as references [46,48], the corners are detected by considering their local characteristics. In these cases, the fine features could be missed, and some noise may be incorrectly interpreted as corners. The benefit of the CSS algorithms is that they take full advantage of global and local curvature characteristics, and they balance the influence of both types of characteristics in the process of extracting corners. To better extract the local features of the polygonal boundary from the images and ensure the positioning accuracy of feature points, we add the classification stage of corner points on the basis of CSS, and an improved method of corner detection based on CSS is proposed as follows:
(1) To obtain the binary edges, the method of Canny edge detection [55] is applied.
(2) Edge contours are extracted from the edge map as described in the CSS method.
(3) After the edge contours are extracted, the curvature of each contour is computed at a small scale to obtain the true corners. If the absolute curvature of a point is the local maximum, it can be treated as a corner candidate.
(4) Classification of corner points. According to the mean curvature within a region of support, an adaptive threshold is calculated. The round corner is marked by comparing the adaptive threshold with the curvature of corner candidates. According to a dynamically recalculated region of support, the angles of the corner candidates should also be calculated, and any false corners will be eliminated. As a result, the corners can be divided into three types: acute and right corners, round corners, and obtuse corners.

Figure 3 shows the results of corner detection with different angles. As shown in Figure 3, increasing the angle generates more corner points.


Figure 3. An example of corner detection. (a) Boundary extraction; (b) $A=60$; (c) $A=80$; (d) $A=120$; (e) $A=160$; (f) $A=175$.

There are three important parameters in the proposed method based on CSS: (1) Ratio (R): R is used to detect round corners, and it represents the minimum ratio of the major axis to the minor axis of an ellipse; (2) Angle (A): A is used to detect the acute, right and obtuse angle corners, and it represents the maximum angle used when screening for corners; (3) Filter (F): F represents the standard deviation of the Gaussian filter during the process of computing curvature. In Figure 3, the default values are $\mathrm{F}=3$ and $\mathrm{R}=1$. Detailed information about the adaptive threshold and the parameter R can be found in reference [55].

### 3.2. Calculation of a Minimum-Perimeter Polygon

For a given boundary, the aim of the approximation is to obtain the essence of the shape, and there should be as few segments as possible. This problem deserves attention in general, and polygonal approximation methods of modest complexity are well suited to image-processing tasks. Among a variety of technologies, a minimum-perimeter polygon (MPP) [56] is one of the most powerful methods to represent a boundary. The following discussion gives the basic definitions of a MPP [57].

An MPP of a boundary represents a rasterized polygon with the shortest perimeter among all the polygons whose images coincide with the given boundary. To intuitively generate an algorithm to calculate MPPs, an appealing approach is to enclose a boundary with a set of concatenated cells, as shown in Figure 4a. The boundary can be treated as a rubber band that is allowed to shrink. The rubber band will be limited by the inner and outer walls of the bounding region defined by the cells, as shown in Figure $4 b, c$. Finally, the shape of a polygon with the minimum perimeter is created by shrinking the boundary, as shown in Figure 4d. All the vertices of the polygon are produced with the corners of either the inner or the outer wall of the grey region. For a given application, the goal is to use the largest possible cell size to produce MPPs with the fewest vertices. The detailed process of finding these MPP vertices is as follows.


Figure 4. Process of finding MPP. (a) Boundary enclosed by cells; (b) convex (white dots) and concave (black dots) vertices; (c) the mirrors of all the concave vertices; (d) result of MPP.

The cellular method just described reduces the shape of the original polygon, which is enclosed by the original boundary, to the area circumscribed by the grey wall, as shown in Figure 4a. This shape in dark grey is presented in Figure 4b, and its boundary is made up of four connected straight-line segments. Assuming that the boundary is traversed in a counter-clockwise direction, when a turning point appears in the traversal, it will be either a convex or a concave vertex, and the angle of a turning point is an interior angle of the 4 -connected boundary. Figure 4 b shows the convex and concave vertices with white and black dots, respectively. We see that each black (concave) vertex in the dark grey region corresponds to a mirror vertex in the light grey region, which is located diagonally opposite the black vertex. The mirrors of all the concave vertices are presented in Figure 4c. The vertices of the MPP consist of convex vertices in the inner wall (white dots) and the mirrors of the concave vertices (black dots) in the outer wall.

The accuracy of the polygonal approximation is determined by the size of the cells (cellsize). For example, if cellsize $=1$ pixel, then the size of one cell is 1 pixel $\times 1$ pixel. If cellsize $=2$ pixels, then the size of one cell is 2 pixels $\times 2$ pixels. In a limited case, when the size of each cell equals a pixel in the boundary, the error between the MPP approximation and the original boundary in each cell would be at most $\sqrt{2} \mathrm{~s}$, where $s$ represents the minimum possible distance between pixels. If each cell in the polygonal approximation is forced to be centred on its corresponding pixels in the original boundary, the error can be reduced by half. The detailed algorithm to find the vertices of the MPP can be found in reference [57].

Figure 5 shows typical examples. Figure 5a shows the result of boundary extraction. Figure 5b shows the result of corner detection. Figure 5c shows the minimum-perimeter polygon of the lake when cellsize $=6$. Figure 5d shows the overlapping result between corner points (marked with green) and MPP points (marked with red). As we can see from Figure 5d, the MPP points are mostly not on the boundary, as shown in the red box. Furthermore, when the boundary is relatively flat, the distribution of MPP points is sparse, as shown in the green box. Although the MPP algorithm has a certain ability to simplify the overall shape of a polygon, it obviously cannot meet the requirements of cartographic generalization because of the uneven distribution and location error of points. Conversely, although the corner points have good localization accuracy and show local characteristics, they cannot meet the requirements of cartographic generalization because of the lack of overall shape simplification. Therefore, in the following sections, we will take full advantage of these two methods to simplify the polygonal boundary.

(a)
(b)

Figure 5. Cont.


Figure 5. Typical examples. (a) Boundary extraction; (b) corner detection; (c) minimum perimeter polygon; (d) overlap of corner and MPP points.

### 3.3. Simplification of a Polygonal Boundary

To simplify the overall shape of the lake and ensure the localization accuracy of local feature points, we combine the advantages of two algorithms and use the method of matching neighbouring points. The main steps are shown below.
(1) Remove the self-intersecting lines of MPP

When the parameter cell size changes, it can easily produce self-intersecting lines in narrow zones, as shown in Figure 6a. Normally, the cross section is not visible because the cell size is too big. As shown in Figure 6b, the line segment composed of points p1, p2, p3, and p4 is self-intersecting. The cross section op3p2 is not visible and should be removed. Thus, point p3 and p2 will be removed, and the intersection point $o$ will be added to constitute a new polygon. In some instances, point $p 2$ and o are overlapping, as shown in the upper right of Figure 6 b.


Figure 6. Self-intersecting lines of MPP.
(2) Filter corner points

The simplified feature points will be selected from corner points that are in the neighbourhood of the MPP points after the removal of self-intersections. If the distance between the corner point and the MPP point is the shortest, the corner point will be selected. As shown in Figure 7, the red points are the MPP points after the removal of self-intersections, the green points are the corner points, and the blue points are the selected corner points that make up the simplified point set. However, it may contain multiple corner points with similar distances to the MPP point in the neighbourhood of the MPP points. Given that the features of a sharp area are more obvious than those of at flat area, the corner with a small angle in a neighbourhood of MPP points will be selected preferentially. For example, points c6 and c7 are both in the neighbourhood of point p4, and the distance between c 6 and p 4 is close to the distance between c7 and p4. In this case, the simplified point set will be selected according to the types of corner points. The priority of corner points for selection is as follows: point of acute (right) angle $>$ point of rounded angle $>$ point of obtuse angle.


Figure 7. Filtering of corner points.

In Figure 7, the angle of point c6 is smaller than the angle of point c7, so point c6 is selected.
(3) Densification of simplified points

When the boundary is relatively flat, the distribution of MPP points is sparse, as shown in Figure 8. In this case, because the distance between two adjacent points is too great, to maintain the consistency of the distribution density of the points, the corner point in the neighbourhood of the midpoint of the connecting line between the two adjacent points should be selected as the densification point. The yellow point in Figure 8 is the densification point. If there are several candidate corner points in the neighbourhood of the midpoint, the point should be selected according to the priority outlined in the second step.


Figure 8. Densification of simplified points.

Figure 9 shows an example of simplifying a polygonal boundary using the method proposed in this paper. Figure 9a shows the original boundary of a lake. The number of pixels comprising the original boundary is 959 . Figure $9 b-$ d show the simplification results of the lake when cellsize $=2$, cellsize $=4$ and cellsize $=8$, respectively. Cellsize is the side length (pixel) of square cells. As shown in the figures, with increasing cellsize, more details of the boundary are abandoned. The overall shape of the boundary is simplified as well, and the simplified points have good localization accuracy. Figure 9e,f show the calculation results of different types of feature points when cellsize $=2$ and cellsize $=4$. The red points are the MPP points after the removal of self-intersections, the green points are the corner points, the blue points are the selected corner points that make up the simplified point set, and the yellow points are the densification points. With increasing cellsize, the MPP points after the removal of self-intersections decrease in number.


Figure 9. An example of simplifying a polygonal boundary. (a) Original boundary; (b) cellsize $=2$; (c) cellsize $=4 ;(\mathbf{d})$ cellsize $=8 ;(\mathbf{e})$ feature points $($ cellsize $=2) ;(\mathbf{f})$ feature points $($ cellsize $=4)$.

Table 1 shows detailed information on parameter changes before and after simplification. With increasing cellsize, the numbers of MPP points and simplified points decrease in number, and the percent changes in length increase. The percent changes in area are relatively small.

Table 1. Detailed information before and after simplification.

| Cellsize <br> (pixel) | Number of <br> Corner Points | Number of <br> MPP Points | Number of <br> Simplified Points | Length <br> Change (\%) | Area Change <br> (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 74 | 78 | 43 | -0.036 | 0.006 |
| 4 | 74 | 55 | 35 | -0.046 | -0.001 |
| 8 | 74 | 33 | 30 | -0.082 | -0.005 |

## 4. Experiments and Evaluations

### 4.1. Study Area

In this study, experimental data that were used to simplify water areas at a large scale were obtained from the Tiandi map for China. We used data at the 17th level from the Tiandi map. The corresponding scale at the 17th level is $1: 5000$. The study area is located in the northeast part of Changshou District of Chongqing in China, as shown in Figure 10. Several lakes and a few rivers are present within this area. The study area is located between 29.90 and 29.99 degrees north latitude and between 107.12 and 107.23 degrees east longitude. The data at the 17 th level consist of 4480 tiles, and the size of one tile is 256 by 256 pixels ( 1 pixel $=1.194 \mathrm{~m}$ ). The coordinate range of these tiles is $43,700 \leq x \leq 43,769,209,082 \leq y \leq 209,145$. The image that is formed from these tiles contains 17,920 by 16,384 pixels.


Figure 10. Study area.

### 4.2. Results and Analysis

There are many difficulties when extracting water areas from the tile map. As the data are obtained from the Tile Map Server (TMS) on the Internet, each tile has a uniform resource locator (URL), which can be downloaded for free. Compared with the other geographic elements on a map, the water areas are usually rendered in blue. Thus, we can use a method of threshold segmentation to separate the water areas from the other geographical elements on a map. However, because of overlays with other geographical elements, such as annotations and roads, the extracted water areas from a map may contain obvious "holes" or fractures. Considering these two factors, there are three steps for extracting water areas from a tile map: (1) extracting water areas by colour segmentation; (2) connecting fractures in water areas; and (3) filling holes in water areas. The detailed explanations and demonstrations can be found in a previous work [58].

Figure 11 shows the experimental data after extraction. We removed the narrow rivers and retained the lakes. There were 22 lakes in total. We chose four lakes, as marked with red boxes in Figure 11, to display in detail. Figure 12 shows the results of simplification of the four lakes at different scales ( $1: 10,000,1: 25,000,1: 50,000$ ). In Figure 12(a1,b1,c1,d1) show the calculation results of different types of feature points when cellsize $=10$. The red points are the MPP points after the removal of self-intersections, the green points are the corner points, the blue points are the selected corner points that make up the simplified point set, and the yellow points are the densification points.


Figure 11. Experimental data after extraction.


Figure 12. Results of simplification in different scales. (a) Feature points (cellsize $=10$ ), cellsize $=10$, cellsize $=30$, cellsize $=50 ;(\mathbf{b})$ feature points $($ cellsize $=10)$, cellsize $=10$, cellsize $=30$, cellsize $=50 ;(\mathbf{c})$ feature points $($ cellsize $=10)$, cellsize $=10$, cellsize $=30$, cellsize $=50 ;(d)$ feature points $($ cellsize $=10)$, cellsize $=10$, cellsize $=30$, cellsize $=50$.

As shown in Figure 12, with an increase in cellsize, the simplifying effect of the boundary becomes more obvious. In the process of increasing the cellsize, small bends are gradually abandoned. As for overall characteristics, the shape of the whole lake is maintained after simplification. As for local characteristics, the most prominent feature points in the local area are maintained, and the position precision of the feature points is guaranteed. The number of all points before and after simplification is shown in Table 2.

Table 2. Number of points before and after simplification.

| Object | Scale | Number of Corner Points | Number of MPP Points | Number of Simplified Points |
| :---: | :---: | :---: | :---: | :---: |
| a | $1: 10,000$ | 487 | 189 | 162 |
|  | $1: 25,000$ | 487 | 75 | 67 |
|  | $1: 50,000$ | 487 | 43 | 38 |
| b | $1: 10,000$ | $1: 25,000$ | 198 | 86 |
|  | $1: 50,000$ | 198 | 29 | 72 |
|  | $1: 10,000$ | $1: 25,000$ | 668 | 18 |
|  | $1: 50,000$ | 668 | 218 | 17 |
|  | $1: 10,000$ | 668 | 88 | 194 |
| d | $1: 25,000$ | 315 | 62 | 80 |
|  | $1: 50,000$ | 315 | 101 | 56 |

As shown in Table 2, with an increase in cellsize, the number of simplified points decreases. Figure 13 shows the results of simplification of all the lakes at three different scales (1:10,000, 1:25,000, $1: 50,000)$. The values of the cellsize are cellsize $=10$, cellsize $=30$, cellsize $=50$, respectively. To obtain a good result, the default values of $R, A$ and $F$ can be set as $R=1.5, A=175$, and $F=3$, respectively. We also used the DP and Wang and Muller [11] (WM) algorithms to conduct contrastive experiments. During the experiment, the original water areas are raster data. We use ArcGIS software (www.arcgis.com) for the conversion of the data format and registration of the scale. Given that the three methods are controlled by different parameters, it is difficult to strictly determine whether their results reflect the same map scale. By combining the rules for setting values from reference [1] and manual experience in cartographic generalization, the parameters of the DP and WM algorithms used in this study can be set as shown in Figure 4, which is relatively reasonable in this experiment.


Figure 13. Cont.


Figure 13. Results of simplification of all the lakes. (a) Cellsize $=10 ;(\mathbf{b})$ cellsize $=30 ;(\mathbf{c})$ cellsize $=50$.

Muller proposed that $v=0.4 \mathrm{~mm}$ [59] (size on the drawing) is the minimum value when it is visually identifiable. Thus, we define the minimum visibility ( mv ) of a feature as follows:

$$
0.4 \mathrm{~mm} \leq m v \leq 1.5 \mathrm{~mm}
$$

To ensure the best visual effect, we set the parameter value $m v$ to be approximately 1 during the experiment. The corresponding relationship of scale, cellsize, and $m v$ is shown in Table 3:

Table 3. Corresponding relationship of scale, cellsize, and $m v$.

| Scale | Cellsize | $m v$ | Original Resolution |
| :---: | :---: | :---: | :---: |
| $1: 10,000$ | 10 pixels | 1.194 mm | 1 pixel $=1.194 \mathrm{~m}$ |
| $1: 25,000$ | 30 pixels | 1.432 mm | 1 pixel $=1.194 \mathrm{~m}$ |
| $1: 50,000$ | 50 pixels | 1.194 mm | 1 pixel $=1.194 \mathrm{~m}$ |

Table 4 presents the comparisons of three groups of experiments. Figure 13 shows the simplification results for all the lakes in three different scales. The values of the parameter cellsize at three scales are cellsize $=10$, cellsize $=30$, cellsize $=50$, respectively. Figure 14 shows the typical simplification results of the DP, WM, and BIP methods. Figures 15-17 show the comparison of changes in length, area and number of points at the three scales for the three methods, respectively. Figure 18 and Table 5 show the comparison of areal displacement at the three scales for the three methods.

Table 4. Detailed information of changes after simplification.

| Methods | Scales | Changes in <br> Perimeter Length (\%) | Changes in <br> Area (\%) | Changes in the <br> Number of Points (\%) | Parameter <br> Settings | Execution <br> Time (s) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| BIP | $1: 10,000$ | -0.047 | 0.044 | -0.442 | 10 pixels | 4.3 s |
| DP | $1: 10,000$ | -0.045 | -0.008 | -0.727 | 6 m | 0.2 s |
| WM | $1: 10,000$ | -0.047 | 0.007 | -0.346 | 20 m | 0.8 s |
| BIP | $1: 25,000$ | -0.176 | -0.055 | -0.774 | 30 pixels | 3.7 s |
| DP | $1: 25,000$ | -0.094 | -0.014 | -0.844 | 15 m | 0.1 s |
| WM | $1: 25,000$ | -0.119 | 0.048 | -0.549 | 40 m | 0.6 s |
| BIP | $1: 50,000$ | -0.253 | -0.103 | -0.869 | 50 pixels | 2.8 s |
| DP | $1: 50,000$ | -0.133 | -0.052 | -0.876 | 25 m | 0.1 s |
| WM | $1: 50,000$ | -0.164 | 0.068 | -0.645 | 50 m | 0.3 s |

From Figures 13-18 and Tables 4 and 5, we observe the following:
(1) The proposed BIP method can be effectively used for polygonal boundary simplification of water areas at different scales. The BIP method for the simplification of water areas aligns with people's visual processes. With an increase in visual distance, i.e., as the scale becomes smaller, the small parts of an object will appear invisible. The invisible parts should be abandoned in the process of simplification. As shown in Figure 14, the black polygons are the results of simplification using the DP and WM algorithms, and the pink polygons are the results of simplification using the proposed BIP method. The smaller part of the polygon marked with the black dotted box can be removed using our method because this part is too small to be seen when the scale is small. The same areas are conserved using the DP and WM algorithms, and this type of simplification is unreasonable as we can hardly see these areas at the small scale.
(2) The changes in length resulting from the proposed BIP method are slightly larger than those resulting from the DP and WM methods. With a decrease in scale, the changes in length increase for the three methods. As shown in Table 4, the average per cent changes in the perimeters at scales $1: 25,000$ and $1: 50,000$ are -0.176 and -0.253 , respectively, for the BIP method. The corresponding per cent changes for the DP method are -0.094 and -0.133 , respectively. However, there is an interesting phenomenon in Figure 15, which shows the detailed changes in the perimeter of each object at three scales. As shown in Figure 15, five lakes have remarkable changes in their perimeters because of characteristics based on the visual processes of the BIP method, as described in the above Section 2. In other words, removing the invisible parts leads to significant changes in the perimeters. The changes in the area between the original and simplified boundaries follow the same rule, as shown in Figure 16.
(3) Figure 17 shows the comparison of changes in the number of points. The average per cent change in the number of points of the proposed method is -0.442 at the largest scale. With an increase in cellsize, the per cent change increases. The average per cent change in the number of points is -0.869 at the smallest scale. Overall, the point reduction ratio of the proposed method at the three scales is lower than the DP method, but higher than the WM methods. Additionally, as shown in Table 4, since the BIP method uses the image data to perform simplification, the execution time of the proposed method is longer than the other two methods.
(4) We also use the areal displacement [60] to measure the location accuracy. As shown in Figure 18 and Table 5, the average areal displacement of the BIP method at the three scales is smaller than that of the DP method. In addition, the average areal displacement of the BIP method at scales of $1: 10,000\left(1494 \mathrm{~m}^{2}\right)$ is smaller than that of the WM method $\left(1974 \mathrm{~m}^{2}\right)$. However, the average areal displacement of the BIP method at scales of 1:25,000 and 1:50,000 (7918 $\mathrm{m}^{2}$ and 13,468 $\mathrm{m}^{2}$, respectively) is larger than that of the WM method ( $7628 \mathrm{~m}^{2}$ and $13,362 \mathrm{~m}^{2}$, respectively). Thus, the location accuracy of the proposed method at the three scales is better than that of the DP method, but close to the WM method.


Figure 14. Comparison of the DP, WM and BIP methods. (a) A simplification example in different scales using the DP, WM (black line) and BIP (pink line) methods; (b) a typical example; (c) the lake No. 13.




Figure 15. Comparison of changes in length. (a) BIP; (b) DP; (c) WM.


Figure 16. Comparison of changes in area. (a) BIP; (b) DP; (c) WM.


Figure 17. Comparison of changes in the number of points. (a) BIP; (b) DP; (c) WM.


Figure 18. Comparison of areal displacement. (a) BIP; (b) DP; (c) WM.
Table 5. Average areal displacement of the three methods.

| Scale | BIP | DP | WM |
| :---: | :---: | :---: | :---: |
| $1: 10,000$ | $1494 \mathrm{~m}^{2}$ | $2946 \mathrm{~m}^{2}$ | $1974 \mathrm{~m}^{2}$ |
| $1: 25,000$ | $7918 \mathrm{~m}^{2}$ | $9570 \mathrm{~m}^{2}$ | $7628 \mathrm{~m}^{2}$ |
| $1: 50,000$ | $13,468 \mathrm{~m}^{2}$ | $13,842 \mathrm{~m}^{2}$ | $13,362 \mathrm{~m}^{2}$ |

### 4.3. A Case of Hierarchical Simplification Using the BIP Method

As the proposed BIP method aligns with people's visual processes, it is very applicable to the simplification of water areas with hierarchical branches. Figure 19 shows the case of hierarchical
simplification using the BIP method. Figure 19a is the original lake with detailed branch information. The experimental data that were used to simplify water areas at a small scale were obtained from the Baidu map of China. We used data at the 14th level from the Baidu map. The corresponding scale at the 14 th level is $1: 50,000$. The original resolution of the lake is 1 pixel $=16 \mathrm{~m}$. Figure 19b shows the simplification results after removing the branches in the first layer using the BIP method. Some typical simplification areas are marked with grey dotted ovals. As cellsize increases, the thicker branches will be removed. Figure 19c shows the simplification results after removing the branches in the second layer using the BIP method. According to the definition of the visibility constraint, the values cellsize $=9$, cellsize $=33$ and cellsize $=60$ are used to generate the results at the scales of 1:150,000, 1:500,000, and 1:1,000,000, respectively.


Figure 19. A case of hierarchical simplification using the BIP method. (a) Original lake; (b) removal of the branches in the first layer, cellsize $=9$; (c) removal of the branches in the second layer, cellsize $=33$; (d) cellsize $=60$.

Figure 20 shows the changes in length (Figure 20a) and area (Figure 20b) with increasing cellsize. The default values of $\mathrm{R}, \mathrm{A}$ and F are $\mathrm{R}=1.5, \mathrm{~A}=175$, and $\mathrm{F}=3$, respectively. As shown in Figure 20a, the rate of change in length is relatively uniform when the cellsize is less than 30 . When the cellsize is greater than 30, the rate of change begins to decrease. As shown in Figure 20b, the rate of change in area is relatively high when the cellsize is in the range of 10-30, but relatively gradual when the cellsize is in the ranges of $0-10$ and $30-40$. The values of the cellsize used for cutting off the branches are located within the gradual range. These values are cellsize $=9$ (first layer) and cellsize $=33$ (second layer).


Figure 20. Changes in length and area using the BIP method. (a) Length change; (b) area change.

## 5. Conclusions

This paper proposes a new approach for line simplification using image processing techniques based on a raster map. In the traditional methods of line simplification, vector data are used as the primary experimental data. However, our study focuses on the rules of people's visual processes to simplify a water area boundary using the BIP method based on image data. The following conclusions can be drawn:
(1) The proposed BIP method can be effectively used for polygonal boundary simplification of water areas at different scales. By using the method of corner detection based on CSS, the local features of the water areas are maintained.
(2) The proposed BIP simplification method aligns with people's visual processes. As long narrow parts (as shown in Figure 14a) usually attach around water areas, the BIP method can remove the invisible long, narrow parts when the scale decreases by the definition of the minimum visibility $(m v)$ of a feature. Therefore, this method is especially suitable for simplifying the boundary of water areas at larger scales.
(3) In comparison with the DP and WM methods, the length and area change of the proposed method is slightly larger at three scales, and the maximum average percentage difference of length at the three scales is only $0.06 \%$, and the maximum average percentage difference of area at the three scales is only $0.05 \%$. The location accuracy resulting from the proposed BIP method is better than that form the DP method, but close to the WM method.
(4) Given that the proposed BIP method can more accurately remove the details that humans do not need at larger scales, the point reduction ratio of the proposed BIP method at the three scales is lower than the DP method, but higher than the WM method. Additionally, since the BIP method uses the image data to perform simplification, the execution time of the BIP method is longer than the other two methods.

In addition to water areas, we tried to apply the proposed BIP method to any other line elements such as contour lines, buildings, or administrative boundaries. Apparently, due to the different characteristics of different types of line elements, the method cannot satisfy the needs of data generalization for all types of line elements, such as buildings with orthogonal characteristics. In the future, the proposed method should be improved and applied to other geographic line elements.
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