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Abstract

:

A critical issue in the geography of crime is the quantitative analysis of the spatial distribution of crimes which usually changes over time. In this paper, we use the concept of exchange mobility across different time periods to determine the spatial distribution of the theft rate in the city of Wuhan, China, in 2016. To this end, we use a newly-developed spatial dynamic indicator, the Local Indicator of Mobility Association (LIMA), which can detect differences in the spatial distribution of theft rate rankings over time from a distributional dynamics perspective. Our results provide a scientific reference for the evaluation of the effects of crime prevention efforts and offer a decision-making tool to enhance the application of temporal and spatial analytical methods.
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1. Introduction


To understand the geography of crime it is necessary to determine the differences in the spatial distribution of the criminal phenomenon. Numerous studies have focused on determining such spatial distribution patterns by detecting hot spots or calculating spatial autocorrelation [1,2,3,4,5,6,7]. Well-known methods exist for incorporating spatial autocorrelation or detecting hot spots, such as eigenvector spatial filtering (ESF) [8,9,10,11,12] and space-time scanning statistics [13,14,15,16,17,18,19]. However, both these methods are static approaches that detect the differences between geographical units over a specific time range, therefore failing to account for the fact that such a distribution usually changes over time and neglecting temporal and spatial evolutionary patterns. Other researchers have investigated time variations in crime distribution, especially regarding monthly or seasonal changes in crime based on routine activity theory [20]. The differences between two periods in the distribution of crime events are often interpreted as a characteristic of cross-sectional data for a specific time [21,22,23]. For example, Breetzke and Cohn [21] evaluated monthly differences in assault levels stratified by neighborhood and found assault to be seasonal, with higher incidence rates in summer. In other words, they generalized the periodicity of crime distribution. While this is valuable, it is difficult to determine how to numerically describe the changes in the spatial distribution pattern between different periods, and thus, this is often ignored.



Although spatial dynamics have been found to be widespread in science and widely used across a variety of disciplines, especially in economic issues [24,25,26], their application to crime analysis is still limited. However, determining a method for measuring the changes in the economic levels of individuals in a group relative to the changes of other individuals in the group over a period is a crucial issue in economics [27,28,29]. Different types of changes in the distribution patterns of individual economic levels indicate different social welfare states [30]. In other words, the spatial differences described by traditional spatial-temporal statistics do not consider positive or negative effects on economic inequality due to economic mobility. Similar to the problem above, when the spatial heterogeneity of crime events certainly exists, it is unclear whether criminal incidents always concentrate in a few geographical units in a study area or switch between most of the geographical units. To understand the importance of analyzing changes in the spatial distribution of crime over time, assume there are two geographical spaces, i and j, in which 100 and 10 crimes were respectively committed over a specific month. To understand the change in crime over time, we need to consider the following two possibilities:




	(1)

	
In the second month, i will witness 10 crimes and j will witness 100 crimes. If investigating two different periods, the spatial distribution of crimes may greatly differ in each period. However, there is the probability that there will be an overall similar number of crimes, because exchange mobility exists between i and j and, therefore, there ought to be a similar overall amount of crime. However, these two-time periods cannot be combined, even though it appears that both areas have similar numbers of crimes, since we ignore differences over time.




	(2)

	
In the second month, the distribution of crimes remains the same: 100 in i and 10 in j. In this case, it is important to note that i always has a higher rate of crime than j. Similar to the significance of consolidation of income levels in socioeconomic processes [8,9,10,11], the consolidation of the theft rate level also needs to be noticed—in this situation the differences between i and j must be emphasized.









In this paper, we use the concept of exchange mobility (also known as space-time coherence from the perspective of calculation) to better understand the spatial distribution of theft cases at the community level in Wuhan City, China. To do so, we use a newly-developed spatial dynamics indicator, called the Local Indicator of Mobility Association (LIMA) [31], which is based on Kendall’s statistic. Unlike traditional spatial autocorrelation or spatial-time statistics, LIMA measures changes in the rank of crime level in a specific geographical unit over different periods and compares these changes to those in an adjacent geographical space. In other words, LIMA statistics are designed to detect hot-spots of space-time concordance and to determine change patterns in spatial pattern evolution, as demonstrated in the two examples above.



We use Wuhan’s districts as our spatial divisions. This allows us to consider the stability of the spatial and temporal distributions of theft rates in all communities, among and within districts, through the exchange mobility of the rank of crime rates among communities. This paper focuses on theft, a criminal type of multiple property conversion with a low detection rate. Public security at all levels is closely concerned with the prevention and control of this type of crime. In addition to the accumulation of theft over time and space, theft is also a good example of a type of crime that shows mobility, which will be explored in the following section. The rest of this paper is structured as follows: the remainder of the Introduction reviews the relevant literature. Section 2 describes the research methods and data used in this paper, Section 3 provides an overview of our results, and Section 4 offers a discussion of our research and some conclusions.



Spatial autocorrelation is an important property of geographical data and one of the major differences between spatial statistics and traditional statistics [4,5,6,32] or measurement that model spatial autocorrelation [8,10,11]. It describes the difference between geographic variables related to locations in the geographical space domain and the same variables in spatial-adjacent locations. Cliff et al.’s (1973) definition of spatial autocorrelation and Tobler’s proposed first law of geography were milestones in the field, and provided effective measures of statistical significance to allow the establishment of relationships between quantifiable spatial data [4].



Spatial autocorrelation pertains to the non-random pattern of attribute values over a set of spatial units. It has been used to understand crime rates in a variety of ways, including traditional geographical statistics (e.g., Moran’s I). For instance, Malleson and Andresen studied the relationship between social networks and crime, analyzing the spatial differences between disease and crime based on Moran’s I [33]. However, traditional autocorrelation statistics represent only snapshots related to the distribution of spatial variables in the study area within a period of time. Their findings are static and lack a description of the development of spatial variables over time.



Another related literature stream is the spatiotemporal analysis of crime, including methods such as space-time scanning statistics or time series analysis [13,14,15,16,17,18,19]. The main idea of space-time scanning statistics (STSS) is to scan the data in the study area along the time and space dimensions through the spatiotemporal window with changes in position and size, where each window is seen as a potential anomaly space-time gathering area. The results of STSS are one or more space-time windows, representing the most aggregated areas of events over space and time. However, the pattern of crime distribution between two time periods has not drawn much attention, while time series analysis attracted the attention of crime geographers. For example, Melo [20] analyzed spatial patterns using census tracts and temporal patterns, considering time variance (seasons, months, days, and hours) based on routine activity theory, and found the distribution patterns of different crime types to present different time variances when changing temporal or spatial/temporal scales. Breetzke [21,22] analyzed time variation (monthly and daily) for violent and property crimes based on Fourier analysis and found the periodicity of crime to be around 7–10 days. Schinasi [23] conducted a time series analysis on the associations between temperature and crimes based on a quasi-Poisson distribution. The analyses suggested that the risk of violent crimes is highest when temperatures are comfortable, especially during cold months. In other words, they generalized the periodicity of crime distribution. While this is valuable, the problem is how to numerically describe the changes in spatial distribution patterns between different periods, which is often ignored. As the time variation analysis of crime more closely follows the idea presented by LIMA, we focus on how to numerically describe the changes in the spatial distribution patterns between different periods.



In contrast to the testing-based methods mentioned above, other papers have focused on model-based methods for space-time modeling to describe the spatial differences in geographic space. These are usually modeled with generalized linear mixed models based on eigenvector spatial filtering (ESF) [8,9,10,11,12] or Bayesian approaches [34,35,36,37,38,39]. ESF is a nonparametric statistical method for modeling spatial autocorrelation in the context of linear and generalized linear or geographic weighted regressions [8,9,10,11,12]. In a generalized linear mixed model, the eigenvectors can be used to capture the spatial autocorrelation in residuals and, hence, the estimation of a standard linear regression model does not suffer from a violation of the independence assumption due to spatial autocorrelation. For example, Chun [10] illustrated how ESF can be utilized to model space-time crime data, extending the generalized linear mixed model for space-time vehicle burglary incidents in the city of Plano, Texas. ESF introduces a subset of eigenvectors extracted from a spatial weights matrix as synthetic control variables in a regression model specification to deal with the problems involving spatial dependences in a spatial regression model. In other words, it accounts for spatial autocorrelation in the standard specifications of regression models.



Other papers have focused on Bayesian approaches. For example, Jane Law [34] used a spatial-temporal Bayesian modeling method to analyze the changes in the incidence of property crime in York city, Canada, estimating linear (mean) and non-linear (area-specific differential) trends in property crime. Wheeler [35] used a Bayesian model for the estimation of the spatially-varying effects of alcohol outlets and illegal drug activity on violent crime in Houston. Enrique et al. [36] analyzed the variation in violent crimes by area and its association with neighborhood-level explanatory variables using a Bayesian spatial random-effects modeling approach. They showed that areas with high levels of violent crime are more likely to be those with a high immigrant concentration, public disorder and crime, and high physical disorder. Several recent papers have also examined the contextual influences on juvenile offenders and violent crime using a Bayesian spatial modeling approach [37,38]. In general, the Bayesian spatiotemporal model is developed from traditional spatial regression models, such as the spatial lag model and the spatial error model. The goal of the Bayesian spatiotemporal model is to measure the influence of a specific geographical variable or explanatory variable (e.g., house value, education, poverty, unemployment, vehicle, working at home) on the crime rate level, and then, to predict the crime tendency level. The Bayesian spatiotemporal model adds to the understanding of the relationship between criminal risk and neighborhood characteristics. In other words, this model is concerned with the characteristics of spatial distribution rather than the degree of change in spatial distribution.



LIMA is designed to deal with the problem described above [31,40] and can be viewed as a ramification of the local indicators of spatial association (LISA), suggested by Anselin [3]. It originated from the ideal that existing spatial-time statistic deficiencies in the description about economic inequality are inadequate to describe a study area’s regional differences, simply by using traditional statistics based on cross-section data, such as space-time or spatial autocorrelation [40,41,42,43,44]. Different forms of LIMA are suggested as alternative representations of regional contexts [31]. LIMA measures consider how pairwise ordinal associations between neighboring values evolve over time, while differences between the spatial autocorrelation or spatial-time statistics capture how pairwise interval associations change between time periods. The two measures (LISA and LIMA) should be thought of as complements and not substitutes because they capture different aspects of spatial distribution dynamics.



In summary, this paper relies on two concepts from previous research. First, exchange mobility (or space-time concordance) measures how pairwise ordinal associations between neighboring values evolve over time. Second, the intraregional exchange mobility of each district and interregional exchange mobility between districts are analyzed by decomposition with of LIMA. By measuring the exchange mobility of the theft rate ranking, a dynamic perspective can be formed as a useful complement to the space autocorrelation measure, to overcome the deficiency that traditional spatiotemporal analysis methods based on cross-sectional data cannot address—the numerical changes in the spatial pattern evolution of crime events.




2. Materials and Methods


2.1. Study Area


We conducted our study in the city of Wuhan, Hubei Province, China (Figure 1). Wuhan is a megacity that serves as the political, economic, and educational center of central China. Yangtze River, the third largest river in the world, divides Wuhan’s downtown into three parts, and Han River, its largest tributary, divides the three main towns (Wuchang, Hankou, and Hanyang). Wuhan has 13 municipal districts and 160 sub-districts [45]. The city has a total area of 8494.41 km2, and the downtown area is 863 km2. The permanent population is about 10.7662 million.



The development of a police information system in Wuhan and the application of a police GIS resulted in the accumulation of a large amount of crime data. The use of administrative divisions (districts) or the institutional arrangement of the national structural system through spatiality and hierarchy is necessary for certain administrative functions. Different districts have different areas of focus, such as politics, economics, nationality, population, geography, and culture. Due to the complexity of urban management and the limitations of human management, the city must be managed through an administrative management system based on the division of labor and hierarchical control.



Wuhan include seven downtown districts (Jiang’an (JA), Jianghan (JH), Qiaokou (QK), Hanyang (HY), Wuchang (WC), Qingshan (QS), and Hongshan (HS)) and six suburban districts (Caidian (CD), Jiangxia (JX), Huangpi (HP), Xinzhou (XZ), Dongxihu (DXH), and Hannan (HN)) (Figure 2). Each has different characteristics; for example, most colleges and universities in Wuhan are concentrated in Wuchang, while commercial and political centers are concentrated in Jianghan and Qiaokou. Meanwhile, Caidian and Dongxihu have many scenic spots, meaning that the tourism industry is relatively developed in both districts, and industries are concentrated in Hanyang, Xinzhou, and Qingshan.



This paper defines the spatially close relationships between various communities from a district perspective. We use LIMA’s decomposition forms to analyze the differences within and between the temporal and spatial distribution of the theft rate ranking in all districts.




2.2. Dataset


The data in this paper come from the Police Geographic Information System (PGIS) system of Wuhan’s Public Security Bureau. We analyzed all cases of theft for the 12 months between 1 January 2016 and 31 December 2016, for a total of 148,995 incidents. Each record included the case type, occurrence time (accurate to the day), location (geographical coordinates), case description, and other properties. Additionally, the data used to support the temporal and spatial hotspot analysis of criminal cases included division data of urban districts and 2013 population data for all 9,896,726 inhabitants (due to the sensitivity of data, we only have the census data for 2013.). Each population record included personal IDs and addresses (geographical coordinates). Table 1 summarizes the data used in this paper.



Figure 3 shows the distribution of theft rates using theft data as a whole for 2016 (Quarter 1 lasted from January to April), population data for 2013, and vector data of the districts in Wuhan.




2.3. Methods


2.3.1. Rank Correlation


Kendall’s   τ   [46] is based on the comparison between the number of observation pairs that have concordant ranks between two variables [47]. Kendall’s coefficient is used to express the degree of similarity between two variables; for example, it can be used as the distance measure in rank aggregation problems on pattern recognition and machine learning [48,49,50,51,52,53,54] or it can measure rank correlation in change detection [55,56] in the spatial sciences and the more general problem of map comparisons [57,58] and their fast algorithms [47,59,60].



Kendall’s τ is a nonparametric statistical method that measures the degree of similarity between two rankings (ordinal variables) and can be used to assess the significance of the relationship between them. Nonparametric statistics differ from parametric statistics in that the model structure is not specified a priori but is instead determined from the data. The prerequisite for a parametric statistical method is that the data should obey or approximate the normal distribution, whereas nonparametric statistical methods do not rely on any assumptions on distributions, which is more suitable for geographic random variables.



To measure the spatial dynamics of crime distribution, we used one attribute measured at two points in time over spatial units as our two variables. This classic measure of rank correlation indicates the relative stability in the map pattern over the two periods and can be formulized as follows (Equation (1)):


  τ  (  g , f  )  =     ∑   i = 0   n − 2     ∑   j = i + 1   n − 1   s g n  (   f i  −  f j   )  s g n  (   g i  −  g j   )    n  (  n − 1  )  / 2   =   c − d   n  (  n − 1  )  / 2   ,  



(1)




where f and g are variables with observations over   i = 1 , 2 , … . n   units. The numerator reflects the net concordance between all pairs of observations with these two variables, where c is the number of concordant pairs and d is the number of discordant pairs. Any pair of observations    (   f i  ,  g i   )    or    (   f j  ,  g j   )   , where   i ≠ j   is said to be concordant if the ranks for both elements (more precisely, the sort order) by   f   and by  g  agree, that is, if both    f i  >  f j    and    g i  >  g j    or if both    f i  <  f j    and    g i  <  g j   . They are said to be discordant if    f i  >  f j    and    g i  <  g j    or if    f i  <  f j    and    g i  >  g j   . If    f i  =  f j    or    g i  =  g j   , the pair is neither concordant nor discordant. As a correlation measure, the range is   − 1   ≤   τ  (  g , f  )  ≤   1  .




2.3.2. Local Crime Exchange Mobility


There are numerous mathematical models that describe exchange mobility [25,40], and one of the most common of these is a series of measure methods based on the development of Kendall’s correlation coefficient [24]. The LIMA is based on Kendall’s correlation and stems from the consideration of the question about regional income inequality [31,40], on which Rey has done significant research [31,40,59,60,61].



Although the temporal and spatial patterns for different periods can also be demonstrated with spatial autocorrelation statistics through changes in autocorrelation measures over time, their differences are significant. LIMA describes differences in spatial patterns during evolution in the way that spatial patterns jointly form—with the evolution of geographical units and their neighbors—while local autocorrelation statistics describe the differences between geographic variables of a geographical unit and its neighborhood at a time point. The LIMA [31,41] formula is as follows:


   I  τ , r   =  (     τ r  − τ     ∑  r       (   τ r  − τ  )   2   n     )    ∑  b   ω  r , b    (   τ b  − τ  )  ,  



(2)




where  r  is the focal unit and     b   is one of its geographical neighboring pairs;  ω  is the spatial weight (let  ω  denote a binary spatial weights matrix with elements    ω  r , b   = 1   if observations r and b are geographical neighbors, and 0 otherwise);    τ r  =    c r  −  d r    n − 1   =    l r ′  S l   n − 1     (c is the number of concordant pairs and d of discordant pairs);     τ =  1 n    ∑  r   τ r   ; and    ω  r , b     is the geographic weight indicating the importance of r to b, which is determined by geographic weight.



LIMA compares the local concordance measure for each neighbor against the same measure for the focal unit, and the concordance between neighboring pairs of the focal unit is also considered to integrally describe how the focal unit’s spatial pattern of rank changes. In other words, in addition to the concordance relationships between the focal unit and its neighbors, the concordance between all the pairs within the focal unit’s neighborhood set are also included. The LIMA value for a certain geographical unit represents the change in local rank in the adjacent geographical space at the site between two time periods (e.g., from Q1 to Q2 in this paper). The statistics on the quantity of all geographical units in the geographical space in relation to the local ranks of the two periods are obtained.



Here, the question is whether the concordance relationship between the focal community and its neighbors is different from what could be expected from randomly distributed rank changes. Because the assumption of equal distance between categories does not hold for ordinal data, neither the use of means and standard deviations for the description of ordinal distributions, nor the use of inferential statistics based on means and standard deviations were appropriate. Instead, nonparametric methods were proposed as the most appropriate procedures for inferential statistics involving ordinal data, especially those developed for the analysis of ranked measurements. We performed a Monte Carlo simulation to determine the statistical significance of the results [31] and the statistics were computed under the null hypothesis of random spatial patterning of rank changes [31]. Inference was based on conditional randomization for each community under the null hypothesis. That is, the sampling distribution for the focus community was obtained by randomly selecting its neighbors from the set of communities in Wuhan, excluding itself and recalculating the statistic. Permutation re-sampling requires a computationally demanding number of permutations to get reliable estimates of the p-values for the most differentially expressed genes. This process was repeated 99 times for each state and pseudo p-values were obtained by comparing the observed statistics to this conditional distribution under the null hypothesis.




2.3.3. Decomposition of Crime Exchange Mobility


The occurrence of crime has profound and complex roots, including numerous societal, economic, cultural, and spatial factors. Hence, differences often exist in the spatial distribution of criminal incidents. The definition of a spatial neighborhood in a traditional geographical statistical analysis is often based on proximity in the geographical space. However, this convention has some limitations, especially in cities in developing countries, where the distribution of resources (e.g., manpower, economic, police) is highly unequal. Although the communities subordinate to different districts are geographically close, there may be widely divergent administrative means and efficiencies. Therefore, it is unreasonable to compare their subsets. There is a government for each city, but there are also a number of decision-making centers at the district level. The differences among district governments, jurisdictional districts, and districts (the smallest administrative units in China) are objective facts, and our methods must take these differences into account.



The decomposition of exchange mobility proposed by Rey et al. [31] measures intraregional and interregional mobility using block weights that partition spatial observations into regimes and facilitate the decomposition of overall mobility into two components in a given study area. This interregional and intraregional mobility decomposition is calculated as follows:


  τ =    l K ′  P  (  W ∘ S  )   P ′   l K     l K ′  D  l K    +    l K ′  P  (   W ¯  ∘ S  )   P ′   l K     l K ′  D  l K    ,  



(3)




where   D = P W  P ′  + P  W ¯   P ′    and    l K    is a   K   ×   1   unit vector; P is the regional aggregation matrix of dimension   K   ×   n ,   with   K     being equal to the number of regions. The matrix  S  is defined with elements    s  i , j   = 1   if observations     i ,   j     are concordant,    s  i , j   = − 1   if   i ,   j     if they are discordant, and    s  i , j   = 0   otherwise. This defines a fast algorithm for the Kendall’s     τ  . Using this aggregation matrix, the local concordance measures can be aggregated to consider the concordance between and within regions. This is used to exhaustively and mutually exclusively partition the areas into K regions, such that    P  k , i   = 1     if   i ∈ k  , otherwise    P  k , i   =  , and     ∑  k   P  k , i   = 1  . This can be shown in matrix form as


  T =   P  (  W ∘ S  )  P ′  D  +   P  (   W ¯  ∘ S  )  P ′  D  ,  



(4)




where  T  is a   K   ×   K     concordance matrix with the diagonal elements measuring the concordance between units within a regime and the off-diagonal elements denoting the concordance between observations from a specific pair of different regimes.



The decomposition determines whether the classic measure masks different correlation patterns between the two pair sets: neighboring and non-neighboring. The first term on the right-hand side of Equation (3) is a function of intraregional concordance, while the second is driven by the concordance between members of different regions, or interregional concordance. The use of block weights when partitioning spatial observations into regimes also facilitates the decomposition of overall mobility into two components: intraregional and interregional mobility. We measured intraregional and interregional mobility within and between each pair of districts using the decomposed form of LIMA to understand the evolution of theft rates (conducted by its rank) within a district as well as the pattern between each pair of districts.



We implemented the experiment using Wuhan’s real data to measure the local exchange mobility and interregional and intraregional exchange mobility of theft using Python 3.6 and PySAL [60] (http://pysal.github.io/index.html).






3. Results and Discussion


3.1. Experimental Data


We ranked theft rates (Figure 3) from large to small by quarter as global rankings and used a boxplot (Figure 4) to show the changes in every community’s global ranking over the four time periods (Q1 to Q4, respectively). The boxplot, also known as a box-whisker plot, utilizes five statistics: minimum, first quartile, median, third quartile, and maximum. It can roughly show whether the data are symmetrical, as well as the distribution’s degree of dispersion, and other information, and is useful when comparing several samples.



We added the absolute values of the global ranking changes between quarters, showing the changes in each community’s ranking during the four-quarter period. The cumulative change in the global ranking is shown in Figure 5, in which the map is classified by natural breakpoint (Jenks) and the accumulated changes in global rankings in each community over the four time periods ranged from 3 to 211. Figure 5 measures the overall volatility in the rank movements of individual communities.



Figure 4 and Figure 5 are both examples of how visual illustrations can depict the shifting rank of theft rate for communities in Wuhan. This, by definition, is evidence of rank mobility.




3.2. Local Crime Exchange Mobility in Wuhan


LIMA can be used to describe the ability of each geographical unit to maintain its own local theft rate rank in the geographical space formed by a certain geographical unit (focal unit) and its geographical neighborhood. The local rank of crime rate (LRCR) concordance between neighboring pairs indicates the spatial distribution of a certain geographical unit (focal unit) defined by its adjacent relation in geographical space. For cross-sectional data, such as that analyzed in this paper, the traditional spatiotemporal method usually models the geographical variables and geographical random effects in a study area in different time slices. Different time slices show different states of spatial heterogeneity, but the relationship between different time slices is not been measured. In other words, the spatial heterogeneity is the result of different times and different effects. In the current study, we were wanted to determine how to metrically measure the spatial differences between different time periods.



If the LIMA value is close to 1, the LRCR of the geographical units in the adjoining geographical space is almost non-exchanging, and any persistent temporal or spatial differences are of interest. If the LIMA value is close to −1, the LRCR of geographical units in the adjoining geographical space and that of the current geographical unit are reversed, meaning any temporal or spatial differences are temporary.



In this way, the LIMA value, ranging from 1 to −1, was used to describe the stability level as high or low, respectively, for the current geographical and adjoining space and allowed us to better understand the temporal and spatial distribution of crime. Of course, the obvious exchange mobility in LRCR is also important, as this value can imply the transfer or temporary suppression of a crime center. In this case, spatial weights were defined using block weights reflecting the geographical units shown in Figure 2. Statistical significance was determined through a Monte Carlo simulation (99 iterations) and significance was defined as p < 0.05 (marked with *), with high significance being defined as p < 0.01 (marked with **). Figure 6 shows the results of this calculation, as determined by Equation (4).



Figure 6 shows that most communities had a positive exchange mobility in the theft rate ranking for each transitional quarter period. Values above 0.9 are marked in red. These values indicate no exchange between pairs of communities, while the ratio for the local rank interchange decreased below 5%, implying that the theft rate rank of most communities barely changed across all 2016 quarters. Values between 0.5 and 0.9 (marked in yellow in Figure 6) indicate that interchanging of local rankings exists in most geographically adjacent communities for a substantial number of community pairs. The local rank interchanges between community pairs in the spatial neighborhood showed ratios from 25% to 5%, although the exchange mobility in space was still mainstream.



For example, the exchange mobility values for Changfu Street, Caidian District, in three quarters were 1.00 **, 0.99 **, and 1.00 **. The adjacent geographical space consists of seven communities, including Daji, Junshan, Tonghu, and Caidian communities, among others. Table 2 shows the global theft rate ranking for each adjoining community from quarter 1 (Q1) to quarter 4 (Q4). Although their global ranks fluctuated slightly, there were no changes in local ranks from the first to the second quarter.



Other geographical units show different temporal and spatial states. For example, Chihui community’s LIMA values over three quarters were −0.25 **, −0.53, and 0.77 **. There are six adjacent geographical spaces to Chihui, including Zoumaling, Changqing, and Yijiadun communities. Table 3 shows the global theft rate ranking for each community, with Chihui Community’s rank declining sharply between the first and second quarters.




3.3. Decomposition of Crime Exchange Mobility in Wuhan


Traditional geographical statistics based on panel data are usually explicit or implicit. They assume all geographical units are homogeneous in the geographical space, while, in fact, each unit belongs to a different district. Although communities may be close geographically, they may be governed by widely divergent administrative means and administrative efficiencies. Therefore, it is unreasonable to compare these subsets using the same metrics. As such, we used the term district to define spatially close relationships between communities in Wuhan. Therefore, we were able to divide the crime exchange mobility into two metrics—one based on the LIMA index within districts and the other based on the dynamic differences between all districts [31].



Table 4 shows the results of applying interregional concordance decomposition to our data. We used regime weights to define neighbor sets as those spatial units belonging to the same region. The diagonal values (marked in gray) indicate the regional exchange mobility measures of the theft rate ranking within all Wuhan districts during the first and second quarters of 2016. The other values measure the exchange mobility among all districts during the corresponding time periods. The values marked with an asterisk indicate significance at p < 0.05 for all 999 Monte Carlo repetitions. The null hypothesis requires that deduction is based on the random spatial displacement of all Wuhan communities’ theft rate rankings. If the ranking of theft rates has a random spatial distribution, the observed exchange mobility of crime rate ranking between or within a district will be significantly different than expected.



The Wuhan districts showed different temporal and spatial evolution patterns in the first and second quarters of 2016. The gray diagonal boxes of Table 4 show that the exchange mobility level of theft ranking was significantly lower than expected using a random spatial pattern. Using Xinzhou District as an example, we see that the exchange mobility level from the first quarter to the second quarter was 0.17, significantly different from the results expected by the null hypothesis (p < 0.01). The result describes the intensity of exchange mobility of community pairs for local theft rate rankings in the different quarters among spatial neighborhoods.



The exchange mobility in Xinzhou District was more intense than that of other districts, and nearly half of its community pairs had interchangeable local ranks. When viewed together with our original data, this confirms that all communities in Xinzhou District have similar theft rate rankings and thus, the differences between them were significantly lower than expected. The average global ranking was 143.25 (out of 160) and there was no obvious crime hot-spot in the district. Similar patterns were found over the next two quarters as well. At the same time, spatial exchange mobility in Xinzhou District increased to 0.45 and 0.48 between the second and third quarters and third and fourth quarters, respectively. While the difference in the theft rate within Xinzhou District rose in comparison to the first quarter, the global ranking of Xinzhou District remained constant at 140.



However, Dongxihu and Huangpi districts showed different exchange mobility patterns. Their overall exchange mobility indexes were around 0.5 larger than that of Xinzhou. Unlike in Xinzhou, there were obvious high-risk areas in Dongxihu and Huangpi. For example, the average global ranking of Dongxihu’s Changqing community was 18, and that of Huangpi’s Qianchuan community was 37.5. The rank correlation (the frequency of rank exchange) was lower for community pairs in Dongxihu and Huangpi districts than in Xinzhou District, which implies the local theft rate ranks in Dongxihu and Huangpi are more stable and that rank exchange only occurs in communities with theft rates similar to that of the local rank. In other words, each district had obvious crime hot and cold spots. For example, over time, the top three most crime-ridden communities in Dongxihu District rotated among Changqing, Jiangjunlu, Huici, Changqinghuayuan, and Jinghe.



The exchange mobilities of the local theft occurrence rank in Wuchang, Jiang’an, and Qiaokou districts were generally higher than in other communities (0.88, 0.89, and 0.90, respectively), and these districts maintained a high exchange mobility measure over time, which means that the local crime rate ranking of each community in the above-mentioned districts remained almost unchanged over time. For example, Qiaokou District showed a high exchange mobility (0.9, p < 0.01). Combining this with observed data, we found that the local ranking only changed for two communities between the first and second quarters: Hanjiadun community (first) and Zongguan community (second). The other communities remained the same, showing a stable spatial distribution of the theft rate ranking in Qiaokou’s main communities (Table 5).



In Table 4, the non-diagonal values measure the shift in the global theft rate ranking between different districts, relative to each another. Values range from −1 to 1. Over time, the global theft rate ranking in two districts gradually weakened. The strength of the global ranking’s ability to facilitate focal unit exchanges between districts describes the stability of the spatial and geographical pattern and the differences in each district’s theft rate ranking.



The districts that showed obvious exchange mobility include Wuchang (1.00 **), Hanyang (1.00 **), Jiang’an (0.96 **), Jianghan (0.93 **), Qiaokou (1.0 **), and Qingshan (0.94 **), all of which are located in downtown Wuhan. The calculation shows that the global theft rate ranking of communities in Xinzhou District changed significantly between the first and second quarters of 2016, which implies a large difference in the theft rates of each community—a difference that changed over time. On the other hand, suburban districts such as Caidian (0.53 **) and Huangpi (0.53 **) showed relatively high levels of exchange mobility, which implies that Xinzhou District has a similar theft rate ranking. Similar space-time situations ewre observed for Huangpi District’s interregional exchange mobility.



Overall, the exchange mobility level of theft in suburban areas was lower (Caidian = 0.69, Jiangxia = 0.65, Huangpi = 0.50 **, Xinzhou = 0.17 **, Dongxihu = 0.54 *, Hannan = 0.33 *) than in the seven downtown areas (Jiang’an = 0.89, Jianghan = 0.81, Qiaokou = 0.90 **, Hanyang = 0.51 *, Wuchang = 0.88, Qingshan = 0.64, Hongshan = 0.67), which implies that communities in suburban areas have smaller differences in global theft rate rankings and that changes in local theft rate rankings are more frequent. In the suburban areas of Wuhan, economy and culture tend to lag behind downtown areas, and these districts have lower amounts of various resources (both aggregate degree and total quantity). This means the differences between communities are relatively smaller than for communities in downtown areas. As such, frequently changing space-time patterns are easily formed, and this affects the local theft rate ranking.



Differences among districts may be caused by natural features, economic development, industrial structure, and policies. Of these, natural features are the most basic and include districts’ differing geographical environments, geologies, landforms, hydrology, animals, plants, and even climate. Economic development also has a large impact on the spatial distribution of crime [26,29]. Finally, different industrial structures influence the performance of specific geographical variables, thus resulting in differences between districts.





4. Conclusions


Continuous urban development has resulted in increasing public security issues, the most common of which are property-related crimes (e.g., theft, burglary, robbery) [29,62,63,64,65,66]. This paper used the concept of exchange mobility with the LIMA method to analyze spatial distribution in relation to the theft rate exchange mobility of theft in Wuhan, China. The goal of traditional spatiotemporal methods or spatial autocorrelation of time variation in crime analysis mainly based on the detection of cross-sectional data characteristics is to show the distribution of criminal events in different geographical units in a study area over multiple time periods. However, the focus of our work was on how to metrically measure the differences in the pattern of crime distribution between different time periods to analyze the dynamics of spatial data based on the crime rate ranking. This is very different to traditional spatiotemporal methods involving time variation in crime. It is important to note that LIMA focuses on different properties of changes in a spatial distribution from those offered by existing spatial autocorrelation or spatial-time static measures. This paper studied the exchange patterns of the spatial distribution of crime events. This could be used as a follow-up research method for space-time modelling and reflects the ability to understand the spatial distribution of criminal incidents in relation to a focal area’s adjacent geographical spaces. Compared to traditional static geographical or space-time methods, it describes the evolution of differing temporal-spatial patterns and differences in the crime rate ranking in one geographical space over different time periods more reasonably. This paper divided the LIMA indexes and, based on the adjacent relationships of Wuhan’s districts, analyzed the intraregional exchange mobility of each district and the interregional exchange mobility between districts. Our results described the stability of the spatial distribution of theft in each district and the changing global ranks between districts. This allowed us to observe the differences in the spatial distribution of criminal incidents in and between districts over time.



LIMA can play a role in actual policing tasks, such as how to optimize the allocation of police resources. Because LIMA describes the degree of stability in the distribution of crime levels (crime rate ranking) in the geographical environment of a geographical unit, it is suitable for the detection of changes in the spatial distribution of crime events. For example, if the value of LIMA in a community is close to 1, it means the crime level of that community is relatively stable; that is, the local crime rate ranking of each community will barely change over time. It is necessary to focus on areas with higher crime levels (higher rank) when distributing the police force according the value of LIMA; that is, the higher the value, the more noteworthy the area in terms of crime. If the LIMA of a community always has a low value, this shows that the local crime level rankings for each community in the geographical space are higher. In other words, the lower the value, the more frequent the changes; thus, the crime environments of the communities are relatively similar because they exchange their local rankings frequently. As such, it is necessary to focus on whether there is a possibility that criminal gangs may commit crimes to cause changes in the crime distribution pattern if there has previously been a community with a high crime ranking in this geographical space. This is information that traditional criminal hot-spot analyses cannot obtain.



To allow the assessment of effectiveness, anticrime initiatives implemented by the police usually cover a limited area, because police resources are always limited. By calculating the LIMA value for a specific geographic unit and comparing it with historical LIMA values, we evaluated whether crime events were less frequent in areas with enhanced police force than those without it, in terms of whether LIMA decreased or if there was a transfer of criminal events.



There are limitations associated with the methods used in this study. First, LIMA must to be interpreted together with observed data and does not have intuitive results, because LIMA studies the exchange patterns of spatial distribution of crime events based on its ranking, causing is a trade-off between potential loss of precision and gain of generality [31]. Thus, the original crime rate data is needed to understand how crime distribution patterns have changed. Second, the scale of the analytical unit needs to be explored further because the choice of spatial/temporal unit influences the results. In this paper, we utilized communities and quarters as analysis units, while further studies have used other spatial scales [67] and high-performance computing to carry out more data intensive calculations [68,69] on much smaller spatial/temporal scales. Third, as the LIMAs are based on ranks, the issues associated with the shift from interval to ordinal measurement scales raise the question of potential loss of sensibility. For example, when the change in the theft rate is not large enough to change the global ranking, it is difficult to identify space-time dynamics through LIMA.



Our future work will focus on the following: (1) how to improve LIMA’s practical value so that it more intuitively describes the exchange mobility between different time periods; (2) how to use LIMA indexes to redistribute and combine areas with similar theft rates and facilitate police to develop management and administrative strategies; (3) how to apply LIMA to smaller spatial scales, such as street segments [67] (this is a major challenge because of the data size of street segments in Wuhan); and (4) conducting more empirical research to examine the specific impacts of crime exchange mobility. Human mobility patterns cause shifts in the baseline population and potentially influence crime statistics [70]. Due to the sensitivity of data, our work did not take the human mobility patterns into account and this will be improved in our future work.
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Figure 1. Wuhan’s geographical location and community boundaries. 
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Figure 2. Wuhan’s districts. 
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Figure 3. Distribution of theft rate incidents in Wuhan during the study period. 
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Figure 4. Changes in global criminal ranking. 
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Figure 5. Accumulated mobility of criminal incidents. 
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Figure 6. Local Indicator of Mobility Association (LIMA) values in quarters 1–4. 
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Table 1. Data summary.






Table 1. Data summary.





	Name
	Format
	Time
	Primary Property





	Case point
	Point
	2016
	Case type, time, location, and instruction



	Spatial unit
	Surface
	2010
	Districts and communities



	Population
	Point
	2013
	IDs and addresses
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Table 2. Global theft rate rank of Caidian Community and adjoining communities.
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	Time
	Caidian
	Daji
	Junshan
	Tonghu
	Jiangti
	Zhoutou
	Changfu





	Q1
	106
	32
	4
	108
	11
	73
	47



	Q2
	109
	32
	4
	100
	12
	79
	44



	Q3
	123
	22
	3
	99
	10
	78
	48



	Q4
	118
	22
	4
	115
	8
	85
	56
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Table 3. Global theft rate ranking of Chihui Community and adjoining communities.
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	Time
	Yijiadun
	Jinghe
	Zoumaling
	Changqing
	Wujiashang
	Cihui





	Q1
	68
	53
	94
	14
	22
	51



	Q2
	110
	31
	75
	10
	57
	150



	Q3
	88
	43
	84
	17
	24
	28



	Q4
	24
	51
	69
	31
	21
	10
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Table 4. Breakdown of crime exchange mobility, Q1–Q2.
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	Location
	DXH
	XZ
	WC
	HN
	HY
	JX
	JA
	JH
	HS
	QK
	CD
	QS
	HP





	DXH
	0.54 *
	0.76
	0.69
	0.48 *
	0.66
	0.52 **
	0.59 *
	0.59 *
	0.73
	0.69
	0.64
	0.62 *
	0.56 **



	XZ
	0.76
	0.17 **
	1.00 **
	0.92
	1.00 **
	0.69
	0.96 **
	0.93 *
	0.85
	1.00 **
	0.53 **
	0.94 **
	0.53 **



	WC
	0.69
	1.00 **
	0.88
	0.89
	0.62 *
	0.85
	0.91 *
	0.83
	0.89 *
	0.81
	0.94 **
	0.70
	0.91 **



	HN
	0.48 *
	0.92
	0.89
	0.33 *
	0.93
	0.38 **
	0.70
	1.00
	0.88
	1.00
	0.76
	0.70
	0.68



	HY
	0.66
	1.00 **
	0.62 *
	0.93
	0.51 *
	0.89 *
	0.91 *
	0.77
	0.78
	0.71
	0.87
	0.69
	0.92 **



	JX
	0.52 **
	0.69
	0.85
	0.38 **
	0.89 *
	0.65
	0.59 *
	0.71
	0.83
	0.76
	0.71
	0.77
	0.56 **



	JA
	0.59 *
	0.96 **
	0.91 *
	0.70
	0.91 *
	0.59 *
	0.89
	0.84
	0.80
	0.90
	0.81
	0.88
	0.79



	JH
	0.59 *
	0.93 *
	0.83
	1.00
	0.77
	0.71
	0.84
	0.81
	0.87
	0.76
	0.86
	0.64
	0.79



	HS
	0.73
	0.85
	0.89 *
	0.88
	0.78
	0.83
	0.80
	0.87
	0.67
	0.82
	0.75
	0.64
	0.75



	QK
	0.69
	1.00 **
	0.81
	1.00
	0.71
	0.76
	0.90
	0.76
	0.82
	0.90
	0.90 *
	0.61
	0.89 *



	CD
	0.64
	0.53 **
	0.94 **
	0.76
	0.87
	0.71
	0.81
	0.86
	0.75
	0.90 *
	0.69
	0.77
	0.57 **



	QS
	0.62 *
	0.94 **
	0.70
	0.70
	0.69
	0.77
	0.88
	0.64
	0.64
	0.61
	0.77
	0.64
	0.78



	HP
	0.56 **
	0.53 **
	0.91 **
	0.68
	0.92 **
	0.56 **
	0.79
	0.79
	0.75
	0.89 *
	0.57 **
	0.78
	0.50 **







Districts 1–13 are as follows: DXH = Dongxihu, XZ = Xinzhou, WC = Wuchang, HN = Hannan, HY = Hanyang, JX = Jiangxia, JA = Jiangan, JH = Jianghan, HS = Hongshan, QK = Qiaokou, CD = Caidian, QS = Qingshan, and HP = Huangpi. * p < 0.05. ** p < 0.01.
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Table 5. Global theft rate ranking of communities in Qiaokou District.






Table 5. Global theft rate ranking of communities in Qiaokou District.





	Time
	Baofeng
	Hanjiadun
	Hanshuiqiao
	Hanzheng
	Yijiadun
	Changfeng
	Zongguan





	Q1
	48
	16
	40
	67
	70
	95
	18



	Q2
	37
	26
	36
	62
	70
	74
	14



	Q3
	52
	13
	34
	68
	69
	96
	12



	Q4
	38
	19
	29
	64
	55
	90
	14











© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).
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