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Abstract: In Geographical Information Systems, geo-coding is used for the task of mapping from
implicitly geo-referenced data to explicitly geo-referenced coordinates. At present, an enormous
amount of implicitly geo-referenced information is hidden in unstructured text, e.g., Wikipedia,
social data and news. Toponym recognition is the foundation of mining this useful geo-referenced
information by identifying words as toponyms in text. In this paper, we propose an adapted
toponym recognition approach based on deep belief network (DBN) by exploring two key
issues: word representation and model interpretation. A Skip-Gram model is used in the
word representation process to represent words with contextual information that are ignored
by current word representation models. We then determine the core hyper-parameters of the
DBN model by illustrating the relationship between the performance and the hyper-parameters,
e.g., vector dimensionality, DBN structures and probability thresholds. The experiments evaluate the
performance of the Skip-Gram model implemented by the Word2Vec open-source tool, determine
stable hyper-parameters and compare our approach with a conditional random field (CRF) based
approach. The experimental results show that the DBN model outperforms the CRF model with
smaller corpus. When the corpus size is large enough, their statistical metrics become approaching.
However, their recognition results express differences and complementarity on different kinds
of toponyms. More importantly, combining their results can directly improve the performance
of toponym recognition relative to their individual performances. It seems that the scale of the
corpus has an obvious effect on the performance of toponym recognition. Generally, there is no
adequate tagged corpus on specific toponym recognition tasks, especially in the era of Big Data.
In conclusion, we believe that the DBN-based approach is a promising and powerful method to
extract geo-referenced information from text in the future.

Keywords: place names; Deep Belief Networks; toponym recognition; geographic information
retrieval; Chinese text

1. Introduction

Geo-coding is used for the task of mapping from implicitly geo-referenced data to explicitly
geo-referenced coordinates [1]. Enormous amount of implicitly geo-referenced information is hidden
in unstructured text, e.g., Wikipedia, social data and news. Toponym recognition is the foundation of
mining these useful geo-referenced information by identifying characters, words or tokens as toponyms
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in text [2]. Presently, Deep Belief Networks (DBNs) is a very promising deep learning model in the
field of machine learning. DBNs are probabilistic generative models that are composed of stacked
Restricted Boltzmann Machines (RBMs) with multi-layered networks that simulate the mechanism of
the human brain [3]. The multi-layered networks of DBNs can interpret high-dimensional features
from input data automatically [4]. Over the past several years, a series of researches have used the
models with deep hierarchical networks to advance the state of the art in named entity recognition in
English [5–7]. Nevertheless, it should be noted that Chinese toponyms in sentences are more complex
than in English. There are no separators or uppercase letters in Chinese sentences, e.g., “北北北京京京在中中中国国国的
北部。” (Beijing is located in the north of China). Without these identifying factors, Chinese toponym
recognition require more features from the input sentences. Thus, DBNs were introduced into the field
of toponym recognition in Chinese text, which has mainly two issues [8–11].

Word representation is the necessary pre-condition for recognizing toponyms based on DBNs,
which transforms characters or words into feature vectors. As the input data of the DBN architecture,
the internal information of feature vectors will affect DBN interpretation. There are two typical
models in word representation: One-Hot representation and distributed representation. The One-Hot
representation model only contains the affiliation information of the characters [8,10]. It can achieve
a succinct form for encoding characters or words, but will consume huge amounts of storage
space and lead to the ‘curse’ of dimensionality. Distributed representation was recently applied
to toponym recognition based on DBN by using a TF-IDF model, which provides document-level
context information calculated by the words of the full text [9,11]. Although the TF-IDF model can
avoid storage and dimensionality issues, it ignores the sentence-level context information. The previous
and next words of a center word have been proven to contribute to named entity recognition and
classification [12].

DBN interpretation is the use of multi-layered networks of DBNs to calculate the probabilities
of classification of characters or words by interpreting their input feature vectors. Most of the text
classification research that is based on DBN uses a fixed DBN architecture [8–11]. The number of layers
and the number of nodes were set to ranges of 3–4 and 100–300, respectively. These variables, which can
be called hyper-parameters, define the structure of the DBN model that differs from the parameters
leaned by the model (e.g., the weights and matrixes for the input of the neurons).Although optimizing
hyper-parameters are obtained, they do not determine the trends between the hyper-parameters of
DBN structure and their performances. Thus, they cannot be used to guide subsequent research on
toponym recognition.

In this paper, we propose an adapted DBN-based toponym recognition approach in Chinese text.
Our main contributions correspond to the two issues that are raised above. First, we improve the word
representation method by using a Skip-Gram model, which contains sentence-level context information.
Second, we illustrate the relationships between all core hyper-parameters of the DBN-based toponym
recognition approach and its performance. To evaluate the proposed approach, experiments are
designed to determine the impact of input data with contextual information in DBNs, evaluating the
relationship between the hyper-parameters and the performance, and exploring the differences
between the improved DBN-based toponym recognition approach and a conditional random field
(CRF) model.

This paper is organized as follows: Section 2 states the basic ideas of our research. Section 3
proposes an adapted toponym recognition approach that is based on DBN and describes four critical
issues that affect it. Section 4 presents the framework of the experiments and the necessary information.
Section 5 lists the experimental results and discusses word representation models, DBN interpretation
hyper-parameters and CRF models individually. Finally, Section 6 presents the conclusions.

2. Basic Idea

At present, toponym recognition approaches have shifted from traditional gazetteer matching
and rule-based methods into machine-learning approaches that use linguistic features from the input
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text [13]. To improve the performance of toponym recognition, this research started at the two key
issues of machine-learning approaches: (1) the selection of linguistic features and their corresponding
word-representation models and (2) toponym recognition models and their structures.

2.1. Linguistic Features and Word Representation Models

One of the core issues of machine-learning approaches is the selection of effective features to
represent natural languages [14]. Most toponym recognition approaches optimize feature selections to
fit a specific recognition task and verify the selected features by experimentation [15]. Newly generated
features are expected to improve recognition results [16].

Compared with images and speech, the features of texts are multiple and abstract, and are of three
main kinds: word-level features (character-level), list features and document features [12]. Word-level
features are related to the character makeup of words, such as digit pattern (e.g., four-digit numbers
can stand for years) [17], common word ending (e.g., “country/town” or “-ery/-ry”(laundry, nursery
and surgery) usually indicate places, “省” usually indicates province) [18,19], part of speech [20] and
summarized pattern [21]. As ideographic languages (e.g., Chinese, Japanese and Tibetan) contain no
separators between words, word segmentation will be needed if the model is based on word-level
features [22]. However, since characters in ideographic languages carry basic semantic meanings,
character-level features, which directly form language representations and discard the segments, can be
treated the same as word-level features in alphabetic languages (e.g., English, German and French).

A simple method to generate character-level features is One-Hot representation. It converts
the positions of characters in a dictionary into vectors [8]. This method produces high-dimensional
feature vectors, which brings high storage footprint demands and causes data sparseness problems.
Moreover, the vectors are not able to represent the similarity between characters. Another approach is
to learn distributed representation, which is also called word embedding. A distributed representation
is compact, in the sense that it can represent an exponential number of clusters in the number of
dimensions [23]. One of the first classes of models [24] to be presented was a neural language model
that could be trained over billions of words. This model was refined and presented in greater depth [25].
Another family of models is the log-bilinear models, which are probabilistic and linear neural models.
An optimized model, namely, the hierarchical log-bilinear(HLBL) model, was proposed, which uses
a hierarchy to exponentially filter down the number of computations [26,27]. More importantly,
the Skip-Gram model, used to leverage large corpora to estimate the optimal word representation
by using a given window, was proposed and can be used to map words into a vector space with
semantically similar words that have similar vector representations (e.g., king is close to man and queen
is close to woman) [28]. This word representation model contains contextual information around the
central word and has not yet been explored as a feature in models for document geo-coding [13].

2.2. Toponym Recognition Models

After optimizing the combinations of a series of features, statistical models are trained on the
annotated training corpus to recognize toponyms. This approach can be considered a special case of
Named Entity Recognition and Classification (NERC) in computational linguistics. The difference is
that only locations are retrieved (no persons, organizations, etc.). Typical classification models include
maximum entropy (ME) [29], support vector machines (SVM) [30], hidden Markov model (HMM) [17],
conditional random field (CRF) techniques [31] and deep learning models. At present, CRF can obtain
state-of-the-art performance at a precision of 0.9281 with recall of 0.8853 on the corpus of Microsoft
Research [15] and a precision of 0.8146 with recall of 0.7749 on the corpus of the Encyclopedia of China:
China Geography in the open test [32].

The deep belief network model was a typical deep learning model that was introduced by
Hinton [33]. Most current machine-learning algorithms perform well because of human-designed
representations and features. Deep learning provides automatic representation learning with good
features. Currently, DBNs attract substantial attention, particularly in named entity recognition [5],
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semantic parsing [34], question answering [35], and language translation [36]. In these applications,
DBNs have demonstrated excellent capacities for capturing more abstract linguistic features than
previous approaches with their multi-layered structure [37]. In the toponym recognition field,
hierarchical networks were introduced and achieved state-of-the-art (the average precision is over
0.90) performance by using these deep neural networks in English [5–7]. However, English is a kind
of alphabetic language system that differs from Chinese. In the Chinese toponym recognition field,
Chen-used DBNs reached an average precision of 0.91 and outperformed many supervised models
such as CRF, SVM and BP neural networks with a fixed DBN structure [8]. However, the toponym
recognition result of Chen’s approach is below a precision of 0.70 (including the types of location and
geo-political entity), which is the worst performance among all categories. Thus, toponym recognition
based on DBN warrants further studies. Specifically, the hyper-parameters of the DBN structure
(e.g., layers and nodes) were set as fixed values. The trends between the hyper-parameters of DBN
structure and their performances need to be analysed and be determined.

3. Methodology

According to the two key issues from Section 2, our goal in this research is to improve the results of
toponym recognition by using the Skip-Gram model, considering contextual information on the word
representation process, and evaluating the relationships between the hyper-parameters of the DBN
structure and the performance. The general framework is shown in Figure 1, which consists of three
main stages: word representation, DBN interpretation and recognition. Firstly, word representation

transforms characters ci into binary vectors
→
Ci

′
, which can be composed into

→
Vi, the input form of

the DBN structure. In this stage, we present the context-dependent Skip-Gram model and calculate
the appropriate vector dimensionality. Secondly, DBN interpretation is described to show how to

calculate the probability Pi that each character belongs to a part of a toponym by using input vectors
→
Vi.

Finally, the recognition process determines the recognized toponyms cici+1ci+2 by using an optimized
probability threshold and their continuity.

It should be noted that Chinese toponyms differ from the English ones. English toponyms
can be a word or consist of several words, e.g., “London is the capital of the United Kingdom.”
The minimum unit in an alphabetic language system is a word with separators. When the DBN
structure is used to recognize English toponyms, each word can be transformed into vectors. However,
Chinese toponyms can be a Chinese character or consist of several Chinese characters, e.g., “闵闵闵是福福福建建建
省省省的简称。(Min is short for Fujian Province)”. A Chinese character is the minimum unit in Chinese
sentences. Therefore, Chinese characters need to be transformed into vectors when the DBN structure
interprets Chinese sentences.

3.1. Context-Dependent Word Representation

In general, toponym recognition belongs to classification problems, in which one needs to evaluate
whether Chinese characters are toponyms or not. However, Chinese characters cannot be directly
calculated in a DBN model. It is because DBNs compose of stacked Restricted Boltzmann Machines
(RBMs), which was proposed based on Random Neural Networks (RNN) [38]. Every neuron in RNN
has two probability-determined states, active or inactive, which are represented by 0 and 1. That means
each neuron in DBNs also requires to be set to binary values. Therefore, Chinese characters cannot
be directly calculated in a DBN model. The first step in recognizing toponyms in text is converting
Chinese characters to binary vectors, which are the input form of the DBN model. Different toponym
recognition approaches that are based on DBNs usually use different word representation models.
Our goal is to obtain context-dependent binary vectors that represent various features of characters.
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We assume that similar characters occur in similar contexts; in other words, that character
representation is relevant to context [39]. This means we can obtain the appropriate representation of
characters maximizing the probability of its context. This is a typical Skip-Gram model. Let ci represent
the i-th character in document D. The probability of the context of ci can be expressed as follows:

∏
ci∈D

p(Context(ci)|ci) (1)

We construct an objective function by using a log function to calculate the maximum probability.
Thus, the calculation of the maximum value of objective function L is transformed into the calculation
of the probability of Context(ci) around ci:

L = log ∏
ci∈D

p(Context(ci)|ci) = ∑
ci∈D

log p(Context(ci)|ci) (2)

To solve this problem, we use an open-source tool named Word2Vec published by
Google [28,40,41]. The Word2Vec tool calculates the maximum value of L in an easier method.
The main idea of this solution method is to transform this calculation into the calculation of binary
classification probabilities in a character-frequency-weighted Huffman tree [28].

This solution lets each object character ci in the document have a specific path to achieve from the
root character cm (Figure 2). cm is the character in the document with the highest frequency. Each node
in that Huffman tree can be seen as a binary classification problem. Therefore, the probability of the
object character ci can be calculated as follows:

p(Context(ci)|ci) =
object ci

∏
root cm

(p(cx)|x ∈ {m, a, d, k, i; path}) (3)

And p(ci) is a simple binary classification probability, which can be calculated by using classic
logistic regression function [13].
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Figure 2. The path of the object character in the context of the Huffman tree. ca to cn is the characters in
the document ordered by the frequency. cm is the root character and ci is the target character. The black
path with direction is the way to calculate the probability of target character ci.

When we obtain the maximum value of the objective function, we can obtain a unique list
of feature vectors as well. There is a one-to-one correspondence between each character ci and
each d-dimensional feature vector v(ci). This process maps linguistic features of characters to
d-dimensional spaces of feature vectors. Thus, the feature vectors that are generated in this way
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contain the context-dependent linguistic features of characters. Then, the feature vectors should be
transformed into binary vectors to suit the input form of the DBN structure.

3.2. Vector Dimensionality

Vectorization represents linguistic features in a vector space by using numbers. For instance,

a d dimensional binary feature vector
⇀

C0 ′ = (1, 0, 0, . . . , 0, . . . , 1, 0) represents the Chinese character
“市 (city)”. Thus, the linguistic features of characters are hidden in numbers that are uninterpretable
to humans. Compared with traditional linguistic features, e.g., character features, context features or
syntax features, these feature vector numbers are more abstract representations of linguistic features.

The dimensionality d of the feature vector can be used to measure linguistic features. In general,
the larger d is, the richer the semantic information of the stored characters. A very high dimensionality
requires an excessive consumption of computing resources and a very low dimensionality limits the
presentation of linguistic features, which can directly affect the performance of toponym recognition.
In principle, the performance of toponym recognition Pf is a function of dimensionality d:

Pf = {G(d), d ∈ I[p, q]} (4)

where G(d) denotes the function of d, I is the interval of d and p and q are the boundary values of
the interval. It is noted that Pf is not necessarily a monotonic function. To calculate a suitable vector
dimensionality, the relationship between the vector dimensionality and performance needs to be
determined experimentally (see Section 5.2 for details on how this was determined). Defining the
range of possible values of d to be considered, i.e., the interval I, is a key step in this process.

Figure 3 illustrates the selection of the dimensionality interval boundaries p and q. The lower limit
p can be estimated by the number of characters from the input text, with each character corresponding
to a unique location in the vector space, i.e., the only information that is stored is the character
that we are considering. For example, the total number of Chinese characters is approximately
80,000 (≈216 − 217) and the number of commonly used Chinese characters is approximately 3500
(≈212). A minimum vector dimensionality is needed to ensure that each commonly used Chinese
character corresponds to at least one binary character vector. Thus, the lower limit of the interval should
be set to 12. q is the upper limit of the interval, which determines the highest vector dimensionality.
It can be estimated by referring to the maximal dimensionality that is employed in similar deep-learning
applications, which range from, e.g., 50 in semantic annotation [24], 50 in lexical polysemy analyses [42],
and 100–200 in named entity recognition [27]. Thus, the interval I was set to [12, 200].
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3.3. DBN Structure

DBN interpretation depends on two key parts: a hierarchical architecture and transfer parameters.
The former determines the depth and density of the structure and influences the abstractness
and granularity of the feature interpretation; the latter represents the specific parameters of the
interpretation process. Thus, the determination of the DBN structure can be divided into two parts.

a. Hierarchical architecture

The hierarchical architecture is mainly defined by the number of layers and the number of
nodes within each layer and influences abstractness and granularity separately. The number of layers
determines how many times the input feature vectors will be transferred. The more times they are
transferred, the larger the abstract feature space that they can use will be. The number of nodes
determines how many features the input feature vectors will represent. Thus, the number of nodes
represents the feature granularity in DBN interpretation. These variables are generally determined
from empirical knowledge [43]. We assume that these two variables affect the recognition performance,
which denote as a function F. Let Pl and Pn represent the number of layers and the number of nodes.
A greedy algorithm can be used to determine the two variables [15]. Following Equation (5), the partial
derivatives are computed for each hyper-parameter:

F(Pl, Pn)

∂Pl
,

F(Pl, Pn)

∂Pn
(5)

In general, there is a convergent correlation F between the recognition performance and the
architecture in terms of the numbers of layers and nodes [44]: more layers and nodes improve the
performance up to a point; then the performance stablilizes. Therefore, hierarchical architecture
hyper-parameters can be identified by analysing this convergent relationship with experimentation.

b. Transfer parameters

After determination of the hierarchical architecture, the calculation of transfer parameters then
seeks to find the best inner path from the input data to the output data. The parameters include
θhm, which is the parameter between the input layer and the hidden layer h; and µm, which is the
parameter of the output layer; here, m represents the number of characters in the training data.
In general, these parameters can be calculated by the classic wake-sleep algorithm [45], which includes
a pre-training stage and a fine-tuning stage. The wake-sleep algorithm can effectively improve the
convergence speed and reduce the final inference error [46,47]. In the pre-training stage, the stacked
RBM structures are trained in sequence. For each layer, the transfer parameters can be calculated as
follows with a commonly used small gradient value of 0.2 with a deviation of less than 0.1:

θhi = argθhi maxP(vh|θhi) (6)

where θhi denotes the transfer parameter of hidden layer h of the i-th input character vector, vh is
the input layer, and P(vh|θhi) is the output of the probability distribution of vh. For wake–sleep
algorithms, the energy equation and Gibbs sampling approach are used to calculate the descent
gradient. The partial derivative is computed as follows [48,49]:

∂ log P(vh|θhi)

∂θhi
= EP(vh |θhi)

(
−∂E(vh|θhi)

∂θhi

)
− EP(vh−1|θhi)

(
−∂E(vh−1|θhi)

∂θhi

)
(7)

In the fine-tuning stage, the output layer can be regarded as a single layered neural network,
and a back-propagation algorithm can be used to set the transfer parameters.
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3.4. Probability Threshold

The process of interpretation of linguistic features results in a toponym probability value for all
characters. To select a character as part of a toponym, an optimal threshold value for the probability
is selected. Figure 4 shows the processes of toponym recognition after the application of the DBN
structure, and indicates that the probability threshold is key to identifying whether a character
belongs to a toponym component. A very high threshold decreases the number of toponyms that
are recognized. In contrast, a very low threshold results in lower accuracy of toponym recognition.
Thus, the probability threshold determines toponym recognition performance.ISPRS Int. J. Geo-Inf. 2018, 7, x FOR PEER REVIEW  9 of 21 
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′

represents the binary

vector of character ci.
⇀
Vi is the input data of DBN structure composed by the joint vectors of the

previous and next characters around the target character ci. xi is the probability of the character ci that
belongs to toponyms, and yi = 1 − xi.

Let ∆ represent the probability threshold. The probability of toponym recognition for whole input
texts can be expressed as follows:

∏ Ej∈D ∏ ci∈Ej p(ci|∆) (8)

The notations for Equation (8) are listed as follows:

D: the set of characters in the text;
ci: character i in the text;
Ej: toponym i;
p(ci|∆): the probability that character i belongs to a toponym component.

Generally, the selection of the probability threshold is achieved with a maximum likelihood
estimation process. By adding logarithms of probabilities instead of multiplying probabilities, to avoid
underflows, the computation process for the likelihood value is transformed as follows [50]:

log
(
∏ Ej∈D ∏ i∈Ej p(ci|∆)

)
= ∑ Ej∈D ∑ i∈Ej log p(ci|∆) (9)

An optimal threshold ∆ can be determined with a partial derivative by a gradient descent search
(see Section 5.2 for details), where Equation (9) obtains the maximum value.
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4. Experiments

4.1. Framework

The experimental framework is shown in Figure 5. Experiments on word representation are
used to evaluate the performances of word representation models, which are used in the DBN-based
toponym recognition approach. Experiments on DBN interpretation analyse the relationships between
the performance and the hyper-parameters of DBN interpretation by using univariate experimentation.
The final experiments are used to evaluate the performance of the improved approach compared with
a state-of-the-art CRF model.ISPRS Int. J. Geo-Inf. 2018, 7, x FOR PEER REVIEW  10 of 21 
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4.2. Datasets

a. Encyclopedia of China: China Geography (ECCG) corpus

Encyclopedia of China: China Geography (ECCG) is a geographical treatise, which provides
detailed information on topography, climate, hydrology, natural resources, and administrative areas.
The ECCG corpus is an annotated geographical Chinese corpus, which contains nearly 2.13 million
Chinese characters and over 0.12 million toponyms in over 1600 documents [51]. These documents
have a higher frequency of toponyms than other universal corpus’, e.g., 0.03 million toponyms in
3.20 million Chinese characters in ACE2004 [8], 0.02 million toponyms in 1.2 million Chinese characters
in a 20-Newsgroups corpus [9], and 0.04 million toponyms in 5.0 million toponyms in a Sogou
corpus [11]. The whole ECCG corpus was shared with the Chinese Linguistic Data Consortium in
2015 [52].

In the ECCG corpus, each toponym consists of at least one Chinese character and at most
nine Chinese characters, and belongs to one of four main types: area, water, landscape and
transport. The distribution of the ECCG corpus is described in Table 1. Each toponym consists
of several Chinese characters and each Chinese character can be regarded as a single input element.
For example, the Chinese sentence “紫紫紫金金金山山山位于南南南京京京市市市东部。” (Zi Jin Mountain is located in Eastern
Nanjing.) includes two highlighted toponyms. The first toponym consists of the Chinese characters
“紫紫紫” (Zi), “金金金” (Jin) and “山山山” (Mountain), each of which is represented in the vector space during the
interpreting process.
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Table 1. Distributions of the ECCG corpus.

Main Type Number of Toponyms Number of Character in Each Toponym Toponym Number Proportion (%)

area 56954
1 5476 4.36
2 37482 29.84

water 25377
3 31842 25.35
4 12373 9.85
5 12536 9.98

landscape 20518
6 8503 6.77
7 6241 4.97

transport 17004
8 6645 5.29

9+ 4384 3.49

b. Annotation

The ECCG corpus was annotated and cross-verified by using GATE, which is a development
environment that provides aids for construction, testing and evaluation of Language Engineering (LE)
systems [53]. It is noted that all the toponyms in different types need to annotate orderly in manual.
A fine annotated ECCG document is shown in Figure 6. There are 557 toponyms on four types (area,
landscape, transport and water) in a document file with 8000 Chinese characters.
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c. Training and Testing

The training and testing dataset was extracted into five sequential subsets to explore the
relationship between the variables and the performance on datasets of different sizes (0.1 million
Chinese characters to 2.0 million Chinese characters, with an interval of 0.1 million Chinese characters).
On each subset, 10-fold cross validation was performed with 20% of the training data.

4.3. Evaluation Measures

The performances of toponym recognition can be evaluated using the following measures.
Precision (P) is the fraction of toponyms that are correctly recognized. In Equation (10), C denotes the
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number of toponyms that are correctly recognized and T represents the total number of characters that
are identified by the system as parts of toponyms. Recall (R) is the fraction of annotated toponyms that
are correctly recognized. In Equation (11), a denotes the total number of labelled toponyms. The F
value in Equation (12) is the harmonic mean of precision and recall. In general, it is used to evaluate
the validity of a recognition approach. The F value can be simplified to the F1 value in Equation (13),
by setting β = 1. The statistical significance of these measures can be verified by using randomization
on different methods [54]:

P =
C
T

(10)

R =
C
A

(11)

F =
P × R ×

(
1 + β2

)
(P + R)β2 (12)

F1 =
P × R × 2

P + R
(13)

4.4. Implementation Details

In the word representation stage, the Skip-Gram model is implemented by using word2vec,
which is an open-source word representation tool that was published by Google [40]. Considering that
characters are the minimal unit in ideographic languages, we transform each Chinese character in
the experimental corpus into a binary feature vector. The window size of word representation is set
to 5, which is a commonly used window size that is suitable for the Skip-Gram model. The DBN
interpretation process is implemented by modifying the “DeepLearning” repository from GitHub
(https://github.com/yusugomori/DeepLearning), using ideas that were discussed in Section 3.
All our experimental codes are implemented in the Java and are publicly available in GitHub
(https://github.com/shuwang8951/TRcode).

5. Results

In this section, we evaluate our model in three experiments: an evaluation of word representation
models, an analysis of the hyper-parameters of DBN interpretation and a comparison to a
state-of-the-art CRF model. We will describe these experiments in detail in the following sections.

5.1. Word Representation Model

To confirm the validity of the proposed word representation models, the Skip-Gram model is
compared with One-Hot word representation model [8] and the TF-IDF model [11], which are used in
the previous DBN approach. In addition, the ACE 2004 corpus that is used by the One-Hot model and
the Sogou corpus that is used by the TF-IDF model are universal corpora, which focus not only on
toponyms. Both these corpora have lower toponym frequencies than the ECCG corpora (0.12 million
toponyms within 2.13 million Chinese characters). Therefore, we designed two separate experiments:
an experiment on different word representation models to verify sentence-level context information
of the Skip-Gram model and an experiment on different training corpora to estimate whether the
toponym frequency affects the performance.

a. Experiment on different word representation models

At present, different toponym recognition approaches that are based on DBNs use different
word representation models. In this part, we list the results of the One-Hot representation model,
TF-IDF model and Skip-Gram model in Table 2. Groups 1, 2 & 3 explore the performance on different
representation models, e.g., One-Hot, TF-IDF and Skip-Gram, with the Chen’s DBN structure on
the ECCG corpus. In addition, groups 4, 5 & 6 explore the performance on different representation

https://github.com/yusugomori/DeepLearning
https://github.com/shuwang8951/TRcode
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models, e.g., One-Hot, TF-IDF and Skip-Gram, with the improved DBN structure (see Section 5.2) on
the ECCG corpus. Groups 1 & 4 compare the differences on different DBN structures with the One-Hot
representation model. In addition, groups 2 & 5 and groups 3 & 6 are for the TF-IDF and Skip-Gram
models, respectively.

Table 2. Toponym recognition results of different word representation models on different datasets.

Group
Word

Representation
Model

DBN Structure Training Dataset Testing Dataset Precision (P) Recall (R) F1 Value

1 One-Hot Chen’s DBN ECCG ECCG 0.7758 0.5921 0.6716
2 TF-IDF Chen’s DBN ECCG ECCG 0.7476 0.7249 0.7360
3 Skip-Gram Chen’s DBN ECCG ECCG 0.8056 0.6843 0.7400
4 One-Hot Our DBN (See Section 5.2) ECCG ECCG 0.7124 0.7131 0.7127
5 TF-IDF Our DBN (See Section 5.2) ECCG ECCG 0.7594 0.7621 0.7607
6 Skip-Gram Our DBN (See Section 5.2) ECCG ECCG 0.8146 0.7749 0.7943

Comparing groups 1, 2 & 3 with groups 4, 5 & 6, the F1 values increase by 0.0411, 0.0247 and
0.0543, respectively. The significant levels for F1 values are 0.0048, 0.0031 and 0.0053, respectively.
It is shown that regardless of the DBN structure, Skip-Gram models outperform One-Hot models and
TF-IDF models. Moreover, comparisons of groups 1 & 4, groups 2 & 5 and groups 3 & 6 indicate that
the improved DBN structure outperform one of the typical DBN structures.

Furthermore, the recognition results of the experiments are analysed to determine which parts
of the results are improved by using a Skip-Gram model. The main improvement is achieved at the
boundaries of long continuous toponyms; for example, in the sentence “八八八松松松错错错地处林林林芝芝芝地地地区区区工工工布布布
江江江达达达县县县境内。” (Basong Cuo is located on Gongbu Jiangda country, Linzhi District), the One-Hot
representation and TF-IDF models cannot recognize the toponyms of “林林林芝芝芝地地地区区区 (Linzhi District)” and
“工工工布布布江江江达达达县县县 (Gongbu Jiangda country)”. The recognition of these long continuous toponyms requires
contextual information. Thus, it is confirmed that the Skip-Gram model of word representation retains
the context-dependent information and optimizes the toponym recognition performance for long
continuous toponyms.

b. Experiment on different training corpora

In the experiments, two kinds of DBN-based toponym recognition approaches are considered:
Chen’s approach [8] and our proposed approach. Chen’s approach uses a One-Hot word representation
model and a fixed DBN structure (One-Hot+ fixed DBN). Our proposed approach uses a Skip-Gram
word representation model and an adjusted DBN structure (Skip-Gram+ our DBN). The results are
listed in Table 3.

Table 3. Toponym recognition results of two different toponym recognition approaches on different
training and testing corpora.

Group Approach Training Dataset Testing Dataset Precision (P) Recall (R) F1 Value

1
Chen’s ACE 2004 ACE 2004 0.7758 0.5921 0.6716

Proposed ACE 2004 ACE 2004 0.8534 0.8211 0.8369

2
Chen’s ECCG ECCG 0.7476 0.7249 0.7361

Proposed ECCG ECCG 0.8146 0.7749 0.7943

3
Chen’s ECCG ACE 2004 0.8124 0.7432 0.7763

Proposed ECCG ACE 2004 0.8811 0.8457 0.8630

In Group 1 and Group 2, two DBN models were evaluated on the ACE 2004 corpus and ECCG
corpus, respectively. In Group 3, the two models were evaluated on the ACE 2004 corpus after training
on the ECCG corpus. The proposed approach achieved improvements in either precision or recall
on these three groups. The results indicate that the corpus is one of the key factors that influence
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toponym recognition. This is confirmed by two comparative experiments: (i) In Group 3 and Group 1,
Chen’s approach obtained a 0.1047 decrease of F1 value and the proposed approach obtained a 0.0261
decrease of F1 value by changing training corpus from ECCG to ACE 2004, which has sparse toponyms.
This means that the corpus with lower toponym frequency negatively affects the training of the
DBN model. (ii) When the training corpora have adequate toponym frequencies, the testing corpora
will affect the performance. In Group 2 and Group 3, the two DBN models achieve performance
improvements with different testing corpora, which proves that different kinds of testing corpora
result in different performances.

In this paragraph, we analyse the recognition results on Group 2. As the two models have
similar recognition mechanism, most of the results are similar (Table 4). They are sensitive to trigger
Chinese characters. For example, in the sentence “安安安徽徽徽省省省的乡镇工业将会有较大发展。” (The village
and township industry in Anhui will be greatly developed), both of the models correctly recognize
the toponym of “安安安徽徽徽省省省” (Anhui), but they incorrectly recognize the toponym “乡镇” (village and
township). Neither DBN model can distinguish these typical Chinese characters.

Table 4. Statistics of recognition results of Group 2.

Approach Corpus Number of Annotated
Toponyms

Number of Recognized
Toponyms

Number of Different
Recognitions Proportion (%)

Chen’s ECCG 123921 92643 2131 2.30
Proposed ECCG 123921 100946 2131 2.11

However, in the results of these two DBN models, there exists some differences. The main kind
of difference is in the recognition of the descriptions of long toponyms. Chen’s DBN model cannot
recognize the boundaries of long toponym descriptions clearly. For example, in the sentence, “安安安徽徽徽
省省省亚亚亚热热热带带带混混混交交交林林林区区区位于淮淮淮河河河南岸。” (Anhui subtropical mixed forest region is located on the south
bank of the Huaihe river), Chen’s approach recognized two toponyms “安安安徽徽徽省省省” (Anhui) and “交交交林林林区区区”
(forest region). It cannot recognize toponyms that consist of more than seven Chinese characters. This
means that the evaluated variables compensate for the weakness of Chen’s DBN model. The proposed
DBN model can recognize linguistic features with long toponym descriptions.

5.2. Effects of the Hyper-Parameters on the DBN Interpretation

a. Vector dimensionality

The vector dimensionality was determined by analysing the relationship between the
dimensionality and the toponym recognition performance within the interval [12, 200] for each of the
differently sized datasets. Figure 7 shows that the F1 value increased rapidly in the interval [12, 100]
and remained stable in the interval [100, 200] as the dimensionality increased. The relationship between
the two variables clearly converged in the interval. Figure 7 illustrates the appearance of an inflection
point at approximately a dimensionality of 100, after which F1 maintains a stable value with no gain,
while requiring extra computation. Hence, the dimensionality was set to 100 in this study.
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b. DBN hierarchical architecture

To calculate the number of layers and the number of nodes, experiments were performed to
analyse the relationship between the two variables and the performance of the toponym recognition
procedure. Figure 8 illustrates the general trend of the F1 value against the number of layers,
which decreased initially and then rapidly rose with the number of layers before stabilizing when
the number of layers exceeded 7. With the number of nodes increasing, as shown in Figure 9, the F1
value peaked and levelled off for values of more than 600 nodes. The two trends remained steady.
Thus, the number of layers and the number of nodes were set to 7 and 600, respectively.
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c. Probability threshold

During the process of toponym recognition, the sampling value of gradient descent was set to
0.01, which led to an average rate of change of the F1 value of less than 0.005. Figure 10 presents
the relationship between the thresholds and F1 values. The results show that the F1 value increased
rapidly and then decreased gradually. When the threshold reached 0.45, the F1 value also reached its
peak. Thus, the probability threshold was set to 0.45.
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5.3. Comparison with a CRF Model

In this part, the experiments will compare the proposed toponym recognition approach and a
state-of-art CRF-based approach [32] on the same corpus, namely, ECCG. The CRF-based approach
follows the basic processes in Figure 11. Training data are used to extract features by considering
1-gram character chunks, frequency statistics and syntax analyses with expert linguistic experiences.
The extracted basic features in the CRF model are of six main types, which are listed in Table 5.
Features 1, 2 & 4 contain the fundamental character information, which are basic features in the CRF
model. Features 3, 5 & 6 are selected based on previous research, which can effectively improve
performance. The CRF model can be trained by using these linguistic features and in the recognition
process, the toponyms can be extracted with this trained CRF model. The processes of the CRF model
were implemented by using the open source CRF++ tool.
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Table 5. Main features of the CRF model.

Feature ID Types Feature Description

1 Character feature Ci−2, Ci−1, Ci, Ci+1, Ci−2
2 Character feature Ci−2Ci−1, Ci−1Ci, CiCi+1, Ci+1Ci+2
3 Context feature The frequency of Ci in the paragraph
4 Syntax feature The part-of-speech of Ci
5 Dictionary feature Y or N (whether Ci belongs to the commonly used trigger words)
6 Dictionary feature Y or N (whether Ci belongs to the commonly used characters in toponyms)

As the performance of the machine-learning models correlates directly with the corpus size, a large
training corpus contains more linguistic features that are associated with toponyms, which allows
the methods to achieve a more accurate model with higher precision and recall. To determine the
experimental dataset on the DBNs and the CRF, our experiments explored F1 trends on different
corpus sizes.

The F1 trends of the DBNs and CRF on different corpus sizes are shown in Figure 12.
Overall, the F1 values increased with corpus size. With DBNs, the trend increased sharply with the
corpus size, until it reached approximately 0.25 million. After that rapid increase, the values increased
slowly, reaching the highest values for a corpus size of 1.0 million and finally stabilizing for sizes
above 1.5 million. However, the increase in F1 values for CRF was slower than that of DBNs. The trend
achieved its peak for a corpus size of nearly 1.3 million before stabilizing. Two clear observations
are made from the results: (i) For small corpus sizes (<1.0 million), the DBNs outperformed the CRF.
Thus, the DBNs can be trained with smaller corpora; (ii) When the corpora are larger, there are no
obvious differences between these two models.
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Although no significant overall differences were observed between the DBN and the CRF results,
the specific toponym recognition results of the two models were not the same. In the CRF, there
were two main kinds of errors: (i) Abbreviation descriptions were not recognized. For example, in
the sentence “江江江苏苏苏省省省简称苏苏苏。” (Su is shortened to Jiangsu province), CRF cannot recognize the
toponym “苏苏苏” (Su). (ii) Long toponyms were not recognized. For example, in the sentence “安安安徽徽徽
省省省亚亚亚热热热带带带混混混交交交林林林区区区位于淮淮淮河河河南岸。” (Anhui subtropical mixed forest region is located on the south
bank of the Huaihe river), CRF cannot recognize the long toponym of “安安安徽徽徽省省省亚亚亚热热热带带带混混混交交交林林林区区区”.
For the DBN, there were two different kinds of errors: (i) Continuous toponyms were not recognized.
For example, in the sentence “大大大庆庆庆、东东东营营营、盘盘盘锦锦锦、松松松原原原、克克克拉拉拉玛玛玛依依依、潜潜潜江江江是中中中国国国典型的石油城市。”
(Daqing, Dongying, Panjin, Songyuan, Kelamayi and Qianjiang are the typical petroleum cities in
China), DBNs would commonly miss some Chinese characters. The recognition results of this sentence
were “大大大庆庆庆” (Daqing), “东东东” (Dong), “盘盘盘锦锦锦” (Panjin), “松松松原原原” (Songyuan), “克克克拉拉拉玛玛玛” (Kelama), “潜潜潜江江江”
(Qianjiang) and “中中中国国国” (China); (ii) Trigger Chinese character descriptions are incorrectly recognized.
For example, in the sentence “苹果、红枣、海参、鲍鱼等是山山山东东东的特产。” (Apple, date, sea cucumber
and abalone are specialty products of Shandong), DBN recognizes two toponyms: “海” (sea) and
“山山山东东东” (Shandong). However, Chinese character “海” (sea) is recognized incorrectly because it is
a high-frequency trigger character of toponyms in Chinese. In summary, our adapted DBN-based
toponym recognition approach prefers abbreviated characters and sentence-level context information,
whereas CRF models recognize more trigger characters and boundaries.

These specific recognition results demonstrate that these two types of models differ in their
mechanics. CRF models exploit manually specified linguistic features of toponyms, whereas the
DBN model uses its network architecture to learn deep, abstract linguistic features. Table 7 lists the
recognition errors and their relevant linguistic features. Abbreviation descriptions and long toponym
descriptions, which can be well recognized by DBNs, correspond context-dependent linguistic features.
Conversely, continuous toponyms and trigger Chinese character descriptions correspond to single
linguistic features, which have been selected by CRF models. This means that a CRF can train models
well, based on selected linguistic features. In addition to the above issues, DBNs can capture additional
hidden linguistic features, which might consist of multiple linguistic features, from input data by their
multi-layered structure.

Table 7. Main types of recognition errors and their relevant linguistic features.

ID Main type of
Recognition Errors CRF DBN Relevant Linguistic Features

Corresponding Linguistic
Feature in the CRF Model

(Details in Table 5)

1 abbreviation descriptions ×
√ Part of speech,

commonly used characters,
syntax (neighborhood characters)

Feature 4
Feature 6

Feature 1 & Feature 2

2 long toponym descriptions ×
√ Part of speech,

Toponym boundary characters
(adjacent character combination)

Feature 4
Feature 2

3 continuous toponyms
√

× Part of speech Feature 4

4 trigger character descriptions
√

× Trigger characters Feature 5

To compare the specific recognition results of the two models further, our experiments identified
differences among the recognized toponyms. Table 8 lists the different types of toponyms that are
recognized by these two models. The relatively large number of recognized toponyms indicates a
significant complementarity between the DBN and CRF models.
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Table 8. Different types of recognized toponyms by DBN and CRF.

Type Description Number of Recognized Toponyms Proportion (%)

Same recognitions Both correct 13065 69.69
Both incorrect 1172 6.25

Different recognitions Correct in DBN 2207 11.77
Correct in CRF 2304 12.29

To investigate this further, we conducted experiments that combined the results of the DBN and
CRF models. The combined results are listed in Table 6, which show that the combination of the
two approaches improves the F1 performance of toponym recognition effectively. Thus, although the
combined precision decreased by nearly 0.03 at the significance of 0.0015, the recall rate increased by
approximately 0.16 at the significance of 0.0027, from approximately 0.77 to more than 0.93, and the
resulting F1 value increased by approximately 0.06 at the significance of 0.0012. All these differences
are statistically significant.

6. Conclusions

In this paper, we investigated an adapted DBN-based toponym recognition approach by using a
Skip-Gram word representation model that takes into account contextual information. In addition,
we identified the relationships between hyper-parameters of DBN interpretation and performance,
and determined their stable values. Our experiments evaluated our approach and compared it with
the state-of-the-art CRF model.

The experimental results show that the DBN model outperforms the CRF model with smaller
corpus (<1.0 million characters). When the corpus size is large enough (>1.5 million characters),
their statistical metrics become closed (P ≈ 0.81, R ≈ 0.77 and F1 ≈ 0.80). However, their recognition
results express differences and complementarity on different kinds of toponyms, especially for
abbreviated and long toponym descriptions. More importantly, combining their results can directly
improve the performance of toponym recognition relative to their individual performances (P ≈ 0.79,
R ≈ 0.94 and F1 ≈ 0.85). The experiments illustrate that the scale of the corpus has an obvious effect
on the performance of toponym recognition. And generally, there is no adequate tagged corpus on
specific toponym recognition task, especially in the era of Big Data. In conclusion, we believe that the
DBN-based approach is a promising powerful method to extract geo-referenced information from text
in the future.
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