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Abstract

:

Geographic knowledge bases (GKBs) with multiple sources and forms are of obvious heterogeneity, which hinders the integration of geographic knowledge. Entity alignment provides an effective way to find correspondences of entities by measuring the multidimensional similarity between entities from different GKBs, thereby overcoming the semantic gap. Thus, many efforts have been made in this field. This paper initially proposes basic definitions and a general framework for the entity alignment of GKBs. Specifically, the state-of-the-art of algorithms of entity alignment of GKBs is reviewed from the three aspects of similarity metrics, similarity combination, and alignment judgement; the evaluation procedure of alignment results is also summarized. On this basis, eight challenges for future studies are identified. There is a lack of methods to assess the qualities of GKBs. The alignment process should be improved by determining the best composition of heterogeneous features, optimizing alignment algorithms, and incorporating background knowledge. Furthermore, a unified infrastructure, techniques for aligning large-scale GKBs, and deep learning-based alignment techniques should be developed. Meanwhile, the generation of benchmark datasets for the entity alignment of GKBs and the applications of this field need to be investigated. The progress of this field will be accelerated by addressing these challenges.
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1. Introduction


Geographic knowledge bases (GKBs) are the formal and explicit representation of geographic entities and their mutual semantic relationships. The formalized and interconnected geographic knowledge provided by GKBs can help to achieve high-quality and intelligent geographic information services, such as semantic search and personalized recommendations of geographic information, and enhance human–machine interaction (e.g., intelligent question answering). GKBs are also important knowledge sources for constructing geographic knowledge graphs [1,2,3,4], which is an important infrastructure for the applications of artificial intelligence (AI) in GIScience.



GKBs have emerged with the continuous development of technologies such as the semantic web and linked data [5,6]. GKBs are mainly represented in three different forms, namely geographic semantic webs, geographic ontologies, and digital gazetteers. Geographic semantic webs (Table 1), which mainly include GeoNames (http://www.geonames.org/), LinkedGeoData (http://www.linkedgeodata.org/), the OpenStreetMap (OSM) semantic network (https://wiki.openstreetmap.org/wiki/OSM_Semantic_Network), the Alexandria Digital Library gazetteer (ADL) (http://legacy.alexandria.ucsb.edu/), and GeoWordNet, represent and publish geographic knowledge in the format of a resource description framework (RDF). GeoNames is a commonly used database of global toponyms, and all toponyms are categorized into nine feature classes and further subcategorized into 645 feature codes. OpenSteetMap is represented with three basic elements, including nodes, ways, and relations, and all the features are categorized into 28 classes. LinkedGeoData and the OSM semantic network have the same data source as OpenStreetMap (http://www.openstreetmap.org/), and the difference between them is that the former performs RDF conversion on all the data of OpenStreetMap and the latter only contains concepts and properties. ADL provides normalized and standardized digital gazetteers and is divided into six feature classes. GeoWordNet is the result of a semantic fusion of GeoNames and WordNet (https://wordnet.princeton.edu/), which is currently inaccessible. Some general semantic webs also contain large quantities of toponymic data, such as DBpedia (http://wiki.dbpedia.org/).



Geographic ontologies [7,8], such as the semantic web for Earth and environmental terminology (SWEET) ontology, GeoNames ontology (http://www.geonames.org/ontology/documentation.html), and some other domain ontologies [9,10], also include substantial geographic knowledge. Digital gazetteers, such as the Getty thesaurus for geographic names (TGN) (http://www.getty.edu/research/tools/vocabularies/tgn/), the GEOnet names server (GNS) (http://geonames.nga.mil/gns/html/), and the geographic names information system (GNIS) (https://geonames.usgs.gov/domestic/), play an important role in the recognition and ambiguity resolution of geographic entities.



These GKBs with different sources and forms, however, are independent, resulting in a problem of locally well-organized but overall dispersed and independent “information islands” [11]. This problem is also termed semantic heterogeneity, which exists in the lexicon, structure, spatial position, category, shape, data-type of property, range of property, and property value of the entities from different GKBs. The semantic heterogeneity is a significant barrier for the integration of different GKBs [12]. GKBs integration is to form the resulting global GKBs by identifying mappings between local GKBs. The integrated global GKBs can solve overlapping and gap of knowledge, therefore providing more comprehensive and clear geographic knowledge to facilitate retrieval, integration, and exchange of geospatial information.



An effective way to deal with semantic heterogeneity is entity alignment (i.e., entity resolution [13,14], duplicate detection [15], record linkage [16], etc.). For two entities of the same type from different GKBs, entity alignment can judge the relationship between them and find correspondences by measuring the semantic correlation over multidimensional information, thereby eliminating the inconsistency, such as conflict and referent ambiguity of entities in the heterogeneous GKBs.



Entity alignment, a fundamental semantic technology, has become a research hotspot as knowledge bases provide an effective way to encode meaning of information [17,18]. In computer science, the last decades have witnessed extensive studies in this field [17], and many well-known alignment systems have been developed, such as the association rule ontology matching approach (AROMA) [19,20], AgreementMaker [21,22], as well as generic ontology matching and mapping management (GOMMA) [23]. In GIScience, there have also been a great number of studies on this subject. The topics of these previous studies can be roughly separated into three categories: Similarity metrics, alignment techniques, and processing frameworks. The first category focuses on the similarity measures based on the heterogeneous features of entities. The second category includes the methods of similarity combination, alignment judgement, and result evaluation. The third category centers on the effective employment of the similarity metrics and alignment techniques.



While numerous studies exist and have led to many achievements, there is a lack of a unified definition and framework on the general concept, and a systematic summarization. To fill this gap, we present a formal and explicit framework, which could provide readers, especially novices, an introduction to understand the entity alignment as a field of study [24]. Based on this coherent framework, we organize the insights from previous studies and provide a comprehensive review to help readers to understand the existing algorithms and techniques. We also explore the key challenges for future works to facilitate progress in this field. This paper makes the following contributions:

	
A formal and explicit coherent framework for the entity alignment of GKBs;



	
A systematic classification and summarization of previous studies in terms of the algorithms of similarity metrics, similarity combination, alignment judgement, and result evaluation;



	
A set of challenges for future research.








The remainder of this paper is structured as follows. In Section 2, the definitions and framework for the entity alignment of GKBs are formally defined and presented. In Section 3, the algorithms from previous studies are systematically examined from the three aspects of similarity metrics, similarity combination, and alignment judgement. Section 4 shows the methods and benchmarks for evaluating the alignment result. Section 5 articulates the key challenges for future research. Finally, Section 6 summarizes this study.




2. Definitions and Framework for Entity Alignment of GKBs


2.1. Basic Definitions


2.1.1. Problem Statement


The process for the entity alignment of GKBs can be simplified as shown in Figure 1. Given two entities e1 and e2, from two GKBs, entity alignment is performed to determine whether they are matching pairs. Some optional parameters (e.g., the relevant weights or thresholds) and background knowledge (e.g., generally accepted knowledge bases or domain lexicons) can be used to facilitate this process.



The entity sets from GKBs can be defined as in Equation (1):


E(GKB)={(GC∪​GP∪​GI)|GC,GP,GI∈GKB},



(1)




where E(GKB) represents the entity set of a GKB and GC, GP, and GI represent the sets of geographic concepts, properties, and instances of the GKB, respectively.



The entity alignment of GKBs can be defined as in Equation (2):


Align(e1,e2)={Fun(Sim1(e1,e2),Sim2(e1,e2)…)?Matching(e1,e2):Null|e1∈E(GKB1),e2∈E(GKB2),Sim(e1,e2)∈[0,1]},



(2)




where Sim(e1,e2) represents the normalized similarity scores computed over heterogeneous features of two entities: e1 and e2; Fun(Sim1(e1,e2),Sim2(e1,e2)…) represents the judging function for the relationship between them, leveraging their multidimensional similarity scores. Matching(e1,e2) indicates that e1 and e2 are a matching pair, and Null means that e1 and e2 are a nonmatching pair.




2.1.2. Explanation for Heterogeneities in Geographic Entities


The heterogeneities refer to the various differences that may arise between entities. Based on in-depth analysis of the connotations and extensions of the entities in GKBs, we identified eight types of heterogeneities: Heterogeneity in lexicon, structure, spatial position, category, shape, data-type of property, range of property, and property value. To provide a formal representation for them, we used the function Diff(a,b) to represent the heterogeneities between a and b. Given two entities, e1∈E(GKB1) and e2∈E(GKB2), the eight types of heterogeneities can be defined as follows.



Heterogeneity in Lexicon (HL)


The lexical characteristics include the labels and comments of entities. HL can be defined as in Equation (3):


HL(e1, e2)=((Diff(e1.Label,e2.Label))∪​(Diff(e1.Comment,e2.Comment))),



(3)




where e.Label and e.Comment are the label and comment of entity e, respectively.




Heterogeneity in Structure (HS)


For a specific entity, structural characteristics refer to its linked entities, including hypernyms (Hypers), hyponyms (Hypos), and siblings (Siblings). HS can be defined as in Equation (4):


HS(e1, e2)=((Diff(e1.Hypers,e2.Hypers))∪​(Diff(e1.Hypos,e2.Hypos))∪​(Diff(e1.Siblings,e2.Siblings))),



(4)




where e.Hypers, e.Hypos, and e.Siblings are the hypernymic, hyponymic, and sibling nodes of entity e, respectively.




Heterogeneity in Spatial Position (HSp)


HSp refers to the difference in the spatial positions of entities and is defined as in Equation (5):


HSp(e1, e2)=Diff(e1.Pos,e2.Pos),



(5)




where e.Pos is the spatial position of entity e.




Heterogeneity in Category (HC)


HC refers to the differences in the category to which the entities belong and is defined as in Equation (6):


HC(e1, e2)=Diff(e1.Cat,e2.Cat),



(6)




where e.Cat is the category information of entity e.




Heterogeneity in Shape (HSh)


HSh refers to the difference in the shapes of entities and is defined as in Equation (7):


HSh(e1, e2)=Diff(e1.Shape,e2.Shape),



(7)




where e.Shape is the shape of entity e. HSp is different than HSh. HSp is the difference in spatial distance between entities, which is usually computed over the spatial coordinates of entities. HSp exists in all types of geometry object, including point, polyline, and polygon objects. HSh just stands for the difference in geometric shapes, which has nothing to do with the spatial distance between entities. HSh exists only in two types of geometry object (i.e., polyline and polygon).




Heterogeneity in Data-Type of Property (HPdt)


There are two types of property: Data property and object property, and their data-types may be string, numerical value (for example int, float), entity, etc. HPdt refers to the heterogeneity of data-types of two properties and can be defined as in Equation (8):


HPdt(e1, e2)=Diff(Pro1.dt,Pro2.dt),



(8)




where Pro.dt is the data-type of property Pro.




Heterogeneity in range of property (HPr)


The range of property refers to the range of values for a property. HPr represents the difference in the ranges of two properties and is defined as in Equation (9):


HPr(e1, e2)=Diff(Pro1.range,Pro2.range),



(9)




where Pro.range is the range of property Pro.




Heterogeneity in Property Value (HPv)


HPv refers to that the values corresponding to the same property of two entities are different and is defined as in Equation (10):


HPv(e1, e2)=(Diff(e1.Pro.Value,e2.Pro.Value)∩​(e1.Pro≡e2.Pro),



(10)




where e.Pro is the property of entity e, and e.Pro.Value is the value corresponding to this property.



The heterogeneities involved in specific entity pairs are closely related to the type of entity (concept, properties, and instance). The heterogeneities in each type of entities are analyzed, as shown in Table 2. The differences in concepts are reflected in their lexicon and structure, and the possible heterogeneities in properties include heterogeneity in their lexicon, structure, data-type, and range, and the heterogeneities in instances are reflected in their lexicon, space, category, shape, and property value.






2.2. General Framework


2.2.1. Basic Ideas


Entity alignment can be divided into one-dimensional and multidimensional entity alignment according to the number of entity types for alignment. One-dimensional entity alignment is to align one type of entities from concept, property or instance. Most studies are on concept-level alignment [25], followed by those on instance-level alignment [26], and property-level alignment [27,28]. Multidimensional entity alignment is to simultaneously align two or all three types of entities, and there are few studies on this subject. Only Yu leveraged the similarity scores computed over multidimensional features and the approval voting strategy to construct an integrated framework, which could simultaneously align all three types of entities [29].



The basic ideas of entity alignment are tightly associated with the relationship among different types of entities. The three types of entities (concept, property, and instance) are not isolated from each other and show a relationship of comparatively strong cognitive logic. Properties are descriptions of the characteristics of things, which are the first level to cognize things. According to the similarities and differences in properties, things that have common properties belong to the same class, which is called the concept. Things of the same class can be repartitioned according to the differences in their properties, and then the hypernymic and hyponymic concepts can be defined. The hyponymic concept inherits all the properties of the hypernymic concept. An object, which conforms to all the properties of a certain class, is an instance belonging to this class, indicating that the instance inherits all the properties of concept to which it belongs. Thus, the relationship among the three types of entity can be summarized as follows: Properties are the definition of concept, concept is the abstraction of instances, and instances are the instantiation of the concept and properties.



According to the above relationship among the three types of entity, the basic ideas for entity alignment can be divided into schema-level and instance-level ideas. The former mainly aims at concept alignment and includes three types of approaches. The commonly employed type of approach is instance-based concept alignment. It is based on the cognitive logic that instances are the instantiation of concept, and it is assumed that if the instances belonging to two concepts are matched, these two concepts are matched. Thus, this approach discriminates matched concept pairs or nonmatched concept pairs by measuring the similarity between the instances belonging to the concept pairs to be matched [30]. The second type of approach is property-based concept alignment. It is based on the cognitive logic that properties are the definition of concept and is on the basis of the assumption that if the properties corresponding to two concepts are aligned, these two concepts are aligned. Li et al. used water body ontology as a case study and summarized 17 properties shared by all the concepts in the water body ontology. The similarity scores among these properties were computed over the shared members of the range domain of properties [28]. Then, the aligned concept pairs can be identified according to the similarity scores of properties. This method can actually perform alignment leveraging the semantic information of properties. The third type of approach directly performs concepts alignment based on their own information [29]. Instance-level alignment mainly relies on the information of instances to perform alignment.



Specific implementation techniques are consistent across different basic ideas and can be divided into three types: Element-based, structure-based, and hybrid techniques [31]. Element-based techniques consider entities in isolation, leveraging information about entity itself to perform alignment [32]. Structure-based techniques examine the structural information of entities, considering the linked entities of an entity in the structure of knowledge bases [33]. Hybrid techniques combine element-based and structure-based techniques.



In addition, performing entity alignment with background knowledge, which involves enough entities in common with entities to be aligned, can help to improve the result. For example, the near-synonyms, synonyms, and hypernymic–hyponymic relationships among the vocabularies provided by WordNet can support the calculation of the lexical similarity of entities [34,35,36,37]. Involving human experts can also optimize the alignment process [38]. Prior to performing entity alignment, preprocessing steps can be adopted to remove entity pairs that are impossible to be matched or select potential matching entity pairs, thereby avoiding performing calculations over all entity pairs and reducing computational complexity. This is especially important when the number of entity pairs to be matched is large. For example, a blocking algorithm is performed to group possible matching entities into one block according to the similarity of literal description of entities to reduce the computational requirement [39].




2.2.2. Standard Workflow


The standard workflow for the entity alignment of GKBs is consistent across different basic ideas and implementation techniques. It includes four steps, as shown in Figure 2:

	Step 1.

	
Similarity measurement. Determining suitable similarity metrics for each type of heterogeneities in entities.




	Step 2.

	
Similarity combination. Selecting an effective method to combine multidimensional similarity scores.




	Step 3.

	
Alignment judgement. Taking a decision for entity pairs to be matched based on a predefined threshold or leveraging an effective judging approach.




	Step 4.

	
Result evaluation. Using suitable benchmarks and evaluation metrics to assess result quality.









The next two sections detail the algorithms from previous studies about the four steps.






3. Algorithms of Entity Alignment


This section analyzes and reviews the algorithms of entity alignment in detail from the three aspects of similarity metrics, similarity combination, and alignment judgement.



3.1. Similarity Metrics


Although there are eight types of heterogeneities in entities from different GKBs, the first five types are commonly used. Previous studies targeted the concepts and instances as the main entity types to align and ignored the alignment of properties. Moreover, it is difficult to define essential properties, which can actually represent the connotation of concepts and the range domain of properties. Thus, the latter three types, which focus on the differences in geographic properties, are extremely rarely used or have never been leveraged for the aligning entity of GKBs. Thus, we only conducted a review on the similarity metrics for lexicon, structure, spatial position, category, and shape.



3.1.1. Lexical Similarity Metrics


Lexical similarity metrics are the most useful metrics for entity alignment, although there are many other types of similarity metrics for different types of heterogeneities [40]. The lexical corpuses of geographic entities are composed of their labels and comments. Santos et al. and Recchia and Louwerse conducted comprehensive comparisons of various lexical similarity metrics. They pointed out that the differences in performance of the involved lexical similarity metrics were relatively small [40,41]. The lexical similarity metrics can be roughly grouped into three categories, namely character-based, token-based, and vector-based metrics. Character-based metrics calculate lexical similarity by measuring the difference of two original strings. Token-based metrics extract tokens from original strings, based on which the similarity between original strings is computed. Vector-based metrics compute similarity based on vector representations of original strings.



A basic character-based metric is edit distance (Levenshtein distance) [42]. Edit distance leverages the minimum number of editing operations required to transform a string a into another string b. Allowable editing operations include insertion, deletion, and substitution. This metric is commonly employed in lexical similarity computations for geographic entities [43,44,45]. However, due to the various variabilities of gazetteers, such as abbreviations and merges of strings, edit distance is not particularly suitable for measuring the similarity of feature names [46]. The Jaccard similarity coefficient is also a commonly used metric. It measures similarity by the ratio of the number of characters in common between two strings to the total number of characters. Sehgal et al. measured the similarity of location names by this metric [26]. However, this metric does not take the character transposition of strings into consideration.



The Jaro metric is a heuristic character-based metric. It computes similarity based on the number of characters that are present in both two strings and the number of character transpositions. Auer et al. used this metric to measure the similarity of labels of entities in LinkedGeoData and DBpedia [47]. A refined version of the Jaro metric is the Jaro–Winkler metric, which considers the weight assignment of characters based on their different positions in strings. This metric suggests that the strings, which begin with the same characters, should be given a higher similarity score. Therefore, the matched beginning part of the strings should be assigned greater weight. Stadler et al. used this metric to measure the similarity among the labels of entities from LinkedGeoData, DBpedia, and GeoNames [48]. Martins also employed this metric in the detection of duplicate gazetteer records [43]. There are also other character-based metrics employed in the alignment of geographic entities, such as the soft-term frequency-inverse document frequency (Soft-TFIDF) distance, Monge–Elkan distance, and Double Metaphone distance [29,43].



As for the token-based metrics, standard steps for extracting tokens from strings include tokenizing (extracting the recognizable substrings and marked symbols from strings), removing punctuations, stemming, removing words in a stop words list (stop words refer to words which are either insignificant or too common), and completing abbreviations. After this procedure is completed, the token set of strings can be obtained [49]. Given the token sets Token(S1) for string S1 and Token(S2) for string S2, there are many algorithms for calculating the similarity between them. A simple method is to compute the ratio of the shared tokens of the two sets to the total numbers of the two sets [50], but this method does not tolerate the spelling errors of token words. A more complex method is to calculate the edit distance between all token pairs of the two token sets [49]. This method has high accuracy, but when the number of token pairs is comparatively large, it will suffer from high computational complexity. To simplify this method, for all the token pairs, a match score of 1, 0.5, 0.25, and 0 is assigned for four types of situations corresponding to exact match, prefix or stemmed match, infix match (partial existing in anywhere within a string, except in its beginning), and complete mismatch, respectively [51].



Standard vector-based metrics compute cosine similarity between vector representations of strings. Wang et al. constructed virtual documents for entities by combining their labels and comments and represented the virtual documents with a vector. Every element of this vector was weight computed using the TF-IDF method [52], and the weight was assigned to the corresponding words of virtual documents [45]. Then, the lexical similarity between two entities was computed as the cosine value between the two vectors of their virtual documents. A more sophisticated method proposed by Ballatore et al. extracted the definitional terms (nouns, verbs, adjectives, etc.) for geographic entities from their comments to construct semantic vectors. A matrix was constructed, each cell of which contained a similarity between two terms from the vectors [53]. The similarity scores between term pairs were computed with WordNet. Then, the matrix would be used to compute the vector–vector similarity scores. When the comments of entities are rich, this method is able to attain higher accuracy. However, the accuracy will be greatly reduced with sparse text.



Word embedding, which is a research focus in the field of natural language processing (NLP), is a more advanced method to transform strings into vector representation. For a given document (word sequence), each different word in this document will be represented as a low-dimensional vector of real numbers by a mapping model. This method is based on the assumption that the representations in terms of the contexts of “similar words” are similar. Word2vector achieves the idea of word embedding and contains two model architectures: Continuous bag-of-words (CBOW) and Skip-Gram [54,55]. The currently commonly used toolkits: Word2vector (https://code.google.com/archive/p/word2vec/source/default/source) and gensim (https://pypi.org/project/gensim/) are the implementation of Word2vector model. In terms of entity alignment, word embedding-based methods initially transform original strings of entities into vector representations. Whether entity pairs are matching or nonmatching will be decided by comparing their vector representations. Instead of defining and extracting feature vectors for entities manually as in previous methods, this method can automatically generate vector representations for original strings of entities, thereby improving automation and reducing manual intervention. Santos et al. achieved a word embedding-based method using a deep neural network to generate representations for toponyms. These representations were processed by a feed forward network to judge entity alignment [56].




3.1.2. Structural Similarity Metrics


A knowledge base can be represented with a tree-like or graph-like structure. With the position of entity and the relationship with other entities in the tree-like or graph-like structure, the structural similarity between entity pairs can be measured. In the general alignment systems, structural similarity is an important metric. Due to the different perspectives and purposes for constructing different GKBs, there are great differences in their structures [39]. Therefore, it is inappropriate to assign greater weight to the structural factor in geographic entity alignment. Delgado and Finat used a string-based method, WordNet-based method, and general alignment system to perform the concept alignment of GKBs, including DBpedia, LinkedGeoData, and CityGML (http://schemas.opengis.net/citygml/). Their results showed that the general alignment system, which put emphasis on structural factors, presented the worst precision and recall [57], thereby proving the aforementioned conclusion.



For GKBs with a tree-like structure, structural similarity is computed based on the relationship between sets of hypernymic nodes, hyponymic nodes, and sibling nodes of entities [58]. The descendant’s similarity inheritance considered the explanatory roles of ancestors of entity for the identification of the specific entity [59]. The ancestor nodes include all the nodes on the path from root node to the closest hypernymic node of entity. Then, the structural similarity between entity pairs was computed over the weighted sum of similarities between all the ancestor node pairs of entity pairs. Weights were computed over the distance from each ancestor node to the entity [33].



Similarly, the algorithms based on similarities between hyponymic node pairs (e.g., ancestor’s similarity contribution (ASC)) or sibling node pairs (e.g., sibling’s similarity contribution (SSC)) also used the cumulative value of similarities among the corresponding nodes [22,59]. The metric based on the Jaccard coefficient was relatively simple, and it calculated structural similarity by the ratio of the number of shared nodes to the number of all nodes linked with the entity pairs [43].



Different than the GKB with a tree-like structure, the GKB with a graph-like structure just emphasizes the simple links between entities and lacks in clear ancestor–descendant and sibling relationship between entities. Thus, the structural similarity metrics for tree-like structures are not applicable to graph-like structures. A commonly used algorithm for calculating structural similarity in graph-like structures is the similarity flooding algorithm [60]. This algorithm transforms the native structures of two GKBs to be matched into two labeled directed graphs, which are then merged into one directed graph named a pairwise connectivity graph. Each node in this connectivity graph refers to a node pair from the two graphs before merging and is called a map pair. Each map pair is with an initial similarity score. Then, the connectivity graph will be transformed into the induced propagation graph when the initial similarity of map pair propagates through the graph over a number of iterative calculations according to the similarities of its adjacent map pairs. When the fixpoint, which means the similarities of all the map pairs remain unchanged, has been reached, the algorithm will converge to the final results. The final similarity of each map pair in the propagation graph is regarded as the structural similarity between two entities. Yu et al. and Kim et al. used the similarity flooding algorithm to measure structural similarity between entities in GKBs [29,61].



The penetrating rank (P-Rank) algorithm is also a recursive algorithm for graph matching [62]. For two entities to be matched, this algorithm is based on two assumptions: (1) If they are linked with similar entities, then they are similar; (2) if they link to similar entities, then they are similar. Algorithms like co-citation and coupling are the variants of P-Rank [63,64]. These algorithms can obtain excellent results when there are dense links among entities in GKBs. Ballatore et al. applied the co-citation algorithm to compute the structural similarity of entities in OpenStreetMap [53,65].




3.1.3. Spatial Similarity Metrics


The spatial characteristic is the unique characteristic of geographic entities and makes them distinguishable from other types of entities. Spatial similarity is, thus, an important matching factor for geographic entity alignment [66], but it is not sufficient on its own [49]. It must be used in concert with other metrics emphasized in the general alignment system, such as lexical and structural similarity metrics [67].



Standard methods for computing spatial similarity are based on the spatial relationships (metric, topological, and sequential relationships) between entities. The metric relationship includes the distance, height, length, and proportion relationships, and the most commonly used is the distance relationship. A simple method is to calculate the Euclidean distance between entities based on the plane coordinates of spatial objects. Sehgal et al. and Yu et al. respectively used Euclidean distance and the inverse of it to calculate spatial similarity between two entities [26,29]. Safra et al. proposed a location-based algorithm, which computed Euclidean distance between points to find the corresponding entities for integrating geospatial datasets [68].



In order to make the spatial similarity more accurate, the distance between entities could be measured based on the spherical coordinate using a more complex haversine formula to simulate the ellipsoid surface of the earth [48]. The Hausdorff algorithm further considered the size of spatial entities [69]. The length relationship could be used to calculate the similarity between line objects [30,70]. The proportion relationship was mainly employed in measuring the proportion of coincidence in the spatial coverage of entities [51,71].



Integrating the metric relationship with other types of spatial relationships can help to calculate spatial similarity [72]. Beard and Sharma checked the topological relationship between entities before measuring the metric relationship [73]. Larson and Frontiera adopted a regression model to integrate topological and metric relationships to measure spatial similarity [74]. Li and Frederico proposed a method which comprehensively used metric, topological, and sequential relationships [75].




3.1.4. Category Similarity Metrics


Category similarity is often applied in toponym matching and location parsing. The traditional metrics for category similarity can be separated into three classes: Structure-based, content-based, and context-based metrics. Structure-based metrics are based on the category hierarchy of the classification system of toponyms. Given the category information of two toponyms, CA and CB, they are mapped to the category hierarchy. If CA and CB are on the same classification system, their closest common parent category CP will be found; otherwise, CA and CB must be uniformly converted to a predefined classification system before CP is found in this classification system. Category similarity is computed over CP [51,71,76]. According to the different details of methods for calculating the similarity between two CP, there are two types of methods. One of them directly represents the category similarity with the number of levels from the root node to CP in the category hierarchy. The other type is performed based on the numbers of edges from CA to CP, from CB to CP, and from CP to the root node in the category hierarchy.



Content-based metrics are based on the semantic information of categories of entities. According to information theory, the similarity between two categories depends on the information shared by them. Thus, category similarity can be calculated by quantitatively evaluating the common information content of two categories [77]. Kavouras et al. computed category similarity based on the semantic information, including cause, purpose, location, etc., which were extracted from the category description [78]. The matching-distance similarity measure (MDSM) algorithm combined the distinguishing features of categories with the semantic relationship between them to calculate their semantic distance, over which the computation of category similarity was performed [79].



Some improvements to the MDSM algorithm have been proposed. The MDSM algorithm is actually based on the assumption that the properties of category are equally important. However, the importance of different properties is completely different under different contexts. Thus, different weights were assigned to different properties of categories in different scenarios to improve this algorithm [80]. The synonym sets of category could also be used to improve this algorithm [81].



Context-based metrics calculate category similarity by means of background knowledge. For example, the similarity between geographic terminologies of thesaurus can be measured with the aid of a lexical database, such as WordNet [82].




3.1.5. Shape Similarity Metrics


Different than spatial similarity metrics for spatial distance between entities, shape similarity is to measure the difference between geometric shapes of entities. Shape matching is widely studied and applied in fields such as computer vision and pattern recognition [83], while this matching factor is rarely used in the alignment of geographic entities. The basic idea of shape matching is to represent the shape of entity into a normalized form, over which shape matching is performed indirectly [49]. The commonly used method is to match the nodes, which represent the shapes of entities. Safra et al. used a node matching algorithm to calculate the shape similarity of line objects [84]. Goodchild and Hunter, as well as Fairbairn and Albakri, proposed a simpler method. The buffer zones for linear entities were initially constructed, and shape similarity between entities was indirectly computed over their buffer zones [85,86]. Du et al. also matched spatial objects leveraging the buffers of their geometries [87].



In addition to the abovementioned similarity metrics for lexicon, structure, space, category, and shape, we notice that some previous studies creatively used other features of geographic entities to complete alignment. Zhu et al. thought that if the respective spatial distribution patterns of all instances belonging to two concepts were similar, these two concepts were similar [88]. Based on this idea, the similarity between concepts was measured according to the similarity of local or global spatial distribution of instances using some metrics (e.g., Moran’s I and the kernel density estimation). For the geographic concepts, which are described by description logics (DL), Janowicz et al. measured the similarity between concepts based on the degree of coincidence of their DL descriptions [89]. Kokla and Kavouras provided a formalized representation for geographic concepts based on concept lattices and integrated geographic concepts based on formal concept analysis (FCA) [90,91].





3.2. Similarity Combination


After the similarity scores on multidimensional features of geographic entities are measured, they will be combined organically, leveraging a suitable similarity combination algorithm [92]. Similarity combination includes two processes: (1) Selecting similarity scores computed over features, which can effective improve the alignment results; (2) selecting a similarity combination model to combine the selected similarity scores.



The strategies for feature selection can be divided into three types. The first type is to select the similarities on all features directly. The second type adopts suitable selection principles or algorithms to select effective features, which can actually contribute to the alignment process. Effective feature must meet two principles: (1) This feature can effectively distinguish the matching entity pairs from the nonmatching entity pairs; (2) the number of matching entity pairs obtained using this single feature is close to the minimum number of entities in two knowledge bases to be matched [93]. The algorithms for feature selection include principal component analysis (PCA), analytic hierarchy process (AHP), expert scoring, etc. The third type, called the single factor judgement method, is to select the single feature with the greatest contribution and set the similarity threshold. When the similarity computed over this feature between two entities exceeds the threshold, they are matching pairs.



The models for combining similarities over multidimensional features include the feature vector model, geometric model, and mathematical model [94]. The feature vector model is to represent the multidimensional similarities into feature vectors, and the overall similarity is calculated over the cosine between the two vectors. In the geometric models, multidimensional similarities are represented as multidimensional coordinates, over which the aggregation of similarities is performed. The mathematical model aggregates multidimensional similarities leveraging methods of mathematical operation, which include: (1) The minimum or maximum value method, (2) average value method, (3) weighted sum method, (4) probabilistic method, (5) fuzzy aggregation method, and (6) rough sets method [95].



The most commonly used method for similarity combination is the weighted sum in the mathematical model [96]. This method assigns weight to each similarity metric and calculates the weighted sum of similarities. Thus, the multidimensional similarities are linearly combined with this method [97]. The key to this method is the weight assignment for each metrics.



The simplest method for weight assignment is the average value method, which assigns equal weight to each factor. The most direct method is to select the optimal weight assignment through multiple experiments [51,61]. Zhu et al. adopted the weight assignment method based on expert scoring. In this method, the judgement matrix was initially designed. Each element of this matrix was a relative importance score for each metric provided by the invited domain experts. The elements of the normalized eigenvector of this matrix were the weights for each metric [71]. Tran et al. proposed a clustering-based weight estimation method. It used the K-means algorithm to divide the similarity matrix for each metric into two classes: One class with a higher mean value and the other class with a lower mean value. Then, all the similarities that belonged to the second class would be filtered out. The weight was calculated by the ratio of the number of rows that had a value in the matrix to the number of values in the first class [93]. Mckenzie et al. ranked the respective results in terms of accuracy, which were computed over each single feature of name, category, position, and topic. The weight for each feature was assigned according to the ordinal ranking [98]. Li et al. proposed an entropy-based weight assignment method to determine the weights corresponding to each feature for merging multisource geo-ontologies. In this method, the information entropy for each feature was initially computed using axiomatic characterizations of information entropy. The weight for a single feature was computed by the ratio of its information entropy to the total information entropy of all single features [99].




3.3. Alignment Judgement


The standard method for alignment judgement is based on a threshold over the overall similarity, computed by combining the multidimensional similarities. If the overall similarity between two entities is beyond the predefined threshold, they are regarded as aligned correspondence. A threshold that is too high or too low will probably lead to alignment misjudgment for entity pairs, thereby making bad results. Thus, tuning the threshold is important for achieving optimal results.



In order to avoid tuning the threshold manually and to minimize human intervention, some previous studies focused on discriminating alignments automatically based on multiple similarity metrics. Supervised machine learning was commonly used for automatic geographic entity alignment [26,43,44,76]. With multiple similarity scores regarded as input, supervised machine learning models were trained by labeled entity pairs. The trained model could decide whether entity pairs to be matched are aligned based on their multiple similarity metrics. Santos et al. leveraged support vector machines (SVM), decision trees, and random forests to match toponyms, and their results showed that decision trees could achieve better results [40]. Martins also used machine learning techniques to detect duplicate gazetteers [43,44]. Li et al. and Chen et al. used an artificial neural network (ANN) model to match geographic concepts [28,100]. The supervised machine learning method actually performs a nonlinear combination for multiple similarity metrics [100]. Although it can learn an optimal scheme for similarity combination automatically, it requires large-scale training datasets, which are difficult to prepare, for a satisfactory trained model.



There are also some other algorithms which classify entity pairs as either matching or nonmatching automatically based on multiple similarity metrics. The voting-based method does not directly perform a numerical calculation on the similarity scores but generates respective matched results based on each metric. All the matched results are aggregated by voting, and the entity pairs with more affirmative votes are the final matched entity pairs [45]. Yu et al. aligned entities from OpenStreetMap and GeoNames by performing a voting-based method on multiple metrics, including spatial, lexical, and structural metrics [29]. Bock and Hettenhausen formulated entity alignment as an optimization problem, which was tackled with an iterative algorithm based on particle swarm optimization [101]. Each entity pair to be matched was represented as a particle in this algorithm, and the convergence of swarm was guided by proportional likelihood values assigned to each correspondence. Pareto ranking, which is a multiobjective evolutionary algorithm, was also used to find correspondences in heterogeneous geo-ontologies based on various similarity metrics [102].



These classical methods showed a good performance for entity alignment. However, they rely on multidimensional similarities computed over features of entity. Thus, they are actually a semi-automatic method. In order to avoid computing similarity and realize completely automatic entity alignment, Santos et al. adopted a deep neural network to align toponyms based on their original strings rather than similarity scores [56]. They initially generated representations from the sequences of bytes of original strings, leveraging gated recurrent units (GRUs), a type of recurrent neural network (RNN) architecture. The feed forward network processed these representations and made an alignment decision. However, this method only leveraged lexicon features, thereby ignoring other features of geographic entities.





4. Evaluation of Entity Alignment


Evaluating alignment approaches of geographic entities is necessary to discover their weaknesses and strengths and choose the most suitable approach in a predefined context [103]. This step is to assess the correctness and effectiveness of entity alignment results using a suitable evaluation method and the same gold standard. Thus, the evaluation method and gold standard are two key factors in this process.



The evaluation methods can be divided into two classes: Cognitive plausibility-oriented and task-oriented methods [34]. The cognitive plausibility-oriented method is used to evaluate the simulation ability of the alignment algorithm for cognitive and behavior systems of humans [104,105]. The investigating method for cognitive plausibility is usually to compare the alignment results, which are provided by human subjects, and the alignment algorithm, for the same entity pairs to be matched. Subjects can easily decide whether entity pairs correspond based on their own cognition ability for entities. Thus, the stronger the simulating ability of an alignment algorithm for judging the process of subjects is, the higher its cognitive plausibility is, and the better the result computed by this algorithm is. Given the alignment result generated by human subjects RS, which is usually regarded as the ground truth, and the corresponding computational result RC, the cognitive plausibility of the alignment algorithm can be measured by calculating Spearman’s correlation coefficient ρ(RS,RC) between RS and RC.



The task-oriented method applies the alignment algorithm in a specific task and assesses its performance from what the degree of satisfaction is about the status of task completion with the indicators of precision, recall, and F1-measure [106], which are frequently used in information retrieval. The precision (P) is the ratio of the number of correctly aligned pairs RT to the total number of discovered corresponding pairs NA; the recall (R) is the ratio of RT to the number of desired aligned pairs NT in the gold standard, and NT is the true value; and F1-Measure is the harmonic mean of P and R. All the three metrics have been defined in Equations (13) and (15).


P=RT∕NA



(11)






P=RT∕NA



(12)






F1=2×P×R∕(P+R)



(13)







The well-defined and widely recognized gold standards, which are also known as benchmark datasets, are necessary to provide a common objective basis to make the results of different algorithms comparable [103]. In the Oxford Dictionary of English, the term ‘gold standard’ is explained as “A thing of superior quality which serves as a point of reference against which other things of its type may be compared” (https://en.oxforddictionaries.com/definition/gold_standard). In computer science, gold standard refers to human-generated datasets which consist of testing data and correct output results (i.e., ground truth) [107]. For a specific task, it can capture the behavior and cognitive patterns of humans, quantify the relevance between machine-generated and human-generated results, and thus be used as a benchmark to evaluate the performance of the computational method. An actually valid gold standard should be open, accessible, persistent, and unbiased for providing reliable and fair evaluation results, and it needs to meet certain requirements, such as coverage, quality, and precision [103,107].



In computer science, dozens of benchmark datasets have been created [108], such as XBenchmatch [109] and STBenchmark [110]. In addition, some projects on assessing entity alignment have been carried out. The Semantic Evaluation at Large Scale (SEALS) project (http://www.seals-project.eu/) provides a software infrastructure for evaluating semantic web tools, including tools for entity alignment. The Ontology Alignment Evaluation Initiative (OAEI) (http://oaei.ontologymatching.org/) provides benchmark datasets annually for participants to evaluate different systems and algorithms for ontology alignment [111]. Each benchmark dataset is composed of reference ontology, target ontology, and reference alignment. The reference ontology contains 33 concepts, 24 object properties, 40 data properties, and 50 instances. The target ontology is composed of many kinds of alterations of reference ontology, including lexical changes, synonym substitution, compression of annotation, and flattening or expanding the hierarchical structure. Each type of alterations aims at a specific type of heterogeneity issues. The reference alignment is the desired result of entity alignment. All the participating alignment systems are employed to match the reference ontology and target ontology. The performance evaluation for these systems is implemented by comparing their results with the reference alignment. The OAEI can relatively comprehensively evaluate the performance, coverage, stability, and reusability of alignment systems.



Due to the spatial feature of geographic entities, the entity alignment algorithms for GKBs are different from the ones for general knowledge bases. Thus, the benchmarks for evaluating the alignment systems of computer science may not be applicable to GIScience. Meanwhile, there are very few benchmarks exclusively targeting geographic entity alignment. For example, PABench (POI Alignment Benchmark) contains 1580 entities and several test cases covering different situations of heterogeneities [112].



Some benchmark datasets, which were designed for evaluating the similarity metrics for geographic terms, can also be used to evaluate entity alignment algorithms. GeReSiD (https://github.com/ucd-spatial/Datasets) (geo relatedness and similarity dataset) contains 97 geographic terms from OpenStreetMap and 50 term pairs, for which the similarity ranking was provided by 203 human subjects [107]. The MDSM dataset created by Rodriguez and Egenhofer for assessing their MDSM algorithm is composed of 33 geographic terms, which cover natural and man-made features, and 108 term pairs. Seventy-two human subjects were asked to rank these pairs by their similarity scores [80].




5. Challenges and Future Research


As shown in the previous sections, massive outstanding achievements for the entity alignment of GKBs, in terms of similarity metrics, similarity combination, alignment judgement, and result evaluation, have been made. Meanwhile, this semantic technique has been widely used in the integration and conflation of geographic data or knowledge [113,114], toponym resolution [26,43,44,66], correlation and discovery of geographic information [58,71,115,116,117,118], web service chain composition [119,120], and personalized recommendations [121,122]. However, there are still some challenges, which need to be addressed in the future.



5.1. Quality Assessment of GKBs


The quality of GKBs has a major impact on the result of entity alignment. There are significant differences in the knowledge quality of multisource GKBs. Especially for GKBs generated from volunteered geographic information (VGI), this problem is more prominent [123]. Therefore, quality assessment for geographic knowledge in GKBs needs to be investigated. There have been some studies focused on quality assessment of geographic knowledge from GKBs [123,124,125,126]. The quality measures to describe the quality of GKBs include positional accuracy, thematic accuracy, topological accuracy, completeness, consistency, temporal accuracy, and semantic accuracy. Many methods have been developed to assess the positional accuracy, thematic accuracy, and topological consistency by comparing with a reference dataset. However, few methods exist to assess the rest of the quality measures. More methods to handle these quality measures should be developed in the future.




5.2. Feature Selection and Algorithms Optimization


The various heterogeneous types of entities in GKBs have been explained in the Section 2.1, and each of them focuses on different aspects of entities. Meanwhile, alignment tasks usually have different requirements and constraints in terms of accuracy, completeness, and efficiency, thereby making feature selection a multiple criteria decision-making problem. Thus, it is very critical and challenging to determine the best composition of features for a specific task. A similar problem also exists in metrics selection, because there are many different metrics for each type of heterogeneity. The methods of AHP, PCA, machine learning, and ad hoc rules have been used for feature or metrics selection [127,128,129,130]. In addition, features that are not still employed should be considered. The data-type and range of properties should be further considered to align properties, and the instance alignment process should take the property value into consideration. Temporality is an intrinsic feature of the geographic entities, and spatial coverage and property values of geographic entity may change over time [67]. However, previous studies rarely take the temporal feature of entities into consideration [131], thereby sometimes leading to incorrect results of entity alignment.



Taking both the accuracy and efficiency of algorithms into account, how to optimize algorithms of similarity metrics, similarity combination, alignment judgement, and result evaluation is another issue [132]. The methods for finding the most suitable parameters of similarity measurement have been discussed [133,134]. Developing new algorithms with the benefit of new techniques in computer science can also facilitate the progress of this field. The methods of pareto ranking and particle swarm optimization have been employed for entity alignment [101,102]. The word embedding method in the field of NLP should be continuously studied and used for entity alignment. In addition, the majority of existing algorithms only align one type of entities, including concepts, properties, and instances, so developing holistic algorithms, which can complete a one-shot alignment for all types of entities, is necessary.




5.3. Alignment Techniques Integrated with Background Knowledge


GKBs are usually developed in specific contexts, which include relevant background knowledge, but the knowledge is often not directly represented in the developed GKBs. Moreover, some GKBs lack enough specifications. These problems may cause ambiguity in entities, thereby leading to incorrect alignments. Thus, integrating background knowledge into alignment is particularly necessary to achieve better results. The background knowledge is represented as multiple forms, such as domain corpora, domain ontologies or upper-level ontologies, existing aligned entity pairs, and web pages. There are some previous studies which performed alignment by means of lexicon, such as WordNet [34,35,36,37], but other forms of background knowledge have rarely been used. Thus, techniques which combine with multisource background knowledge need to be investigated.




5.4. Unified Infrastructure for Entity Alignment of GKBs


Most of the previous studies are experimental or in the prototype stage and cannot be applied in realistic scenarios. Thus, establishing a stable and unified infrastructure for the entity alignment of GKBs, which integrates a variety of alignment algorithms and can complete, store, share, and reuse alignments, is an important research mission in the future. This infrastructure will greatly facilitate the practical application of this field. In computer science, some systems, which provide many alignment methods and libraries of alignments, and can be used at design time and run time, have been designed [135,136,137]. This is of important reference value for designing similar infrastructures in GIScience.




5.5. Entity Alignment of Large-Scale GKBs


Under the era of geographic big data, the scales of GKBs have become increasingly large, and their structures are more complex, thereby bringing enormous growth in the computational complexity for alignment algorithms. However, existing methods rarely consider resource consumption, thus posing a challenge to the efficiency of entity alignment. There are two perspectives to tackle this problem.



From the perspective of data sources, the computation load of entity alignment is directly proportional to the size of GKBs and the number of entity pairs to be matched. Thus, a straightforward solution is to partition GKBs into proper fragments, namely modularization of GKBs, and to reduce the number of entity pairs to be matched with some preprocessing steps [138,139]. Alignment algorithms are performed over split, smaller GKBs and preprocessed less entity pairs.



From the perspective of methods, the basic idea is to make alignment algorithms scalable and parallelized. In computer science, some previous studies parallelized original algorithms based on the parallel programming environment, such as the message passing interface (MPI) [18], or deployed alignment algorithms on distributed computing platforms, such as Hadoop, Spark et al. [140,141,142]. The parallel and distributed processing of alignment tasks for GKBs needs to be covered in the future.




5.6. Deep Learning-Based Entity Alignment of GKBs


Traditional methods abide by the standard workflow for aligning geographic entities. Therefore, the result of entity alignment is mainly determined by the selection of features and similarity metrics, and thus with varying influence of human intervention. Deep learning methods can complete end-to-end learning and learn intrinsic features of original data automatically, thereby reducing the influence caused by human intervention at a maximum level. Thus, in order to avoid the subjective factors of humans, we should try to develop novel methods based on deep learning to achieve automatic alignment. The key to this method is that it requires large-scale training datasets, which are difficult to prepare. This method is well worth investigating, because it can break through the standard workflow.




5.7. Benchmark Datasets for Entity Alignment of GKBs


Standardized large-scale benchmarks are important prerequisites for finding the cons and pros of entity alignment algorithms. Each benchmark usually consists of one initial knowledge base, one altered knowledge base, which is an alteration over the initial one, and a reference alignment, which is used to compare with the returned alignment [143]. The OAEI has provided many artificial benchmarks, but their scale and comprehensiveness remain inadequate for dealing with a variety of existing alignment matchers, and they lack variability. Moreover, artificial benchmarks are becoming infeasible for evaluating large-scale alignment tasks. Thus, some approaches focused on a semi-automatic generation of benchmark datasets have been proposed [144,145] (e.g., Swing [145], Spimbench [146], and Lance [147]). These generators take the seed knowledge base and parameters which describe the modification types to be applied as input and generate the modified knowledge base and the corresponding reference alignment [148].



The benchmarks provided by OAEI, however, are obviously inappropriate for evaluating the entity alignment of GKBs due to the spatial feature of geographic entities. Existing generators do not also cover the alterations over spatial feature. Thus, the construction of benchmarks for geographic entity alignment is still performed manually [80,107]. However, the scales of developed artificial datasets are too small and are not suitable for a large number of correspondences. Moreover, these datasets can only be used to assess concept-level alignment, so there is lack of benchmarks for evaluating instance-level alignment. Thus, benchmarks which cover multiple alterations over geographic entities and are applicable for evaluating all types of geographic entities alignment and benchmark generators which can produce large-scale test sets automatically need to be developed.




5.8. Applications of Entity Alignment of GKBs


The practical applications of this field remain slightly limited. Broadening the application fields of acquired alignments in real-life projects needs to be further improved. Entity alignment is actually an important prerequisite for many applications. With the development of deep learning, completely automatic entity alignment may be achieved, which can support the automatic construction of large-scale geographic knowledge graphs. The strong and deep knowledge reasoning ability of huge GKBs will facilitate the progress of some fields, including mining and analysis of geographic big data, geographic knowledge services, and applying AI in the field of GIScience. Applying the entity alignment of GKBs in the practical applications of these fields needs to be further developed.





6. Conclusions


In this article, we provided a systematic and comprehensive analysis for research progress on the entity alignment of GKBs. We introduced the basic definitions and the multiple heterogeneities in entities, including differences in lexicon, structure, spatial position, category, shape, data-type of property, range of property, and property value. A general framework, which involved the basic ideas and standard workflow of this field, was also presented in this paper.



We provided a survey on the alignment algorithms of similarity metrics, similarity combination, alignment judgement, and result evaluation. For similarity metrics, we organized the insights from previous studies systematically from five aspects of lexical, structural, spatial, category, and shape similarity metrics. In terms of similarity combination, we introduced three models, a feature vector model, geometric model, and mathematical model. We also introduced some algorithms of alignment judgement, which can help to avoid tuning the threshold manually, including supervised machine learning, a voting-based model, etc. The insights for results evaluation were organized into two parts: Evaluation methods, including cognitive plausibility-oriented and task-oriented methods, and benchmark datasets. This review provides readers, especially new researchers in this field, with a general idea, and help them to understand the basics of this field.



On the basis of a systematic review, we presented key challenges facing this field, including the quality assessment of GKBs, feature selection and algorithm optimization, alignment techniques integrated with background knowledge, unified infrastructure, entity alignment of large-scale GKBs, alignment techniques based on deep learning, benchmark datasets, and application promotion. These insights will be helpful for promoting the progress and orienting future research for this field.
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Figure 1. Schematic diagram for entity alignment of geographic knowledge bases (GKBs). (Note: GKB1 and GKB2 represent two geographic knowledge bases to be integrated, and e1 and e2 are two entities to be aligned from GKB1 and GKB2, respectively.). 
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Figure 2. Standard workflow for entity alignment of GKBs. 
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Table 1. The numbers of concepts, properties, and instances in some geographic semantic webs (obtained on 18 January 2019).
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	Name
	Number of Concepts
	Number of Properties
	Number of Instances
	Formalized Format





	GeoNames
	654
	28
	11,809,910
	OWL



	LinkedGeoData
	1222
	137
	3,000,000,000
	NT



	OSM Semantic Network
	1222
	137
	Null
	RDF



	ADL
	210
	Null
	8,000,000
	RDF
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Table 2. Heterogeneities in each type of entities.
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Entity Type

	
Heterogeneities




	
HL

	
HS

	
HSp

	
HC

	
HSh

	
HPdt

	
HPr

	
HPv






	
Concepts

	
✓

	
✓

	

	

	

	

	

	




	
Properties

	
✓

	
✓

	

	

	

	
✓

	
✓

	




	
Instances

	
✓

	

	
✓

	
✓

	
✓

	

	

	
✓
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