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Abstract

:

The MEDIcal WARNing (MEDIWARN) system continuously and automatically monitors the vital parameters of pre-intensive care hospitalized patients and, thanks to an intelligent processing system, provides the medical teams with a better understanding of their patients’ clinical condition, thus enabling a prompt reaction to any change. Since the hospital units generally lack a wired infrastructure, a wireless network is required to collect sensor data in a server for processing purposes. This work presents the MEDIWARN communication system, addressing both the network architecture and a simple, lightweight and configurable routing protocol that fits the system requirements, such as the ability to offer path redundancy and mobility support without significantly increasing the network workload and latency. The novel protocol, called the MultiPath Routing Protocol for MEDIWARN (MP-RPM), was therefore designed as a solution to support low-latency reliable transmissions on a dynamic network while limiting the network overhead due to the control messages. The paper describes the MEDIWARN communication system and addresses the experimental performance evaluation of an implementation in a real use-case scenario. Moreover, the work discusses a simulative assessment of the MEDIWARN communication system performance obtained using different routing protocols. In particular, the timeliness and reliability results obtained by the MP-RPM routing protocol are compared with those obtained by two widely adopted routing protocols, i.e., the Ad-hoc On-demand Distance Vector (AODV) and the Destination-Sequenced Distance-Vector Routing (DSDV).






Keywords:


health monitoring; network architecture; wireless mesh networks; wireless sensor networks












1. Introduction


The study and analysis of vital parameters of hospitalized patients are extremely important in clinical medicine [1], and multiple research projects aim to use novel technologies to support clinical practice [2]. As a result, several methodologies and solutions that exploit such technologies have been recently proposed [3,4] for the diagnosis of illnesses and pathologies in patients. In particular, the evolution of the patient condition in the pre-intensive care unit is essential to ensure early and prompt reaction on critical patients who could experience a progressive clinical deterioration. For this reason, the continuous monitoring of the patients’ vital signs (e.g., body temperature, blood pressure, respiratory rate, oxygen saturation, etc.) is needed [2,5,6]. Typically, such data can be obtained using sensors and other medical instrumentations [7].



In this context, the MEDIcal WARNing (MEDIWARN) system, developed in the MEDIWARN European Project (https://mediwarn.net, accessed on 29 June 2021), discussed in ref. [8]), is a novel solution able to predict a possible medical alert and warn about the deterioration of the patients’ condition. MEDIWARN realizes a system for the continuous and automated monitoring of the vital parameters of patients through the use of a peripheral sensory system that feeds into an intelligent warning system. The collected data are sent to a central station and analyzed in real time. Such an analysis, which includes mathematical models and advanced fuzzy logic (that exploits specific rules based on medical expertise), provides interpretative elements on the clinical status of patients and its evolution well before the actual deterioration of the vital functions that would trigger the alert according to solutions such as the Early Warning Score (EWS) [9] criteria. Hence, by alerting medical staff when a patient would be starting to get worse, the MEDIWARN system allows earlier intervention with a higher chance of success in treating a patient.



The use of such a system requires a network infrastructure in the hospital that would allow the transfer of data from the sensors to a server for subsequent processing. In particular, as the hospital units may lack a wired infrastructure, a wireless network is typically required. The introductory work in ref. [10] briefly presents the MEDIWARN network architecture and discusses some design challenges that such a system poses. Moreover, it shows the results of simulative assessments in realistic scenarios to provide a preliminary evaluation of the system.



This paper is meant to significantly extend the work in ref. [10]. In fact, the brief paper [10] simply overviews the MEDIWARN network architecture without exploring how to address each design challenge in a real implementation, and therefore it does not provide any performance assessment on Commercial-Off-The-Shelves (COTS) devices. Moreover, the simulative results in ref. [10] highlight the need for designing a custom routing protocol for MEDIWARN able to reduce the overhead due to the routing control messages.



This work therefore focuses on the MEDIWARN communication system. In particular, it addresses: (i) the network architecture; and (ii) a novel routing protocol specifically devised for the MEDIWARN system, which is simple, lightweight and configurable. Specifically, such a protocol provides the MEDIWARN system with path redundancy and mobility support without significantly increasing the network workload and latency. The paper offers both experimental and simulative performance evaluation of the MEDIWARN communication system in a real use-case scenario.



The main contributions of the paper are:




	
The detailed design of the MEDIWARN network architecture, a clear description of the role of each component involved in the MEDIWARN communication system and the description of a novel lightweight routing protocol, called the MultiPath Routing Protocol for MEDIWARN (MP-RPM), which offers path redundancy and mobility support without significantly increasing the network workload and latency, are presented.



	
The implementation of the MEDIWARN communication system on COTS devices is described, which shows the feasibility of the proposed network architecture and offers an experimental performance evaluation in a use case scenario.



	
The simulative assessment of the MEDIWARN communication system performance in the same scenario used for evaluating the implemented use case is presented to assess to what extent the simulative results and the experimental ones correspond.



	
A comparative assessment of the timeliness and reliability results obtained by the MEDIWARN communication system using three different routing protocols, i.e., the MP-RPM presented here, the AODV [11] (an on-demand protocol) and the DSDV [12] (a proactive protocol), is presented to highlight the impact of the routing protocol on the MEDIWARN communication system performance.








The paper is organized as follows. Section 2 deals with related works. Section 3 presents the MEDIWARN communication system. Section 4 discusses the relevant research challenges and the solutions, while Section 5 focuses on the MP-RPM routing protocol. Section 6 addresses an implementation of the MEDIWARN system on COTS devices and discusses the results obtained through an experimental evaluation. Section 7 presents a simulative evaluation of the MEDIWARN communication system. Finally, Section 8 gives conclusions and hints for future works.




2. Related Work


Nowadays, healthcare experts and researchers promote the need for automated health monitoring devices to enhance the patients’ safety and to reduce the stress of the medical staff, enabling them to monitor their patients or interactive with them from anywhere at anytime [13,14,15]. Consequently, several recent works have addressed medical monitoring systems. Moreover, to better diagnose, forecast and characterize individuals’ health, several models exploit machine learning in healthcare, as discussed in refs. [16,17,18].



In ref. [19], the authors presented an IoT-based health monitoring approach in which medical sensor data are collected and sent to an analysis module through a LoRaWAN network infrastructure. LoRaWAN represents a valid and easy-to-deploy technology for monitoring patients in field hospitals during emergency situations, as explained in ref. [20]. However, although LoRa is an appealing technology to provide low power, long-range wireless connection [21,22,23], LoRa-based approaches, e.g., the one in ref. [24], cannot cope with monitoring applications that require high sample rates and a significant amount of exchanged data. This is because LoRa is intended for low data rate transmissions and is subject to duty-cycle restrictions, and therefore it cannot support the transmission of waveforms that entail a considerable amount of data sent per second.



WiFi offers higher bandwidth than LoRa, and therefore it is a more suitable technology for the addressed purpose. The work in ref. [25] proposed a full Internet-based architecture that uses the oneM2M and openEHR standards, thus allowing interoperability between different devices and software from the WiFi-enabled wearable physiological sensors to the monitoring system. The work in ref. [26] presented a monitoring system made up of Raspberry Pi single-board computers that collect sensor data and send them through the Internet using Ethernet or WiFi. Other approaches for healthcare applications exploit the Software-Defined Networking (SDN) paradigm that, as discussed in ref. [27], allows handling the complexity of heterogeneous networks in a simple way and to provide priority-based mechanisms for the monitoring services [28,29]. For example, the architecture proposed in [30] exploits different functional and security applications and services provided by SDN.



Ref. [31] proposed a novel framework for the analysis of the human physiological detection system based on a biosensor, but it does not focus on communication aspects.



One common feature of all the approaches discussed above as well as other ones (see, e.g., [32,33,34]) is that they are Internet-based. Conversely, one of the design requirements of the MEDIWARN system was to transmit sensitive data through a private network that is locally managed within the hospital, thus avoiding to transmit them to external servers. Moreover, to the best of the authors’ knowledge, the above-mentioned state-of-the-art monitoring systems do not foresee a predictive approach able to anticipate the upcoming deterioration of a patient’s condition and trigger alarms well before the patient starts to get worse.



Conversely, MEDIWARN is intended for automatically monitoring the vital parameters of hospitalized patients in order to both take action in a proactive way whenever needed and provide a complete history of each patient’s vital parameters during their hospitalization for data analysis. For this reason, in the following, the design and implementation of a communication system that is able to cope with all the MEDIWARN requirements is addressed.




3. Network Architecture


The MEDIWARN system, as shown in Figure 1, includes patients, doctors, sensors, monitors, some wireless nodes (including mobile handheld devices), the MEDIWARN Virtual Biosensor and a monitor station.



The sensors acquire the physiological parameters of the patient. Two kinds of vital parameters are considered, i.e., both waveforms and single values.



The sensory data are collected and shown on a monitor close to the patient. The monitor is equipped with a wireless transceiver and transmits the vital parameters to the MEDIWARN Virtual Biosensor for data processing.



The wireless network consists of a number of wireless nodes, organized in a mesh topology, that act as relay nodes in the data exchange between the monitors and the MEDIWARN Virtual Biosensor.



The MEDIWARN Virtual Biosensor (Figure 2) is the heart of the proposed model and consists of a dedicated server that stores and processes the vital parameters of the patients. Such a server runs four software components:




	
A database that stores all the vital parameters sampled from the patients and the processing results.



	
A data acquisition component that is in charge of the communication with all the monitors, which collects the vital parameters sampled by the monitors and stores them in the database.



	
The fuzzy algorithm, which communicates directly with the database, reads the vital parameters, processes data and stores the results in the database.



	
The web portal, i.e., a web server that maintains the GUI for the workstation and the mobile devices held by the medical staff. The traffic of mobile devices is web traffic with no real-time guarantees.








The medical team can remotely monitor the patients through the mobile devices, which show the patients’ current clinical status. Moreover, the medical staff is promptly informed of any patient’s condition deterioration through an alarm that is sent by the MEDIWARN Virtual Biosensor to the mobile devices. This way, the medical staff members are alerted by an acoustic signal generated by their mobile devices.



The monitoring station shows a detailed view of each patient’s conditions, while the mobile handheld devices (e.g., tablets) of the medical staff provide a summarized view of the patients’ status.



The MEDIWARN communication system involves a wireless network architecture such as the one in Figure 1 for each hospital ward. In the case multiple hospital wards would use the MEDIWARN system, the wireless networks should exchange data through wired technologies (e.g., Ethernet).




4. Research Challenges and Solutions


This section discusses the research challenges that the MEDIWARN communication system poses and the design choices made to address the system requirements.



4.1. Requirements


The wireless network involved in the MEDIWARN system must satisfy several application requirements, which pose the following design challenges.



High data rate. The monitors may need to transmit a significant amount of data within short intervals (e.g., waveforms). For this reason, a wireless technology that support high data rates is required.



Local communications. The patients’ data have to be transferred over a private network that is locally managed within the hospital. This design choice was driven by the explicit request of the medical staff involved in the MEDIWARN project to avoid transmitting sensitive data to remote servers. This choice is beneficial to privacy and it also makes the data availability independent of any network provider.



Reliability and fault-tolerance. The MEDIWARN communication system needs to provide high reliability and availability, as the monitoring must work and the patient’s vital parameters must be delivered to the MEDIWARN Virtual Biosensor even in the case of faults. Consequently, negative conditions, such as interference or faults in one or multiple nodes, shall not make the communication network fail. For these reasons, suitable mechanisms, such as retransmissions and node/path redundancy, are needed. In addition, the host running the MEDIWARN Virtual Biosensor must be fault tolerant, thus hardware and software redundancy have to be introduced.



Mobility. The MEDIWARN system involves handheld devices, i.e., mobile nodes. As a consequence, mechanisms to support node mobility are required.



Multi-hop communication. The target application may demand for large-scale communication network deployments, and therefore the monitors can be multiple hops away from the MEDIWARN Virtual Biosensor. This requires the adoption of a number of relay nodes, i.e., intermediate nodes that receive the messages intended for other nodes and forward them up to their final destination. The number and placement of such relay nodes must be accurately evaluated according to some metrics, such as the coverage range of each node and the number of senders in a specific area. Moreover, a trade-off between the number of relay nodes and the network reliability (node/path redundancy) has to be found. In fact, while a higher number of relay nodes provides multiple paths for each message transmission from a source to the intended destination, and therefore alternative ways to reach the destination even in case of faults (e.g., a node failure), it entails higher costs in terms of network devices and energy consumption.



Routing. In the MEDIWARN network architecture, routing, i.e., the process of selecting one or multiple paths for message forwarding, is a critical issue. In fact, the routing protocol should not introduce a significant overhead, in terms of network workload, to not impair the communication network performance in terms of end-to-end delay. This turned out to be a research question, as explained in the following subsection. The solution here proposed is presented in Section 5.



Real-time. The MEDIWARN system continuously collects and processes data in order to promptly alert the medical staff. Consequently, bounded delivery times must be guaranteed to the messages carrying such data. In particular, the Virtual Biosensor considers the monitor transmission period as a soft deadline on the message delivery time, which can be occasionally exceeded without compromising the proper system operation. However, any data delivered to the receiver with a delay longer than the transmission period are not useful for real-time monitoring, and therefore they are not forwarded to the virtual biosensor. This aspect, combined with the requirements on routing previously mentioned, also poses a research challenge. In the following, the design choices corresponding to the above-mentioned requirements are described in detail.




4.2. Design Solutions


Communication technology. The IEEE 802.11 (WiFi) technology offers high bandwidth and high quality of service [35,36]. Compared to other high-bandwidth wireless technologies, such as cellular networks, WiFi is locally managed and its availability does not depend on any network provider. For these reasons, WiFi is the technology chosen for the MEDIWARN system. In addition, the use of IEEE 802.11-based networks allows to maintain sensitive data within the hospital intranet (instead of sending them through the Internet), thus meeting one of the previously discussed MEDIWARN system requirements.



The IEEE 802.11 standard supports both the infrastructure operating mode and the ad-hoc one, but the requirements of the MEDIWARN systems lead to the use of WiFi in ad-hoc mode, as it offers higher flexibility and higher fault tolerance. Such a choice meets both the high data rate and local communication requirements. In fact, the ad-hoc mode allows each end node to communicate directly with the other end nodes within the same coverage area and supports link redundancy. This way, mesh topologies are supported and the same message can be transmitted over multiple paths. However, WiFi in ad-hoc mode increases the network management complexity.



Redundancy mechanisms. In order to guarantee the message delivery even in case of faults (e.g., intermediate node failures) or corrupted transmissions due to interference or noise, both spatial redundancy and retransmission mechanisms were adopted in the MEDIWARN system. This way the reliability and fault-tolerance requirements are met. Spatial redundancy, allowing for transmissions on multiple paths, increases the probability that the messages will be received correctly. The retransmission mechanism is based on end-to-end acknowledgements (ack), and therefore a missing ack after a message transmission will indicate that something went wrong and will cause the retransmission of the unconfirmed message.



Mesh topology with mobility support. According to the hospital organization, the MEDIWARN system may require a large-scale deployment that includes mobile nodes. As a result, the wireless network needs to manage a dynamic topology [37] and multi-hop communications. For this reason, a mesh topology with a proper number of relay nodes is needed to guarantee a total coverage of the hospital units included in the MEDIWARN system. The number of relay nodes needed in a specific application scenario depends on multiple parameters. Among them, the area to be covered, the devices used and their transmission power, the presence of obstacles, interference and signal attenuation and the reliability level required by the application.



This strategy provides the nodes with mobility support, as the handheld devices can freely move within the area without losing the local wireless connection. The wireless nodes, therefore, dynamically establish all the possible connections between each other to create a mesh topology and support multiple transmission paths for messages from the source to the intended destination.



Routing protocol. The MEDIWARN system includes mobile nodes, i.e., the handheld devices of the medical staff on the move within the hospital unit and the patients’ monitors, which can be relocated according to the hospital unit needs. Consequently, a dynamic routing protocol is considered the best option for MEDIWARN. This way, message forwarding is based on the current network conditions and the routing protocol is able to route around faults, such as node failures or loss of connection between nodes.



Several routing protocols were standardized for ad-hoc wireless networks [38]. Among them, the Ad-hoc On-demand Distance Vector (AODV) and the Dynamic Source Routing (DSR) are reactive protocols that, on demand, select a path from the source to the destination. As discussed in ref. [38], although these approaches entail a low overhead in terms of the workload introduced by the routing message exchange, they increase the network latency.



Since MEDIWARN requires low latency communications, the above mentioned protocols are not suitable solutions, whereas proactive or hybrid routing protocols could be considered. However, both the Destination-Sequenced Distance-Vector Routing (DSDV) and the Temporally Ordered Routing Algorithm (TORA), as discussed in ref. [38], would significantly increase the network workload in the MEDIWARN system.



Another option could be the hybrid routing protocol for wireless mesh routing that is defined in the IEEE amendment 802.11s [39,40]. However, the IEEE 802.11s requires specific hardware/software features that may not be supported by a number of COTS devices.



Due to the limitations in this respect of the state-of-the-art solutions previously mentioned, here, a custom routing protocol is proposed for the MEDIWARN system. The protocol, called the MultiPath Routing Protocol for MEDIWARN (MP-RPM), is described in Section 5 and aims to support reliable transmissions on a dynamic network, while limiting the network overhead due to the control messages. Being totally hardware independent, MP-RPM can be used on any COTS device without any hardware/software modifications (unlike the IEEE 802.11s standard).



Soft real-time communications support. Soft real-time messages have deadlines that are taken into account when routing and forwarding messages, but without strict guarantees, so an occasional deadline miss may happen and it is tolerated. However, the messages carrying, for example, a patient’s physiological parameters, if not delivered on time, will not be used for real-time monitoring and will not be displayed on the screen that shows the patient’s current conditions.



To minimize the number of deadline misses, here, we propose an IEEE 802.11-based mesh network that includes on the relay nodes suitable mechanisms to improve the soft real-time performance of the MEDIWARN system. Each relay node implements a priority queue of outbound messages. When a node receives a message to forward, the message is inserted in the queue. Message priority is assigned according to a configurable criterion, for example, the hop count, i.e., the number of hops that the message has traversed so far. This way, the messages that traverse more links to reach the destination would be favored to compensate for the longest path.



In addition, the custom routing protocol (i.e., the MP-RPM) here proposed allows choosing the best next hop for each message to be forwarded based on a route selection algorithm. In particular, every time a message needs to be forwarded by a relay node, the latter searches its routing table for all the possible routes to the destination. The routes are sorted from best to worst according to a configurable metrics, e.g., the hop distance, so the relay node selects the first path to forward the message. This way, each message follows the best path between the sender and the receiver based on a specific metrics. Note that, as discussed in Section 5.2, the MP-RPM implements multipath routing, and therefore each message can be sent over multiple paths to provide redundancy and increase the protocol reliability. Consequently, each relay node selects the first   n _ p a t h   paths thanks to the route selection algorithm.



Summarizing, the MEDIWARN system needs a simple, lightweight and configurable routing protocol able to both take the message priority into account to reduce the delay of soft real-time messages and provide path redundancy and mobility support without significantly increasing the network workload and latency. The solution here proposed is described in detail in the following Section.





5. The MultiPath Routing Protocol for MEDIWARN (MP-RPM)


Here, we consider a network made up of three different node types, i.e., end nodes, relay nodes and the sink. The end nodes are unaware of the network routing logic, so they broadcast the data acquired by the sensors without any path (or route) selection. The relay nodes are the core of MP-RPM, as they take care of message forwarding in the network, from the source to the destination. The sink, i.e., the MEDIWARN Virtual Biosensor in Figure 1, is the network collector, i.e., the destination node of all the sensor data sent by the end nodes.



The MP-RPM works over the medium access control (MAC) layer, uses standard IEEE 802.11 frames and the EUI-48 address format. The relay nodes are set to receive all frames in promiscuous mode (regardless of their destination address). Finally, the end nodes and their applications are totally unaware of the network topology and the routing protocol used, i.e., they simply send messages with the sink address as destination. The relay nodes are in charge of forwarding these messages to the sink. This way, as the end nodes do not take part in the routing decision, any node can be supported, regardless of the high-level application that runs on it.



The MP-RPM can be split into two phases, i.e., initialization (init) and data exchange, as described below.



5.1. Init Phase


The network nodes are initially unaware of the network topology, so they do not know the possible paths to forward the messages to their destination. Each node, with the exception of the end nodes, needs to build a routing table (rTable) during the init phase to keep track of the network topology. At the end of the init phase, each node will be able to choose, according to a configurable metrics, the best path to forward the messages to their destination. Each entry of the routing table of the node A contains the following data: the destination node (B) address, the number of hops (n) between A and B and the address of the node to which forward the message in order to reach B through n hops (i.e., the next hop).



Since the network topology can change, the init phase needs to periodically run (with a configurable period, here called   u p d _ p e r i o d  ). This period is configurable and depends on several aspects, such as the number of mobile nodes and their mobility pattern and the presence of moving obstacles. A lower value of   u p d _ p e r i o d   offers higher ability to react to network changes. However, as the   u p d _ p e r i o d   impacts on the overhead introduced by the routing protocol, a trade-off between the overhead introduced by MP-RPM and its reaction rate towards network changes must be determined.



During this phase, the sink and the relay nodes run Algorithm 1.



Both the sink and the relay nodes transmit an init message containing the address of the source node (i.e., the originating node of the init message), the number of hops field (  h o p C n t  ) that is initially set to 0 by the source node and then increased every time the init message is forwarded and a sequence number (  s e q N  ).



The nodes that transmit the init message wait for other init messages. Each relay node and the sink will run the init algorithm until a timer, called the receive timer (  r c v T i m e r  ), expires. The receive timer measures the time interval during which no messages are received. If no init messages are received for   r c v T i m e r V a l u e   (i.e., a configurable time interval), the init phase ends.






	Algorithm 1 Init phase



	
	1:

	
  h o p C n t = 0  




	2:

	
  s e q N = 0  




	3:

	
  m s g = m a k e _ i n i t _ m s g ( m y A d d r , h o p C n t , s e q N )  




	4:

	
  s e n d _ i n i t _ m s g ( b r o a d c a s t , m s g )  




	5:

	
while (not rcvTimerExpired()) do




	6:

	
   m = r c v _ i n i t _ m s g ( )  




	7:

	
   i n = r T a b l e . c o n t a i n ( m . s r c A d d r )  




	8:

	
 if (in) then




	9:

	
    p a t h = r T a b l e . c o n t a i n ( m . s r c A d d r , m . n x t H o p )  




	10:

	
 end if




	11:

	
 if (not   i n   or (  i n   and (not   p a t h   or not   b e s t P a t h ( )  ))) then




	12:

	
    r T a b l e . a d d ( m . s r c A d d r , m . h o p C n t , m . n x t H o p )  




	13:

	
 else if (  i n   and   p a t h   and not   b e s t P a t h ( )  ) then




	14:

	
    r T a b l e . u p d ( m . s r c A d d r , m . h o p C n t , m . n x t H o p )  




	15:

	
 else




	16:

	
    d i s c a r d ( m )  




	17:

	
 end if




	18:

	
 if (isRelayNode(myAddr)) then




	19:

	
    m . h o p C n t = m . h o p C n t + 1  




	20:

	
    f o r w a r d _ i n i t _ m s g ( b r o a d c a s t , m )  




	21:

	
 end if




	22:

	
end while














During the init phase, upon reception of an init message, both the sink and the relay nodes update their routing table as follows.



	
If the routing table does not contain an entry that specifies a route to the init message source node, then a new entry is added.



	
If the routing table contains an entry that specifies a route to the init message source node, but the next hop is a different node than the one that just forwarded the init message from the same source, then a new entry is added.



	
If the routing table includes an entry with a route to the init message source node and the same next hop, but with a higher number of hops than the one contained in the received init message (i.e., the   b e s t P a t h ( )   function returns   f a l s e  ), then the routing table entry is updated with the new value for the number of hops.






The relay nodes, i.e., the nodes for which the function   i s R e l a y N o d e ( )   returns   t r u e  , forward the init messages received by the other nodes (i.e., both the relay nodes and the sink) according to a controlled flooding mechanism that avoids retransmitting the init messages that have been already forwarded.



The end nodes discard any init message, as they are totally unaware of the network topology and the routing protocol.




5.2. Data Exchange Phase


At the end of the init phase, each node has built its own routing table and the data exchange phase begins.



In this phase, application messages, such as the ones containing the vital signs of a monitored patient, are sent by the end nodes to the sink. Each application message is encapsulated into an Ethernet frame that contains both the source and the destination addresses. The Ethernet frame is then converted into an IEEE 802.11 frame. The relay nodes encapsulate the message in a specific frame format that contains both a sequence number that, in combination with the source address, uniquely identifies the frame in the network and the message type, i.e., routing message or application message. The application frame is then de-encapsulated at the destination, i.e., the sink node.



During the data exchange phase, each end node periodically (with a configurable period) acquires the vital parameters of a patient and broadcasts them. The end nodes do not implement any routing mechanism. In fact, running Algorithm 2 is up to the relay nodes that are in charge of forwarding the messages to the destination.






	Algorithm 2 Relay node—data exchange phase



	
	1:

	
while (true) do




	2:

	
   m = r c v _ d a t a _ m s g ( )  




	3:

	
   f w = c h e c k _ f o r w a r d e d ( m )  




	4:

	
 if (not   f w  ) then




	5:

	
    p a t h S e t = r T a b l e . s e a r c h _ p a t h ( m . d s t A d d r )  




	6:

	
    s o r t ( p a t h S e t , c r i t e r i o n )  




	7:

	
  for (i = 0; i < nPath; i++) do




	8:

	
     m s g _ f o r w a r d ( p a t h S e t . p o p ( ) , m )  




	9:

	
  end for




	10:

	
 else




	11:

	
    d i s c a r d ( m )  




	12:

	
 end if




	13:

	
end while














Upon receiving an application message, a relay node checks if such a message has been already forwarded (in such a case, the   c h e c k _ f o r w a r d e d ( )   function returns   t r u e  ). If so, the message is discarded; otherwise, a route selection algorithm is run. In particular, the relay node searches in its routing table for all the possible routes to reach the destination. The routes found are sorted in ascending order according to the number of hops required to reach the destination. Next, the relay node selects the first   n _ p a t h   paths through which to forward the message. Note that the MP-RPM implements a multipath routing, i.e., each message is sent to multiple paths, to provide redundancy and increase the protocol reliability. Finally, the message is forwarded to the   n x t H o p   nodes of the selected routing table entries.



Once an application message has reached its destination (i.e., the sink), the latter checks if such a message has been already received. If not, the sink passes it to the application. Note that the acknowledgement is transmitted at the application layer from the sink to the source and it will be forwarded to the source node using the same mechanism previously described in Algorithm 2.



When the relay nodes receive the application messages sent from the end nodes nearby, they know which end nodes can be reached through a single-hop communication. This information is inserted in the routing table, by adding proper entries, and then it is propagated to all the relay nodes through a suitable message. The medical staff handheld devices are supported by the MP-RPM algorithm, as such devices periodically send (with a configurable period) to the sink a request for updates relevant to the conditions of one specific patient or of all the patients. Consequently, the sink sends the latest data collected from the end node(s) relevant to all the patients or to the specific one. The relay nodes will forward these messages to the destination, i.e., the tablet that issued the request.





6. Implementation and Performance Evaluation


Here, a proof-of-concept implementation of the MEDIWARN communication system on COTS devices is presented. The aim is to show the feasibility of the proposed network architecture and to assess its performance.



As shown in Figure 3, each end node consists of a number of sensors connected to a Philips IntelliVue MP5 monitor that shows the detected vital parameters and sends them through a Raspberry Pi.



The MP-RPM is implemented on the Raspberry Pis, which act as relay nodes. The implemented version of MP-RPM allows setting a static value of   u p d _ p e r i o d  . However, an algorithm to dynamically change the   u p d _ p e r i o d   at runtime can be very helpful in a dynamic context and will be addressed in future work.



The sink, i.e., the MEDIWARN Virtual Biosensor in the architecture shown in Figure 1, consists of a Raspberry Pi that collects sensor data and a server that processes the data.



Since the paper deals with the MEDIWARN network architecture, here, we assess the proposed communication system without addressing the logic implemented by the virtual biosensor.



6.1. Evaluated Scenario


The considered scenario, as shown in Figure 4, consists of three hospital rooms and a corridor. Each room hosts two patients, each one with their own monitor. The patients (each one with a monitor and a Raspberry Pi) represent the end nodes (N1–N6), i.e., the senders, while the MEDIWARN Virtual Biosensor, which is located at the end of the corridor in a dedicated room, is the sink (S), i.e., the receiver. Next to the latter room, there is the monitoring room that hosts the monitoring station. Five relay nodes (R1–R5) are placed in the corridor. The monitors acquire the vital signals of the patients using multiple sensors, as shown in Figure 3, and send them to MEDIWARN Virtual Biosensor through a Raspberry Pi.



The location of the relay nodes is fixed, as shown in Figure 4, to ensure that multiple paths always exist. This way, the messages can be forwarded to the destination even in the case of relay node failures, for fault-tolerance purposes. The relay nodes forward the received messages through the best two paths according to the MP-RPM routing algorithm.



The aim of this assessment is to evaluate the timing and reliability of the communication system when the messages are transmitted through two different paths. No retransmission mechanisms are implemented at the application layer.



Each end node generates one data flow, whose transmission period is set to 1 s. Each message is 60 bytes long. The sampling and sending times of the end nodes are not synchronized with each other. Each relay node implements a priority transmission queue that contains the outbound messages. The priority of messages can be assigned according to a configurable policy. In the considered scenario, to keep it simple, we adopted First-In First-Out (FIFO). The experimental assessment duration was set to 1800 s, i.e., 30 min.




6.2. Analysis of the Experimental Results


This subsection presents the results of the experimental assessment of the MEDIWARN communication system.



The used performance metrics are the Round Trip Time (RTT) and the Packet Loss Ratio (PLR).



The RTT is the time difference between the message sending time at the sender and the reception time of the relevant ack at the same node, measured at the application layer, calculated according to Equation (1):


  R T T = A c k A r r i v a l T i m e − S e n d T i m e  



(1)







The PLR, measured at the application layer, is expressed as a percentage of the total number of transmitted messages, according to Equation (2),


  P L R = (   n  l o s t M s g    n  t x M s g    ) × 100 = ( 1 −   n  r x M s g    n  t x M s g    ) × 100  



(2)




where   n  t x M s g   ,   n  l o s t M s g    and   n  r x M s g    are the number of transmitted, lost and correctly received messages relevant to an end node. Note that a message is considered lost if either the message or the ack is lost.



Table 1 shows the maximum and the average RTT measured for each end node and the corresponding confidence interval calculated at 95%. The RTT gives an estimation of the network timings.



As expected, the highest average RTT values are obtained by the end nodes that are furthest from the receiver, i.e., N5 and N6, as their way to the destination and vice versa traverses the highest number of hops. The average RTT measured at the nodes N3 and N4 is slightly lower than the one at nodes N1 and N2, although the latter are closer to the sink. In fact, despite being closer to the sink in terms of hop distance than N3 and N4, the higher channel load in the coverage area of the N1 and N2 nodes negatively impacts the channel backoff time, and therefore the timing performance of the IEEE 802.11 CSMA/CA MAC layer. As a result, on average the RTT decreases with the number of hops between the sender and the receiver. However, the channel load also affects the RTT, and therefore in the monotone increasing trend that relates the number of hops to the RTT slight variations can be observed. In Figure 5, which shows the number of messages transmitted and received by each relay node during the experimental assessment, it can be seen that the highest channel load is found nearby the relay nodes R1 and R2, while the load significantly decreases with the distance from the sink.



Moreover, the results in Table 1 show that, in the assessed scenario, the maximum RTT is in the order of hundreds of milliseconds, and therefore it stays below the transmission period. As a result, all the messages delivered to their destination will be used for real-time monitoring and displayed on the screen that shows the current patients’ conditions.



Table 2 shows the PLR measured for each end node.



The PLR values obtained are always below 4%. As expected, the hop distance of the nodes from the sink affects the PLR, i.e., the higher the distance, the higher the PLR. However, the low values of the maximum RTT allow retransmitting the messages with a low probability of missing their deadlines. The second factor that affects the PLR is the channel load. For instance, the higher PLR value obtained by the node N2, comparing with that of the node N1, is because N2 is closer to N3 and R2, thus it experiences a higher channel load than N1. The PLR of node N3, compared to that of node N4, mainly depends on its position, as node N3 is closer to node R2 than node N4, and therefore N3 suffers from a higher channel load than node N4. Finally, the nodes N5 and N6 obtained the highest PLR because, in their case, the component that has a greater effect on the PLR is the hop distance from the sink.





7. Simulations


The proposed network architecture was simulated using the OMNeT++ framework. The simulation model is based on the INET libraries, while the application scenario and the network layer models were implemented from scratch based on the MEDIWARN architecture. The scenario here addressed is the one presented for the experimental assessment described in Section 6.1 and shown in Figure 4. To quantify the impact on the delays experienced by the messages transmitted by the monitor when mobile nodes are active, simulations were also performed with two additional mobile nodes on the move between the routers. Such mobile nodes transmit/receive web traffic to the MEDIWARN virtual biosensor at exponentially distributed random intervals with a mean of 10 s.



The assessed metrics are the maximum and average RTT and the PLR, calculated as in Equations (1) and (2), respectively.



The simulation parameters are shown in Table 3. Each simulation was repeated eight times varying the seed for random number generators.



The configured channel model was the log-normal shadowing. The channel model parameters were taken from the work in [41], where the channel was modeled based on experimental measures carried out in a hospital.



The RTT simulation results are shown in Table 4. The average RTT was obtained from 8000 samples and the values are shown with the confidence interval calculated at 95%.



In the case with no mobile nodes, the maximum RTT values are always lower than 300 ms. Only a few of samples obtained an RTT higher than 100 ms and this was experienced by the three nodes at the highest hop-distance from the sink (i.e., N4–N6). Note that such values are of the same order of magnitude as the experimental results. Conversely, the average RTT increases with the hop-distance from the sink. In this case, the simulative results differ from the experimental results by few milliseconds (no more than 10 ms). Such a difference is due to the packet processing time, which is not considered in the simulations. In the case with mobile nodes, the maximum RTT values are very similar to the case without mobile nodes for the nodes that are closer to the sink, i.e., N1–N4. Conversely, the maximum RTT increases to 385 ms and 471 ms for N5 and N6, respectively, which is a very low increase. The average RTT values obtained in the case with mobile nodes are very close to the ones obtained in the case without mobile nodes, thus demonstrating that in the MEDIWARN system scenario mobile nodes do not significantly affect the network performance.



As far as the PLR is concerned, in all the simulations all the transmitted packets were successfully delivered to the destination, despite a harsh channel was configured. Thanks to the redundant paths, the obtained PLR was zero for all the end nodes.



Moreover, to highlight the impact of the routing protocol on the MEDIWARN network performance, we address a comparative assessment of the average RTT and PLR obtained by the MEDIWARN communication system using three different routing protocols, i.e., the MP-RPM presented here, the AODV [11] (an on-demand protocol) and the DSDV [12] (a proactive protocol). The last two protocols are implemented in the INET library. The simulation parameters and the scenario are the same used in the first simulation. The results are shown in Figure 6 and Table 5, respectively.



The results in Figure 6 show that the MP-RPM obtained comparable RTT values than the DSDV although the transmissions, in our approach, are doubled (i.e., repeated over two different paths). In fact, the PLR results (presented in Table 5) show that the PLR values obtained with the DSDV and the AODV are significantly higher than those obtained with the MP-RPM protocol. The AODV protocol obtained significantly higher RTT values (tens of milliseconds), and this is because with AODV the routing path has to be discovered on-demand before starting data transmission, thus increasing the data packet delay.



The PLR results also show that, for this kind of application, proactive protocols perform better than reactive ones. Finally, thanks to the redundant routing path, the MP-RPM outperforms the other two protocols in terms of PLR.




8. Conclusions


This paper discusses the MEDIWARN communication system and a simple, lightweight and configurable routing protocol specifically designed for the needs of the MEDIWARN system. The MEDIWARN communication system provides mobility support and high reliability, through path redundancy and message replication, thanks to the use of relay nodes and the dynamic routing policies of the MP-RPM.



Simulation and experimental results in the assessed scenario demonstrate that the maximum RTT values are always in the order of hundreds of milliseconds, thus fulfilling the requirements of the MEDIWARN system, and that, thanks to the multipath support, the PLR values measured during the experimental assessment were always below 4%. Such values are due to the noisy environment in which the experimental assessment was performed. In fact, simulating the same scenario using the log-normal shadowing channel model, with the parameters obtained from experimental measures in hospitals, zero packet loss was obtained.



One of the limitations of the proposed system is that some relay nodes may eventually become overloaded, when they have to relay a high number of transmissions. As the communication system and the routing protocol were designed to be easily extended with new functionalities, to solve this issue, future works will deal with enhancing the MEDIWARN communication system by introducing load balancing techniques [42] in the MP-RPM. In addition, an extensive performance evaluation of the MEDIWARN communication system will be carried out in scenarios with a higher number of rooms and more patients per room, so that a larger deployment of the MEDIWARN communication system will be assessed. Finally, a comparative performance evaluation of several message priority assignment policies will be performed, with the aim to further reduce the delays of the messages transmitted by the nodes that are a large number of hops away from the MEDIWARN Virtual Biosensor.
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Figure 1. The MEDIWARN logical network architecture and the system components. 
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Figure 2. The MEDIWARN Virtual Biosensor software architecture. 
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Figure 3. The components of an end node of the MEDIWARN system. 
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Figure 4. The scenario considered for the experimental assessment. 
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Figure 5. The workload measured by each relay node in the considered scenario during the experimental assessment. 
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Figure 6. Comparative average RTT among multiple routing algorithms. 
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Table 1. Maximum and average RTT values measured by each end node during the experimental assessment.
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	End Node
	Max RTT (ms)
	Avg RTT (ms)





	N1
	200.34
	10.04 ± 0.38



	N2
	214.40
	10.38 ± 0.42



	N3
	151.32
	7.33 ± 0.31



	N4
	196.94
	8.03 ± 0.32



	N5
	157.51
	11.19 ± 0.57



	N6
	220.19
	11.46 ± 0.56
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Table 2. PLR for each end node.
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	End Node
	N1
	N2
	N3
	N4
	N5
	N6



	PLR (%)
	0.33
	1.00
	0.89
	0.83
	2.61
	3.89
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Table 3. Simulation parameters.






Table 3. Simulation parameters.





	Parameter
	Value





	Radio and MAC Protocol
	IEEE 802.11n (2.4 GHz)



	Payload Size
	60 bytes



	Transmission Period
	1 s



	Seeds
	0–7 (repeated 8 times)



	Channel Model
	Log-Normal Shadowing



	Ch. model Path-loss exponent ( α )
	4.5



	Ch. model Standard deviation ( σ )
	5.5
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Table 4. Maximum and average RTT simulation values for each end node.
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Without Mobile Nodes

	
With Mobile Nodes




	
End Node

	
Max RTT (ms)

	
Avg RTT (ms)

	
Max RTT (ms)

	
Avg RTT (ms)






	
N1

	
7.16

	
1.65 ± 0.01

	
7.16

	
1.65 ± 0.01




	
N2

	
4.59

	
1.64 ± 0.01

	
6.81

	
1.66 ± 0.01




	
N3

	
5.26

	
2.25 ± 0.01

	
6.68

	
2.34 ± 0.01




	
N4

	
377.68

	
3.42 ± 0.18

	
382.12

	
3.21 ± 0.03




	
N5

	
263.21

	
4.05 ± 0.06

	
385.17

	
4.21 ± 0.23




	
N6

	
292.51

	
4.14 ± 0.12

	
471.71

	
4.16 ± 0.23
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Table 5. Packet Loss Ratio simulation results for each end node.
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	End Node
	AODV
	DSDV
	MP-RPM





	N1
	24.55% ± 2.80%
	0.78% ± 0.60%
	0%



	N2
	25.33% ± 3.54%
	1.65% ± 0.87%
	0%



	N3
	26.77% ± 3.75%
	5.87% ± 0.91%
	0%



	N4
	27.80% ± 2.96%
	17.93% ± 1.31%
	0%



	N5
	33.97% ± 5.75%
	38.36% ± 1.99%
	0%



	N6
	47.38% ± 1.75%
	57.57% ± 1.96%
	0%
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