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Abstract: Recent technological advancements allowed widening the applicability scope of the RFID
(Radio Frequency Identification) technology from item identification to sensor-enabled computation
platforms. This feature, added to the native radio energy-harvesting capability and the extremely
low power consumption, has attracted the interest of research and industrial communities and
pushed them to include the RFID technology into a global network of interconnected objects, as
envisaged by the Internet of Things paradigm. In the last few years, standardization bodies have
made significant efforts to design lightweight approaches, such as CoAP (Constrained Application
Protocol), to efficiently manage resource-constrained nodes by using traditional web interfaces;
nevertheless, RFID integration is not addressed yet. In this paper, we propose a CoAP-compliant
solution where RFID tags, behaving as virtual CoAP servers, are directly accessible by remote CoAP
clients via a reader, which acts as a CoAP proxy. A real testbed, addressing key aspects, such as
tag addressing, discovery and management of CoAP requests via RFID operations, is deployed to
validate the feasibility of the proposal. Experimental results show rapid response times: less than
60 ms are requested for resource retrieval, while from 80 to 360 ms for sending data to the RFID
device, depending on the tag memory dimension.

Keywords: Internet of Things; RFID technology; wireless sensor networks; Constrained
Application Protocol

1. Introduction

Radio Frequency Identification (RFID) technology has experienced a continuous evolution in the
last decade, by moving from simple transponders for tracking purposes to sensor-equipped smart
tags, which are able to implement sensing and processing functions [1–3]. In the broad landscape of
wireless sensor networks, RFID-based devices present unique features, which make them extremely
attractive. First of all, their completely passive radio interface allows for zeroing power consumption
during data exchanges (when wireless sensor devices usually dissipate a large amount of energy).
Besides, the RFID native energy harvesting feature can be exploited to charge a fully-programmable
Micro Control Unit (MCU) and some embedded sensors. As a consequence, many studies confirm
that battery-less RFID tags can be very helpful in indoor environments to support smart home [4]
and e-health [5] applications. Moreover, equipping the RFID sensor tag with a capacitor for long-run
sensing activities [6,7] paves the way to a wider range of applications, such as data logging or
environmental sensing also in wide-range scenarios [8,9].

However, to fully exploit the potential offered by RFID-based devices, their integration into
the Internet of Things (IoT) landscape needs to be carefully addressed. The main objective of IoT
is to implement a world-wide network wherein uniquely addressable heterogeneous devices can
exchange information and share services [10].

J. Sens. Actuator Netw. 2016, 5, 16; doi:10.3390/jsan5040016 www.mdpi.com/journal/jsan



J. Sens. Actuator Netw. 2016, 5, 16 2 of 20

Enabling the extension of Internet technologies to resource-constrained devices will allow for
the integration of several, and sometimes far apart, technological worlds. In this view, a fervent
research activity has been carried out by some Working Groups (WGs) of the Internet Engineering
Task Force (IETF), such as 6LoWPAN, 6lo, Routing Over Low power and Lossy networks (ROLL),
and Constrained RESTful Environments (CoRE), to define IoT standards. These groups, supported in
great part of the IoT research community, aim at exploiting the vast pre-existing IP-related experience
to implement a global network of constrained nodes, leveraging two principles: (i) all of the things
are IPv6 addressable; and (ii) services offered by devices can be accessed in a RESTful manner.
Specifically, activities of the Constrained RESTful Environments (CoRE) group are currently focusing
on the standardization of an application protocol for the manipulation of resources on a device,
the Constrained Application Protocol (CoAP) [11].

Despite the efforts to develop a globally-recognized standard for the transparent interoperability
of intranets of objects, the integration of RFID technology in the IoT domain still requires further
attention. Actually, a multitude of deployed tags still constitute isolated intranets since either
they do not have enough hardware capabilities to support the proposed approach, or they use a
proprietary protocol to exchange data with the reader. For these groups of RFID devices, which
we refer to as “legacy” tags, no solutions for seamless integration in IoT has been designed yet.
Indeed, the cited integration will happen only if the designed procedures will enable “real-time”
direct communications with RFID tags and same access to their resources as to resources of any other
IoT object (such as wireless sensors, for example).

In this paper, we contribute to the mentioned objective by providing a CoAP-compliant solution
where RFID tags are managed as a sort of “virtual CoAP server” that allows their own resources to
be directly accessible from CoAP clients through the reader. To this aim, we foresee a CoAP protocol
implementation on augmented RFID readers, referred to as “CoAP-RFID proxy readers”, that act as
proxies for the RFID tags, by intercepting requests from the CoAP clients and answering on behalf of
the tags.

In a preliminary work [12], we addressed the key design aspects of “CoAP-RFID proxy readers”
and we provide a preliminary analysis. In that work, we addressed several challenges, such as:
(i) tag addressing, through the mapping of tag identifiers into IPv6 addresses; (ii) service and resource
discovery to enable the dynamic search for RFID resources in IoT; (iii) mapping of CoAP methods
onto RFID commands.

In this paper, we extend the cited research by providing the following contributions:

• discuss the most promising integration approaches of the RFID technology in the IoT domain
and evaluate the pros and cons of each solution;

• analyze in detail how the “CoAP-RFID proxy reader” works in a personal smart health scenario,
by describing the interaction among heterogeneous devices in such an environment;

• extend Californium [13], an open-source Java CoAP framework, to implement a prototype of the
“CoAP-RFID proxy reader”, by addressing the management of the tags as “virtual CoAP servers”
and relevant RFID resources;

• present the results obtained from measurements in a real testbed deployed to assess the
performance of the implemented solution.

The paper is organized as follows. In Section 2, we provide a comprehensive overview of
relevant works in the areas of the RFID technology and the Web of Things paradigm. Section 3
describes the most promising integration approaches and contextualizes our proposal in the research
literature, by underling envisaged benefits. The designed solution is described in Section 4. Section 5
sets out in detail how our proposal works in a sample application scenario. Finally, Section 6
describes the implementation of the “CoAP-RFID proxy reader”, whereas the testbed setup and the
experimental results are discussed in Section 7. Section 8 concludes the paper.
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2. Related Works and Research Background

This section addresses the state-of-the-art of the research activities conducted in the areas of
interest for our research. We first focus on the RFID technology to provide detailed information
about communication protocols standardized for both UHF readers and tags. Then, we thoroughly
browse relevant literature works that introduce several schemes to enable resource retrieval of
sensor-equipped RFID tags, in the absence of a standardized solution. Last, we introduce the
solutions to access resources of constrained devices by adopting the so-called Web of Things
paradigm. Attention is paid to the description of the CoAP protocol and to the core concepts to
enable web interfaces for IoT nodes.

2.1. RFID Internetworking

To boost a world-wide diffusion of the RFID technology, EPCglobal and the International
Organization for Standardization (ISO) have published standards addressing aspects of radio
communication, application interface, data encoding, network design, etc.

According to EPCglobal, tags with different complexity levels and functionalities can be read
by RFID readers: Class 1 refers to identity-tags, which store only an identifying code; Class 2
includes tags with additional memory storage and, optionally, with sensing capability, such as
Wireless Identification and Sensing Platforms (WISPs) [1]; Class 3 specifies battery-assisted tags that
communicate passively and use an on-board power source to energize sensors; and Class 4 tags
exploit the battery also to communicate.

The radio communication between RFID readers and tags is regulated by the Air Interface
standards, EPC Gen-2 protocol [14] and ISO 18000-63 [15]. These standards are aligned on the
core functionalities and define modulations, encoding, medium access schemes and a set of basic
commands. Three categories of commands are foreseen: Select, allowing the reader to choose the
subset of tags to handle; Inventory, allowing the reader to acquire the EPC codes stored in their
memory; Access, allowing the reader to perform operations, such as reading and writing data, locking
memory sections and even disabling tags.

On the other hand, application protocols define the message structure and the modalities
for interacting with RFID readers. To overcome interoperability problems and to facilitate
the development of applications, communications can happen at different abstraction levels.
The Application Level Events (ALE) protocol [16] specifies a software interface through which client
applications may interact with filtered and consolidated EPC data. Typically an RFID middleware
implements the ALE interface, but also smart RFID readers can provide it. Using ALE, an application
generates a high-level description of, for example, the data to read from or to write to tags, the timing
of operations and the filters to select particular tags. Alternatively, the Low Level Reader Protocol
(LLRP) [17] provides specific parameters and controls to set the command and timing parameters
of the RFID air protocol. The LLRP reader protocol does not allow for simultaneous requests from
multiple devices, and this reduces its performance in pervasive environments. Moreover, it does not
foresee any specific feature to efficiently support sensor-equipped tag communication.

A few works have addressed the integration of the RFID Technology into IoT at the network
level so far. In [18], a common addressing scheme is proposed that extends IPv6 to the RFID
tags. Some IPv6-based initiatives, such as the IoT6 project [19], have attempted to include the
EPCglobal platform [20] into their architecture; the objective of the integration is only the access to
information stored in EPCglobal distributed databases. For next-generation computational RFID tags,
in [21], we also proposed a novel communication paradigm that enables native IPv6 internetworking,
by implementing an IPv6-compliant protocol stack in the enhanced tags. On the other hand,
the IETF is driving the standardization of IPv6-based protocols for the IoT. In particular, the 6lo
working group (WG) [22], starting from the 6LoWPAN specifications, has been created to enable IPv6
connectivity for a variety of link-layer technologies, such as Bluetooth [23], DECT (Digital Enhanced
Cordless Telecommunication) [24] and NFC [25]. However, the 6lo standardization work has not
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yet comprehensively considered RFID among the analyzed link-layer technologies, since solutions
designed for NFC are unfortunately unsuited to UHF Gen-2 RFID systems due to differences in
the HF radio interface, the need for powering devices in NFC peer-to-peer mode and native unicast
NFC transmission.

As for the “sensing capability” of RFID devices, the literature is rich in solutions proposed to
transfer sensing data generated by RFID tags. In [1], the sensor information is encoded in a portion
of 96-bit EPC, thereby allowing data exchanges during inventory. Another approach implemented
by the majority of smart RFID tags exploits the user memory to store the samples generated by
embedded sensors, so that the reader can later retrieve them by issuing a Read Command. In [2],
an organization of the sensor readings in 72-bit frames is proposed to enable the sequential delivery
of measurement reports. A reconfigurable UHF RFID sensing tag is designed in [3], which allows
one to dynamically manage the integrated sensors, by defining a specific scheme for the tag user
memory. The reader can modify the sampling period or the operating mode of sensors, by updating
the memory fields. The dynamic management of RFID tags could extend their applicability scope
to fields typically covered by wireless sensor networks, enabling efficient sensing and monitoring
activities [26–28].

In [29], smart RFID tags could exchange data inside the coverage area of an RFID reader, by
suitably managing the user memory and defining specific procedures to collect and forward messages.
The concept of tag memory as a virtual communication channel has also been studied in [30,31],
where the available memory of surrounding tags is used to enable communication among a group
of readers.

All of the solutions for sensor-based RFID tags mentioned above refer to specific tag platforms
and do not guarantee the interoperability needed to enable a seamless deployment of RFID systems
in the IoT domain. Therefore, a major challenge is still represented by the design of methods to make
the RFID tag resources accessible by heterogeneous remote clients in a standardized way.

2.2. Connecting Objects to the Web through CoAP

One step beyond the network connectivity foreseen by the IoT vision, the Web of Things initiative
aims at achieving the integration of “smart things” not only into the Internet (i.e., at the network
layer), but also into the web (i.e., at the application layer). The Web of Things can be realized through
the Representation State Transfer (RESTFul) architectural style [32], a powerful mechanism to build
communication interfaces and protocols over the World Wide Web that enable information exchange
and interoperability among systems.

CoAP is a Web transfer protocol that follows the REST architectural style, currently under
development by the IETF CoRE WG for use with constrained nodes and low power lossy
networks [11]. It provides a request/response interaction model between application endpoints and
supports built-in discovery of services and resources. A CoAP endpoint acts as a client when it
originates a request or as a server when it answers a request.

The resource discovery offered by a CoAP endpoint is a distributed mechanism where a
CoAP client queries a server for its list of hosted resources. CoAP resources are identified by
Universal Resource Identifiers (URIs) and can be acted upon by CoAP methods. Similarly to HTTP,
four methods are specified for a CoAP request: GET (retrieves the resource), POST (processes a
resource), PUT (updates/creates a resource) and DELETE (deletes a resource). Deciding which
resources are made discoverable (if any) is up to the CoAP server. Clients can also query for specific
types of CoAP resources. This is achieved by utilizing a query string in the request method consisting
of search parameters listed as parameter=value pairs. Once the list of available resources is obtained
from the server, the client can send further requests to retrieve the value of a certain resource.

In many IoT scenarios, direct discovery of resources is inefficient due to the presence of sleeping
nodes, disperse networks or networks where multicast traffic is ineffective. These problems can be
solved by employing an entity called a Resource Directory (RD) [33], which hosts descriptions of
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resources held on other servers and implements a REST interface that allows registration and lookup
of those resources. Endpoints are assumed to proactively register and maintain resource directory
entries on the RD, which are soft state and need to be periodically refreshed. It is also possible for an
RD to proactively discover resources from endpoints and add them as resource directory entries or to
validate existing resource directory entries. A lookup interface for discovering any of the resources
held in the RD is provided using the CoRE Link Format [34].

3. Approaches for RFID Inclusion in the IoT

Figure 1 schematically depicts the three approaches for RFID inclusion in the IoT that will be
discussed in the remainder of this paper.

Figure 1. Representation of the three discussed approaches for RFID inclusion in the IoT.

3.1. Repository-Oriented

The first architecture envisages the use of repositories to store the information relevant to
legacy RFID tags, i.e., “traditional” low-cost tags only equipped with user memory. When a user
is interested in retrieving information about a device, he/she issues a request to the appropriate
repository, which typically exposes the devices resources through web services. The main advantages
of this solution are: (i) the possibility to filter and aggregate the big amount of raw data produced
by devices and to store only meaningful events; (ii) reusing the existing database technologies;
(iii) decoupling the application logic from the issues of collecting data; and (iv) maintaining historical
data and events for long-term processing. However, this solution does not allow the user to establish
an effective real-time communication with the device, and it is really difficult to choose the granularity
of data to store if the use case is not a priori defined. An excessive level of details can make
the size of the database explode, while excessive filtering and aggregation might imply the loss of
precious information.

The repository-oriented approach follows the philosophy of the actual EPCglobal
architecture [20], which has been designed to support the global supply chain and is considered
as the infancy of IoT. Accordingly, business events relevant to RFID-tagged objects are stored in
the EPCIS (Electronic Product Code Information Service) repositories, and the product lifecycle can
be tracked from the manufacturer to the final customer. However, albeit the efforts undertaken
so far (e.g., in [35,36]) to extend the EPCglobal architecture to devices other than RFID tags
and readers, the integration process has been slowed down by the task complexity and the
standardization procedures.
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3.2. Gateway-Oriented

A different approach, named “gateway-oriented”, foresees that the user explicitly queries a
server that offers a predefined set of APIs (Application Programming Interfaces) to access the
resources of the legacy devices. The gateway is typically located at the edge of the network and
translates standard Internet protocols into proprietary protocols. This approach enables real-time
interaction with the device, although the client needs to explicitly address its requests towards a
third entity like the gateway. A further benefit is the opportunity to demand of the gateway efficient
query processing, such as generating average, maximum and minimum values of the data produced
by devices.

In the RFID domain, the gateway-oriented approach translates into the interaction with the
reader to retrieve information about tags within its coverage range. Various protocols have been
standardized, at different levels of abstraction, such as ALE or LLRP. They have been mainly designed
for tracking purposes and offer advanced features to report tag inventory, but should be updated to
support the novel sensor-enabled RFID tags.

3.3. Device-Oriented

Another approach is to directly communicate with the device. Thus, it is referred to as
“device-oriented”. This solution is under investigation by the IETF working groups that promote an
IoT lightweight protocol stack to end-to-end interaction with resource-constrained devices, but not
with RFID tags.

We think that the device-oriented approach for RFID devices can be effectively implemented by
two different architectures. The first option is that devices natively support CoAP and can directly
reply to the client requests. Thus, the border router, which connects the RFID network to the Internet,
acts as an enhanced edge IPv6 router by forwarding and proactively retrieving messages directed to
tags. Optionally, it could perform simple protocol translation operations (such as HTTP-CoAP), but
it is not required to understand the query or interpret the content of the request. In [21], we designed
a specific adaptation layer to natively support IPv6 communication for RFID smart tags with storage
and computation capabilities. It represents a first step towards the full integration of CoAP-compliant
RFID system in the Web of Things.

Although this solution is highly desirable in the near future, it requires smart tags, while almost
the totality of current standard RFID tags can only execute simple reading and writing commands
issued by the RFID readers. Furthermore, current sensor-equipped tags use proprietary memory
management schemes to exchange sensing information, which severely limit the full IPv6
interoperability in heterogeneous environments. Therefore, a more convenient way to integrate
legacy RFID devices following an alternative device-oriented approach is to develop an architecture
where a reader acts as a transparent proxy and provides a CoAP interface bound to a virtual IPv6
address for each tag. In doing so: (i) a remote CoAP client can look for the resources exposed by any
type of object and establish a direct communication with both native CoAP devices and legacy devices
residing behind a proxy; and (ii) legacy devices can interact with each other through standardized
IoT interfaces. This solution represents a novel hybrid approach to include resource-constrained
devices in the IoT landscape. Even if the reader implements the integration logic, the identities of
the single devices, i.e., the tags, are preserved by their association to the corresponding virtual CoAP
endpoints. Thus, the end-to-end principle, which is the basis of the global IPv6 internetworking, is
respected. In this paper, we investigate the device-oriented approach, by developing a transparent
“CoAP-RFID proxy Reader” able to manage the tags as “virtual CoAP servers” and to access the
relevant tags’ resources.

Table 1 shows a comparison among the discussed feasible integration approaches by referring to
the main requirements for an efficient integration of the RFID technology in the IoT.
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Table 1. Comparison among the discussed integration approaches. RD, Resource Directory.

Requirement Repository-Oriented Gateway-Oriented
Device-Oriented

Native Transparent Proxy

Historical data X
Real-time interaction X X X

Tag inventory X with RD with RD
Read/Write Operation X X X

End-to-End Communication X X
Support of legacy devices X

4. The Proposed Architecture for RFID Inclusion in the IoT

In the IETF terminology, legacy RFID tags could be considered Class 0 devices [37], since
they can participate in Internet communications only with the help of more powerful devices
(i.e., RFID readers), acting as proxies or gateways, and are unable to host a protocol stack specifically
designed for constrained nodes (e.g., CoAP over UDP).

In order to integrate the RFID technology in the IoT scenario, we thus propose to extend the RFID
reader functionality with CoAP proxy capability in order to manage the interaction with tags. In the
conceived architecture, each RFID tag is considered as a sort of virtual CoAP server that advertises its
own resources via the reader. Tags do not terminate CoAP traffic directly, but communicate with the
reader, which transparently represents the tag (physical object) for a remote client, since it intercepts
all of the requests sent to the URIs of tags and replies on their behalf. In this way, we adhere to a
device-oriented integration philosophy, as described in the previous section. The reader also acts as
a Resource Directory (RD) [33] for the managed tags; it stores the description of tags’ resources and
allows remote lookup for these resources. Thus, tags’ inventory can be performed by using a CoAP
logic, i.e., by simply requesting of the RD the addresses of all of the nodes in a specific domain.

Emulating web service interfaces between CoAP endpoints guarantees the respect of the basic
principle of end-to-end connectivity, thus enabling communications between constrained nodes with
different technologies. The use of specific HTTP-CoAP proxies [38] enables access to tag resources
also from HTTP clients and fosters the deployment of web applications (see Figure 2).

Figure 2. Protocol stack.
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In the remainder of this section, we discuss the key design aspects of the “CoAP-RFID proxy
reader”. More details can be found in [12].

4.1. Tag Addressing and Discovery

According to the IoT vision, in our proposal, each object is uniquely addressable. In particular,
the RFID reader proactively performs periodic Inventory operations to identify new tags in its field
of view and to check the connectivity of already discovered tags. Thus, as soon as a new RFID
transponder is detected, the reader creates an IPv6 address for this tag by utilizing the EPC code
and its sub-network prefix, as in [39]. Then, the tag is registered in the RD, by using its EPC code as
the endpoint name to facilitate future discovery operations.

In CoAP [11], the discovery procedure involves two operations: service and resource discovery.
Service discovery allows one to obtain the entry point of a CoAP server, defined by the tuple {protocol,
host, port}; resource discovery retrieves any feature or functionality that an endpoint offers to a
remote client via REST-based interactions.

As for service discovery, in our solution, a client can obtain the IPv6 addresses of the RFID
tags by querying the CoAP RD implemented on the RFID reader. The RD answers by providing
the entry points of the tags operating as virtual CoAP servers. To enable global discovery,
the architecture proposed in [40] for generic smart things can be exploited to make also tag resources
remotely accessible.

Resource discovery is the second step. According to the standard [11], each CoAP server must
foresee a defined relative URI “/.well-known/core” as a default entry point for requesting the list of
links about its hosted resources. Therefore, after the tag’s IP address has been discovered, the client
can perform the resource discovery using a GET to “/.well-known/core” on the virtual CoAP server.
The reader intercepts the request directed to the tag, deduces the EPC code through the EPC-IPv6
address mapping and returns the associated resources in the CoRE Link Format [34].

4.2. Tag Resource Representation and CoAP Operations

The offered resources depend on the tag type. If an identity tag is used for item identification in
the EPCglobal platform, then its unique resource is the EPC code used by the CoAP client as a pointer
to the object information stored in the EPCIS (Electronic Product Code Information Service) databases.
In this regard, the work proposed in [41] to seamlessly integrate RFID information systems into the
Web of Things, by designing a RESTful architecture for the EPCIS, is complementary to our approach.
A CoAP client could use our solution to discover the EPCs of tags and then retrieve the associated
information from the EPCIS of the manufacturer in a RESTful manner as in [41].

Otherwise, if the tag locally stores information on the attached object, then the data stored in
its memory are remotely accessible. Regarding the way these resources are presented to external
client applications (e.g., in binary format or using logical structures), it is preferable to use a
high-level data description to provide meaningful information. This solution allows constrained
clients to save energy, by avoiding data conversion. It also guarantees compatibility with the data
structures already defined in RFID standards, such as ISO 15962 [42] and the EPCglobal Tag Data
Standard [43], by providing relevant built-in support for encoding and decoding of the tag memory
content. In particular, the use of Object Identifiers (OIDs) allows one to uniquely identify and access
the stored data elements that have a specific meaning within given application domains.

In the case of sensor-equipped tags like the WISPs, an RFID reader should export also the
number and the types of sensors integrated in the tags and the relative configurations, according to
the relevant communication schema and data formats. In this regard, RFID standardization
organizations have defined specific encoding and processing rules for sensor-equipped tags, such as
ISO 24753 [44]. Furthermore, proprietary tag platforms could be supported by designing and
deploying the appropriate protocol conversion modules, thus guaranteeing extendibility and
flexibility. Furthermore, by abstracting the interaction between reader and tags over the RFID radio
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interface, a common resource model could be provided to access sensor resources embedded in smart
RFID platforms. To introduce the desired interoperability, remarkable efforts have been made to
define coherent semantics for the Web of Things [45].

Once the resources exposed by a virtual tag are discovered, CoAP methods can be used to access
them according to the RESTful guidelines. Each method transmitted in a CoAP request to the virtual
RFID tag endpoint is mapped onto RFID commands from the RFID reader to the tags. Since data
contained in the tag memory are considered as CoAP resources, these can be directly accessed by
a GET operation. Analogously, a remote client can access the data collected by a sensor-equipped
tag. Other CoAP operations, like POST or PUT, can be exploited to add new information into the tag
memory and, in the case of sensors, to modify their settings; whereas DELETE can be used to reset
the information contained in a tag. Obviously, a client must have the necessary rights to perform
these operations.

CoAP supports advanced functionalities that enable interesting applications. Among them,
through a publish-subscribe mechanism, observing resources avoids a continuous polling by a
client to monitor the resource state. In particular, if a client inserts an observe option in the GET
request, then the server will send a notification whenever the state of the interested resource changes.
The observe option has been extended in [46] to integrate users’ criteria within the observation
request. In our scenario, the observation request directed to virtual servers is processed by the
“CoAP-RFID proxy Reader”, which periodically scans the content of the in-range tags and monitors
the requested resources. As the burden of a continuous monitoring is transferred to the reader,
conditional observe guarantees at least two advantages: (i) constrained nodes can save energy;
and (ii) all of the observation requests can be managed in a centralized manner, thus optimizing
operations on the radio interface. Obviously, there is an inherent trade-off between the frequency of
observation and the update delay to inform client about resource changes.

5. Application Scenarios: An Example

The integration of the RFID technology in the IoT can bring benefits in several application
scenarios, such as:

• Improved supply chain management: implements an exhaustive item-level Tracking, Tracing
and Monitoring (TTM) systems, through the combined use of RFID for tracking and tracing,
and sensors for monitoring perishable foods and drugs [47];

• Smart home: offers a ubiquitous home network system, where devices seamlessly embedded
in objects of common use (such as sensors, actuators and tags) and Internet-based applications
exchange information to enhance everyday life at home [48];

• Personal healthcare systems: track the human wellness and monitor the quality of the local
environment to provide a remote patient monitoring and support system able to detect the
presence of a person inside the room, his/her motion and interactions with nearby objects
(such as medicines) [49].

Among these, of particular interest is the personal smart health scenario, since the possibility
to monitor the user health and activate remote assistance is gaining more and more attention due
to both the rise in life expectation and the availability of a wide variety of increasingly inexpensive
sensors. In such a scenario, RFID systems represent a key enabler because of the energy-autonomy
and the low cost of battery-less tags that make them compatible with a widespread distribution and
disposable applications [49].

Figure 3 depicts a possible future scenario, wherein different kinds of resource-constrained nodes
interact to implement a patient monitoring and support system. We envision different kinds of
resource-constrained devices:

• Tag: an RFID tag with memory storage that acts as a patient’s personal health profile information
card, containing the values of the main vital signs and/or medical records;
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• Sensor tag: an implantable RFID glucose-sensing microchip [50], able to continuously measure
glucose levels in individuals with diabetes less invasively than traditional techniques;

• Sensor: a healthcare sensor interfaced to the pulse oximeter used to reliably assess patient vital
health metrics, Heart Rate (HR) and blood oxygen saturation;

• Actuator: a wireless insulin pump that delivers insulin into the circulatory system of a diabetic
patient’s body.

Figure 3. RFID-enabled IoT scenario.

In the considered scenario, we assume that a fixed RFID reader is installed in a hospital room
and manages tags on the body of the patients located in the room. Nowadays, fixed readers typically
support multiple antenna transmissions, so that a single device can cover a small environment, such
as a room of a hospital with many patients’ beds. Readers can be connected to the Internet/intranet
and be accessible from clients (such as the smartphone or the desktop computer of a medical
practitioner) using different connectivity means (e.g., Ethernet, Wi-Fi, cellular network). We consider
this solution viable and cost efficient for a number of reasons. First, the continuous technological
advancements in RFID technologies has been making the deployment cost of commercial RFID
readers lower and lower. Second, using simple passive tags instead of more capable sensor
nodes or sensor/actuator-equipped RFID tags to provide storage functionalities and record patient’s
personal health profile lowers manufacturing and maintenance costs due to the additional electronic
components and periodic battery replacement that more advanced devices would require.

Clearly, readers still represent the main deployment cost of the proposed RFID system, and
therefore, their positioning must be accurately planned, in order to guarantee an efficient tag reading
while maintaining an affordable deployment cost. In addition, the efficient management of a
networked infrastructure that connects RFID readers is essential to enable full access of tags’ resources
according to the application requirements. In the last few years, several middlewares have been
developed to control the real-time operation of RFID readers, so as to efficiently set up the radio
parameters based on the number and types of tags under their coverage, as well as to constantly
monitor their status. In this way, the maintenance cost can be reduced, while enabling the realization
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of an overall RFID system performing extremely well and reliably. For these reasons, we believe
that RFID tags will play a key role in smart healthcare environments. In this regard, our integration
solution could foster the widespread adoption of RFID systems, promoting the interoperability with
a multitude of heterogeneous IoT devices.

In this scenario, two kinds of interactions take place: M2M (Machine to Machine) communications
between resource-constrained nodes (even of different technologies) and remote real-time access
to resources offered by constrained devices. Figure 4 depicts the different procedures when RFID
devices are involved in the above-mentioned interactions.

(a) (b)

(c) (d)
Figure 4. Message exchange. (a) Service discovery; (b) resource discovery; (c) sensor to tag
communication; and (d) actuator to sensor tag communication.

A client (such as the smartphone of a medical practitioner) is interested in discovering all of the
RFID devices in a certain location under the coverage area of an RFID reader. As shown in Figure 4a,
the client will issue a GET request addressed to the RD implemented in our “augmented” reader,
querying for all of the endpoints of type “rfid-tag” registered to the RD. Subsequently, the client
checks what kind of information is stored in the personal health profile card of a certain patient
(identified by an EPC code). In fact, the memory of passive RFID cards can be exploited to store
remarkable information of the patient’s medical history, as envisaged in [51]. To obtain the list of
URLs about resources hosted by a tag, the remote client will submit a GET request, by specifying
the default entry point “/.well-known/core”, to the virtual CoAP server associated with the tag (see
Figure 4b). After receiving the request, the reader will issue a Read command to the user memory
of the specific RFID tag and parse contained resources in CoRE Link Format [34]. An appropriate
ontology should be used to guarantee the semantic interoperability among the devices involved in
the scenario, whereas the data format to store the information in the tag memory might either be raw
text or adhere to tag data standards [43] and ISO 15962 [42] encoding schemes.

Information stored in each personal card also needs periodic updates. For example, the pulse
oximeter must communicate with the patient’s RFID card to write onto its user memory the last
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measured value of heart beat. Figure 4c depicts this kind of M2M communication. In particular,
the sensor will send a PUT request to the CoAP virtual tag, which will invoke a Write command on
the tag’s user memory by the reader.

In the near future, many operations that today require human intervention, such as the
self-monitoring of blood glucose, will be transparently executed via device-to-device communication.
This vision is considered as the next step to effectively boost the Web of Things. In our specific
scenario, a wireless insulin pump could continuously check the glucose level measured by an
implantable microchip embedded in the sensor tag and, if necessary, perform insulin injection,
as shown in Figure 4d.

6. Implementation

We implemented the introduced platform by leveraging Californium [13], an open-source CoAP
framework in Java. This platform is compliant with the CoAP standard [11] and provides additional
useful features, such as the observe option and block-wise transfer. Moreover, it offers a convenient
framework to implement server functionality.

Figure 5 illustrates the overall system architecture. First of all, we have extended Californium
to support RFID operations, such as inventory, reading and writing. We provided a set of common
APIs, defining a logical reader interface, that guarantee an abstraction layer from the communication
interface of the RFID reader. In this way, our platform can be directly executed on a RFID reader
(or on a server with a direct connection to the RFID reader), by implementing the appropriate protocol
compliant with the logical reader interface. For instance, the RFID reader can be controlled by using
the standardized LLRP protocol or vendor protocols.

Figure 5. Architecture of the implemented “CoAP-RFID proxy reader”.

The current version of Californium is not designed to support virtual endpoints. We recall that
the proxy needs to create a specific virtual interface for each tag. To this aim, we have modified it
to: (i) compute the IPv6 address of each new tag found during the periodic inventory from the tag
identifier; (ii) generate its virtual interface; and (iii) identify the tag type to determine the tag virtual
resources to be offered accordingly.

These resources can be exposed externally, by implementing the features of the resource directory
entity. In particular, each virtual CoAP server presents its own tree of resources, which are managed
consistently with the actual tag logic. The “CoAP-RFID proxy reader” has been designed in a flexible
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and modular approach, so that it could be extended to support different data formats of legacy tags.
We also underline that the proposed “CoAP-RFID proxy reader” is able to appropriately manage
a high number of RFID tags under the reader’s coverage, as this condition is likely in real IoT
environments. Indeed, the provisioning of a virtual CoAP server for each tag just requires the creation
of a new CoAP endpoint, which is associated with the tag address. Therefore, only one instance of the
Californium platform is effectively running on the augmented RFID reader, and thus, the resource
consumption of processing and memory resources is kept low also when a high number of tags is
managed by the reader.

Different use cases require the deployment of an infrastructure composed of multiple readers,
both fixed and mobile, to guarantee an appropriate coverage and to meet specific application
requirements. Our solution can be adopted to provide access to tags’ resources, even during
short-lived interaction between mobile reader and tag. Indeed, if the reader is equipped with
long-range communication radio interfaces, such as cellular networking, the RFID tags under its
coverage could be exposed as virtual CoAP endpoints and remotely accessed.

A multi-reader environment introduces different challenges. First of all, particular attention
should be addressed to the positioning of the readers, especially in indoor environments, to maximize
the connectivity time of the tags deployed in the scenario, while minimizing the reader interferences
and the deployment costs [52–54]. To guarantee fast service and resource discovery, the “CoAP-RFID
proxy reader” operates as a resource directory. According to the application scenario, the resource
directory features could be centralized, and the reader proactively manages the registration of a
virtual CoAP server for each tag to the centralized resource directory. A different approach could
foresee a distributed architecture, which uses a hierarchical approach or a peer-to-peer (P2P) solution
to guarantee fast response times [55].

Complementary to this aspect, service continuity must be considered in a mobile environment in
which the virtual CoAP server associated with a tag roams across areas controlled by different readers.
Therefore, the system should not only provide networking connectivity, by adopting appropriate
IPv6 mobility protocol (i.e., MobileIP or Locator Identity Separation Protocol - LISP), but it should
also consider the context migration of the virtual CoAP server in order to complete on-going CoAP
operations on the tag, such as updating of user memory values.

7. Testbed Setup and Experimental Results

In our testbed, the “CoAP-RFID proxy reader” is running on a 64-bit Linux OS laptop with an
Intel Core i7 2630QM @ 2.20 GHz, 6 GB RAM and JavaSE-1.7. It is directly connected through an
Ethernet wire to the RFID reader, which is an Alien ALR-9900 EMA+. The proprietary protocol, the
Alien Reader Protocol (ARP), is used to issue commands to the reader. This implementation choice is
motivated by the fact that commercial readers do not allow either for modifying the original firmware
or for executing application code on top of the reader. From an architectural point of view, the laptop
and the reader represents a single logical entity, the “CoAP-RFID proxy reader” previously described.
The practical deployment of our proposal would only need a firmware update for the readers,
since it does not require any hardware modification.

Moreover, we use UHF Impinj Monza tags, equipped with an EEPROM user memory of 512 bits.
The CoAP client is running on a different workstation with features analogous to the other laptop,
with which it communicates via a wireless IEEE 802.11 connection. The testbed is outlined in Figure 6.
We highlight that the used commercial UHF RFID tags present high reading and writing sensitivity,
which allows for transmissions up to 5 to 10 m according to environmental conditions.

The objectives of the performance assessment study are to evaluate the feasibility of the proposed
approach and to provide useful insights for the design of CoAP-compliant integration solutions for
RFID systems. In our implementation, particular attention to the management of the tag resources
is deserved, which can be directly accessed to perform appropriate reading and writing operations
on the tag memory. Indeed, a key aspect of our proposal is the access to a common set of RFID
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resources through standardized IETF IoT protocols, similarly to the way resources of other smart
things are accessed. The ultimate aim is to facilitate and foster the deployment of interoperable
RFID applications in the IoT domain. To demonstrate how our solution can effectively ease the
management of RFID tags, we use the graphical CoAP client Copper [13], which allows developers
to test device APIs in a user-friendly manner. Figure 7a reports a screenshot showing the result of
a GET request to the EPC code resource of a tag in the field of view of the reader. For the sake of
simplicity, the EPC code is provided in hexadecimal format, but the application logic can decide the
most suitable representation according to the Tag Data Standard [43]. In Figure 7b, we show the
result of a GET request to the user memory resource, whose content is presented in hexadecimal
format. Furthermore, the Copper interface allows one to graphically investigate the main fields of the
messages involved in the CoAP request-response interaction.

Figure 6. Testbed environment.

To evaluate how RFID features influence CoAP-based communications, we measure the values
of parameters strongly influencing energy consumptions of low-power devices (as this feature plays
a central role in IoT scenarios). The following metrics are considered:

• the execution time required by the CoAP proxy to satisfy a specific request;
• the total number of transferred bytes for the CoAP request and response packets required to

access the tag resources.

The parameters measure the responsiveness of the proposed approach and the amount of
data that needs to be exchanged in a real environment, such as the personal smart health scenario
discussed in the previous section.

In our experimental set-up, a CoAP client interacts with a tag, which acts as a virtual CoAP
server, to retrieve a resource (GET method) and to modify an existing resource (PUT method). In
particular, we analyze both the execution time and the packets size for GET and PUT CoAP methods
of the user memory, whose size varies from 128 to 512 bits.
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(a)

(b)
Figure 7. Screenshots of Copper showing the result of a GET request to: (a) the EPC code; (b) the
user memory.

In Figure 8, we plot the execution time for GET and PUT requests. The response time of the
reader significantly influences the overall system performance. The Alien reader uses a pre-defined
set of Gen2 air protocol parameters [14], where the Tari value is set to 25 µs and Miller encoding is
used. The resulting reader-to-tag and tag-to-reader rates are equal to 29 and 250 kbps, respectively.
The power transmission of the reader is set to the default value of 2 W, whereas the distance between
the reader’s antenna and the tag is around 1.5 m in our testbed environment. The GET response
times require around 60 ms to retrieve the whole user memory, whereas PUT response times vary
from 80 to 360 ms for the considered user memory sizes. The PUT method is more time consuming
since a reader can retrieve the content of the whole user memory by using a single Read command,
whereas writing operations can be performed by only processing blocks of 16 bits at a time. Thus, the
reader needs to send several Write commands to update the whole memory bank. Furthermore, the
writing operation is strongly influenced by the tag memory performance, which typically requires 4
to 10 ms for each 16-bit word update in case of EEPROM memory. Accounting for the time required
to access the resources offered by a single tag, appropriate strategies could be adopted in the case
of multiple tags under the coverage of the same reader and parallel requests. Indeed, we underline
that the reader could operate on only one tag at a time over the UHF RFID radio interface. Therefore,
when multiple CoAP requests are received, the execution time depends both on the elaboration time
of the single operation and the queueing delay before the effective execution of the operation itself.
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An appropriate scheduling of the requests must be designed, according to their priority and to the
workload. Furthermore, the CoAP protocol may implement some features in case the server causes
long delays in executing a request, in order to avoid repeated client retransmissions due to missed
server response within a given time interval. When a client requires retrieving/modifying a resource
through the delivery of a confirmable message, the server can answer with either a piggy-backed or a
separate response. In the former case, the response is included in a CoAP message that acknowledges
(ACK) the request reception. If the server is unable to respond immediately to a request carried
in a confirmable message, then it can simply respond with an empty ACK message (this prevents
the client from repeatedly retransmitting the request), and a response is then sent in a separate
message exchange. As specified in the CoAP standard, the parameter that guides the decision
of adopting either a piggy-backed or a separate response is the processing delay (default value is
2 s), defined as the time a node should take to acknowledge a confirmable message. Therefore, the
“CoAP-RFID proxy reader”, on behalf of the relevant virtual CoAP servers, could implement separate
responses for the received requests whose estimated execution times overcome the threshold of the
processing delay.
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Figure 8. Execution time.

Finally, in Figure 9, we plot the size of the packets at the CoAP level for GET and PUT operations,
explicitly reporting the details of both request and response messages. The figures highlight that
the total amount of transferred bytes is similar in the case of the GET and PUT operations, but
Request and Response messages have different sizes in the two cases. In particular, the dimension
of the Request message for a GET operation is constant (it contains only the header), while the size
of the Response message increases when the dimension of the user memory grows (it carries the
content of the user memory). These considerations can be inferred by looking at Figure 9a. In
the case of a PUT operation (see Figure 9b), we have the opposite situation, since the value of the
resource to be modified is transferred in the Request message while no payload is carried in the
Response message. The total number of transferred bytes highly influences the power consumption
of resource-constrained nodes. Normally, link-layer protocols, such as IEEE 802.15.4, impose a tight
limit in the dimension of the data payload, so that large-sized application messages are fragmented
by the appropriate adaptation layer, e.g., 6LoWPAN, before being transmitted over the air interface.
In the case of channel errors, the loss of a single fragment could imply the retransmission of the
whole original packet. To avoid this, the CoAP protocol offers the so-called block-wise transfer
option, which allows for performing large message segmentation into multiple packets directly at
the application layer (rather than 6LoWPAN fragmentation). In this regard, information on the
request/response message size could be useful to guide the decision of the CoAP server on the
adoption of the block-wise option to maximize the probability of packet delivery for large payloads.
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Figure 9. Amount of transferred bytes in CoAP: (a) GET; and (b) PUT packets.

8. Conclusions

In this paper, we have thoroughly discussed the issue of an efficient inclusion of the RFID
technology in the IoT, by analyzing the pro and cons of different integration schemes. Accounting for
the current capabilities of RFID technology, we have proposed a CoAP-compliant solution that allows
one to directly access RFID tags (and related resources) via the reader. In the conceived architecture,
the RFID reader works as a proxy for the managed tags, which act as virtual CoAP servers. We have
accurately investigated the benefits of exploiting the proposed solution in a promising healthcare
environment, by evaluating the interactions among smart health devices in such an environment.
Then, we have implemented our proposal, by leveraging an open-source CoAP framework, and we
have assessed the performance in a real scenario.
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