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Abstract:



Rapid technological advances in the domain of Wireless Power Transfer pave the way for novel methods for power management in systems of wireless devices, and recent research works have already started considering algorithmic solutions for tackling emerging problems. In this paper, we investigate the problem of efficient and balanced Wireless Power Transfer in Wireless Sensor Networks. We employ wireless chargers that replenish the energy of network nodes. We propose two protocols that configure the activity of the chargers. One protocol performs wireless charging focused on the charging efficiency, while the other aims at proper balance of the chargers’ residual energy. We conduct detailed experiments using real devices and we validate the experimental results via larger scale simulations. We observe that, in both the experimental evaluation and the evaluation through detailed simulations, both protocols achieve their main goals. The Charging Oriented protocol achieves good charging efficiency throughout the experiment, while the Energy Balancing protocol achieves a uniform distribution of energy within the chargers.
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1. Introduction


Wireless sensor networks (WSNs) are limited by the lack of continuous energy supply. Typical commercial batteries are used to power the network nodes, and, usually, they are not being recharged or replaced. In such scenaria, the network is considered disposable. Efficient power consumption is essential in any protocol developed for this type of networks. Energy efficient design techniques have been studied for WSNs at all levels from hardware design to protocols for medium access control, routing, data gathering, topology control, etc. [1]. However, it is possible to sustain the nodes by recharging or replacing batteries when needed. Energy harvesting directly from the deployment environment can be used to recharge the wireless nodes. These harvesting techniques power network nodes via solar power, kinetic energy, floor vibration, acoustic noise, etc. [2]. However, due to the dynamic nature of such power sources and because there is generally a lack of a priori knowledge of energy profiles, such dynamics impose much difficulty on the design of protocols that keep network nodes from running out of energy. Wireless Power Transfer can be a key solution for overcoming these barriers.



Wireless Power Transfer, i.e., the ability to transfer electric energy from one storage device to another without any plugs or wires, has been proposed as an alternative method to traditional energy harvesting methods. Wireless Power Transfer technologies can be broadly classified into non-radiative coupling-based charging and radiative radio frequency (RF) based charging [3]. The former consists of three techniques: inductive coupling [4], magnetic resonance coupling [5] and capacitive coupling [6], while the latter can be further sorted into directive RF power beamforming and non-directive RF power transfer [7]. In capacitive coupling, the achievable amount of coupling capacitance is dependent on the available area of the device [8]. However, for a typical-size portable electronic device, it is hard to generate sufficient power density for charging, which imposes a challenging design limitation. As for directive RF power beam-forming, the limitation lies in the charger needing to know an exact location of the energy receiver.



The design of algorithms and protocols for coping with various aspects of the wireless charging procedure in WSNs has recently evolved as a very active research subject, as well as a topic of rapid technological progress, emerging practical development and application activities. In this paper, we focus on RF based wireless charging. The energy is transferred through the use of the electric field of an electromagnetic wave in a form of radiation. For safety issues, these types of wireless chargers operate in a low power region, which makes them suitable for use in WSNs.



Our Contribution. Current research in the field of WPT in Wireless Sensor Networks is, for the most part, focused on providing evaluations through the use of computer simulations. In this paper, we offer experimental evaluations for our proposed methods, using real devices. More specifically, we provide two protocols which consider several energy-related network properties. One of the proposed protocols takes into account the charging efficiency property. The second one performs wireless power transfer while keeping the energy level of the chargers balanced throughout the experiment. To evaluate our protocols, in addition to the experimental test-bed, we provide simulation results as well, in order to test the scalability of our solutions.



This paper is an expanded version of the conference paper [9]. We extend the real device experimental results of that work by evaluating the proposed protocols in a simulation environment. This way, we can test the protocol scalability and investigate some aspects that are difficult to be evaluated in small scale real device experiments. More specifically, we conduct simulations in order to identify and fine-tune some aspects of the proposed protocols: (1) the power threshold value for the Charging Oriented protocol and (2) the energy balancing parameter value for the Energy Balancing protocol. We provide figures that present the effect the power threshold has on charging efficiency and the charger inactivity percentage. We also provide a figure that presents the effect of the maximum allowed number of active chargers per round on the Energy balance property of the Energy Balancing protocol , and we compare the performance of the two protocols for a variable number of chargers. Finally, we fine-tuned the Abstract, Introduction and Related Work sections and added additional references.




2. Related Work


In [3], the reader can find an extensive overview of wireless charging techniques, the developments in technical standards, and their recent advances in network applications. In particular, with regard to network applications, the authors review the static charger scheduling strategies, mobile charger dispatch strategies and wireless charger deployment strategies. Additionally, they discuss open issues and challenges in implementing wireless charging technologies. Finally, they envision some practical future network applications of wireless charging.



In [10], the authors present an extensive literature review on the research progress in wireless networks with RF energy harvesting capability, referred to as RF energy harvesting networks. First, they present an overview including system architecture, RF energy harvesting techniques and existing applications. Then, they present the background in circuit design as well as the state-of-the-art circuitry implementations, and review the communication protocols specially designed for RF energy harvesting networks. The authors also explore various key design issues in the development of RF energy harvesting networks according to the network types, i.e., single-hop networks, multi-antenna networks, relay networks, and cognitive radio networks. Finally, they envision some open research directions.



The case of algorithmic design in sensor networks under the presence of one or more mobile wireless chargers has nicely been demonstrated in [11,12,13]. In these works, several distributed and centralized protocols using one or more mobile chargers are presented. In [14,15,16], some methods regarding joint Wireless Power Transfer and data gathering/routing have been presented. However, these works are restricted to theoretical design and evaluation in simulation environments, without conducting any experimentation with real devices.



Evaluation results using hardware equipment are provided in [17,18]. Although the authors use Wireless Power Transfer technology in order to evaluate their algorithms, the focus of the papers is mainly on the algorithmic design part and not on the real world application. Another novelty of our research is the focus on limited energy and on how to prolong the operation availability of the charging system, via energy balance methodologies.



Network lifetime can be enhanced without the use of wireless chargers as well. By designing protocols which take advantage of mobile components, the lifetime of a sensor network can be extended. More specifically, in [19], the authors exploit the mobility of the network nodes in their network in order to develop an intelligent fluid infrastructure. They have shown that their study has resulted in significant advantages on energy constrained systems. In [20], the authors propose a network in which the base station is mobile. Static base stations lead to high energy consumption by the neighbouring nodes. By using a mobile base station, the authors show that they can improve the network life time on the order of 500%.



Additionally, the authors in [21,22,23] explore the the ability of sensor nodes to exchange energy in a peer-to-peer manner. By using such techniques, the authors aim at creating specific energy distributions between the network nodes depending on the network topology.




3. The Model


Let [image: there is no content] be a set of n rechargeable sensor nodes and [image: there is no content] a set of m wireless power transfer devices (called chargers). Each charger has a charging angle [image: there is no content] and they are deployed inside an area [image: there is no content] (say inside [image: there is no content]). The sensor nodes are mobile and they consume their available energy for typical networking tasks (such as routing, communicating and sensing, etc.). The wireless chargers are stationary throughout the course of the experiment and they have finite energy reserves. The available energy on each charger [image: there is no content] at time t, which can be used to charge the network notes, is denoted by [image: there is no content]. We note that the existence of an energy (upper) bound for each charger greatly differentiates our model from other works in the literature.



Time is divided into “rounds” which are denoted by r and have length l. The rounds do not overlap each other. The first round begins at [image: there is no content] and ends at [image: there is no content]. The mobile nodes change their positions at the beginning of each round, while the chargers decide their operational parameters according to the charging protocol. The protocol gives as output a set [image: there is no content] of chargers which will be active during this round. The rest of the chargers will remain inactive.



We consider the following well established charging model (Friis equation): a node [image: there is no content] harvests energy from a charger [image: there is no content] with charging rate given by


[image: there is no content]








where


[image: there is no content]








and [image: there is no content] are known constants which are dependent on the environment and the hardware of the devices. [image: there is no content] is the power in Watts of the transmitter at time t, [image: there is no content] and [image: there is no content] are the antenna gains of the transmitter and receiver, respectively, [image: there is no content] is the wavelength of the transmitter’s signal and [image: there is no content] denotes the physical distance between node v and charger u. In this paper, we focus on two important network properties.



Definition 1 (Charging efficiency).

The ratio of useful power fuelled in the network over power transmitted by the chargers, that is


[image: there is no content]













Definition 2 (Energy balance).

The additive variation of the energy dissipation of the chargers at time t, that is


[image: there is no content]













The problem. How can we schedule the charger operational activity so as to maximize important properties, such as the charging efficiency and the energy balance? We propose two protocols to address the problem. The first is designed taking into account the charging efficiency property and the second to ensure that every charger has similar energy reserves, so as to increase the sustainability of the system as a whole.




4. The Protocols


In many current application domains, including WSNs, the need for battery-free ultralow-power devices, possibly mobile, is increasing dramatically. Ambient monitoring based on the use of a large number of distributed battery-less devices with sensing capabilities is one of the main application areas toward the paradigm of efficient energy harvesting systems [24]. Such devices are normally being interrogated so as to provide wirelessly the information about their monitoring activity [25]. Energy harvesting systems exploit energy sources already present in the environment (e.g., electromagnetic, sunlight, mechanical, and thermal). The case of electromagnetic sources, where the energy to sustain device operations is provided by RF transmitters, is today commonly present in any humanized environment [26]. Based on this scenario, we provide two protocols which take into account different energy-related network properties, changing efficiency and energy balance.



Charging Oriented protocol. During the charging procedure, energy can be lost due to various parameters such as the distance between the transmitter and the receivers. The main goal of the Charging Oriented protocol (Protocol 1) is to maximize the amount of energy that reaches the network devices. In order to achieve this goal, the protocol introduces a threshold for the minimum acceptable received power ([image: there is no content]). If there are no devices in the charging area of a charger [image: there is no content] for which [image: there is no content], then that charger will remain inactive for the current round. If at least one node is found which satisfies the above inequality, then the charger will be activated. To do this, the protocol activates each charger one by one and it measures the received power for each node. By using this threshold, the protocol aims at keeping the overall charging efficiency of the network above a certain level (which depends on the selected threshold value). In order to increase the charging efficiency, it is preferable for each charger to charge multiple mobile nodes simultaneously.   





	Algorithm 1: Charging Oriented



	 [image: Jsan 06 00004 i001]






Energy Balancing protocol. When wireless power transfer is employed in Wireless Sensor Networks, it is preferable that all areas of the network will be covered for the whole duration of the experiment. The energy balance property ensures that the energy reserves of the chargers will remain the same during the experiment, which leads to the chargers being active for almost the same amount of rounds. This means that no areas will remain without coverage for long periods of time because the charger which covered this area depleted its energy faster than the other chargers. The Energy Balancing protocol (Protocol 2) aims at maintaining balance among the residual energy reserves of the chargers. In order to achieve this, at the beginning of each round, the protocol will select the [image: there is no content] number of chargers with the highest energy reserves and those chargers will be active for this round. Selecting chargers this way ensures that the average energy dissipation for each charger will be similar throughout time, but it leads to the selection of chargers which might be further away from the network nodes. This could lead to lower charging efficiency.   





	Algorithm 2:Energy Balancing



	 [image: Jsan 06 00004 i002]







5. Performance Evaluation


To evaluate the performance of the protocols presented in the previous section, we conduct experiments using real devices, as well as simulations in order to test the performance of the protocols in a larger scale.



5.1. Experiments


Deployment, parameter settings and adaptations. In Figure 1, the layout of the deployed equipment is depicted. The set of wireless chargers consists of [image: there is no content] devices (TX91501 produced by Powercast (Pittsburgh, PA, USA) [27]), which are deployed on the vertices of a 2m×2m square area [image: there is no content]. The set of the network nodes consists of [image: there is no content] wireless sensor motes (TelosB TPR2420 produced by MEMSIC (Andover, MA, USA) [28]). Each node is powered by two 2400mAh AA rechargeable batteries adjusted on three powerharvester receivers (P2110 produced by Powercast [27]). The chargers are directional. Their charging area is modelled as a sector with angle [image: there is no content] and radius 2m[image: there is no content], whose bisector is perpendicular to the charger. The TelosB motes are programmed to perform sensing activities and transmit messages to other sensors in the network every 50ms with 1mW of power. For their programming, we used TinyOS (version 2.1.2, TinyOS Alliance) [29].


Figure 1. The testbed. (a) presents a snapshot of the testbed. (b) presents a graphical overview of the testbed.



[image: Jsan 06 00004 g001]






The two constant values of the Friis equation are set to [image: there is no content] according to the manufacturers omni-directional antenna specifications and [image: there is no content] after applying the least square technique for fitting experimental data [30]. We set the length of each round to [image: there is no content] min. The charger initial energy is set to Eu(0)=22.5Wh,∀u∈M, the Charging Oriented threshold to Pthreshold=1000μW and the Energy Balancing parameter to [image: there is no content]. The network area [image: there is no content] is partitioned in an [image: there is no content] grid and the nodes move in the beginning of each round to a new position, using a random walk strategy.



For the experimental evaluation of our protocols, we made some adaptations to our settings. We assume that each charger dissipates energy in a steady manner. More specifically, we assume that each active charger, transmits 3W EIRP (Equivalent Isotropically Radiated Power), so, for each round, it provides the network with 1.5Wh. In order to evaluate the state of charge in the batteries of the network nodes, we need to utilize techniques as described in [31] since modern batteries provide a steady voltage throughout their lifetime. For this reason, using a spectrum analyzer (Spectran HF-2025 mounted with an Omnilog 90200 omni-directional antenna, both manufactured by Aaronia (Strickscheid, Germany) [32]), we measure the power received by each node. In our measurements, we also consider the RF-to-DC conversion efficiency, according to the manufacturer’s specifications.



Results. Charging efficiency. Figure 2a depicts the charging efficiency metric throughout the experiment. Additionally, it depicts the exact points in time when each charger depleted its available energy reserves and remained inactive during each protocol (point marks on the corresponding line plots). We observe that the Charging Oriented protocol achieves better performance on this metric than the Energy Balancing protocol, by fueling the network with energy over time in a higher rate, as the experiment progresses. When the third charger depletes all its available energy and only one is left in the network, the charging rate is significantly decreased. The Energy Balancing protocol delivers the available energy to the network sooner, since it frequently favours long distance transmissions.


Figure 2. Experimental evaluation of the various metrics. (a) Cumulative charging efficiency over time. (b) Energy balance over time. (c) Lifetime of the chargers.



[image: Jsan 06 00004 g002]






Energy Balance. Figure 2b depicts the performance of each protocol on the energy balance property. According to Definition 2, the optimal value at time t is 0. We observe that the Energy Balancing protocol outperforms the Charging Oriented protocol, since the points that represent the property’s value are concentrated very close to 0. On the contrary, the performance of the Charging Oriented protocol is not ideal. We observe that the energy balance property keeps increasing until enough chargers deplete their energy reserves (this is evident from the first two points in Figure 2a). This happens at round 23 when the energy balance property starts decreasing again. This is explained by the fact that two specific chargers have been overused up until that time, thus increasing the difference in the available energy reserves between the chargers. When the energy of those two nodes was depleted, the value started to gradually return to normal levels.



Lifetime. In the Energy Balancing protocol, the chargers deplete their available energy uniformly. This can be observed in Figure 2c, which presents the lifetime of the chargers in each protocol, which is the number of rounds that each charger was able to fuel the network with energy. We observe that the Charging Oriented protocol achieves a longer overall charger lifetime, but this is performed by keeping just one charger alive.



Operation time. Operation time is the percentage of (even a single) charger operation throughout the experiment. A useful outcome of the energy balance achieved by the Energy Balancing protocol is that the network was perpetually fuelled with energy until all chargers died. On the contrary, when using the Charging Oriented protocol, for almost 21% of the running time, there was not even one charger active in order to support the network needs. This can be observed in Figure 2a, where the Energy Balancing line plot is smoother and with no plateaus than the Charging Oriented one and in Figure 2c, where the number of Charging Oriented chargers is gradually diminishing. This increases the likelihood that the nodes will not fall within some charger’s [image: there is no content].




5.2. Simulations


Parameter settings. The simulation environment for conducting the experiments is Matlab (version: R2015a, MathWorks, Natick, MA, USA). A variable number of chargers is used (10, 20 and 30). The chargers are placed on the perimeter of a circle area [image: there is no content] of radius equal to the transmission range of the chargers. The network nodes are placed uniformly at random in [image: there is no content]. Let [image: there is no content] be the set of chargers and [image: there is no content] the set of network nodes. We provide the chargers a total initial energy of ∑u∈MEu(0)=450Wh divided equally to each charger, their transmission range is set to ru=6m, their transmission beam pattern is [image: there is no content] and their transmission frequency is 915Mhz. Finally, their output power is set to 3 Watts. The nodes have an initial energy of [image: there is no content] Wh, and the RF to DC conversion efficiency is set to 50%. Round time is set to l=30min. At the end of each round, the network nodes are redistributed uniformly at random in [image: there is no content]. Figure 3 presents the simulation deployment. We repeat the simulations for [image: there is no content], [image: there is no content] and [image: there is no content]. Note that, for every experiment instance, the total initial energy is the same, regardless of the number of chargers.


Figure 3. The simulation deployment for (a) 10, (b) 20 and (c) 30 chargers respectively.



[image: Jsan 06 00004 g003]






Results. Charging oriented threshold value. We first conduct simulations to fine-tune the threshold value for the Charging Oriented protocol. According to the Friis equation, the received power at a certain point is inversely proportional to the distance from the charger squared. We adapt our protocol and set a maximum distance threshold ([image: there is no content]) instead of a minimum power threshold ([image: there is no content]). In Figure 4a, the overall efficiency of our protocol for different values of [image: there is no content] is presented. We observe that, for dthreshold>1m, the charging efficiency reaches a lower bound. This is due to the fact that the probability that dv,u(t)≤dthreshold,forv∈P,u∈M, is close to 1.


Figure 4. (a) Overall charging efficiency. (b) Percentage of inactivity. (c) Average energy balance.



[image: Jsan 06 00004 g004]






Percentage of inactivity. Choosing the right value for [image: there is no content] is essential for the performance of the Charging Oriented protocol. A low value will result in a very low probability for a network node to be within this distance from a charger and the protocol will spend several rounds without any active chargers. This can be observed in Figure 4b. We see that for lower values of the distance threshold, all the chargers remain inactive most of the time.



Energy balancing parameter. We conduct simulations in order to calculate the optimal energy balancing parameter [image: there is no content] in the Energy Balancing protocol. We run the protocol several times, each time allowing a different number of active chargers per round. Figure 4c presents the average energy balance with respect to the number of active chargers per round. We observe that, if all the chargers are active in each round, the protocol achieves perfect energy balance, as expected. The protocol achieves good energy balance with [image: there is no content].



Taking into consideration the results of the above simulations, we choose dthreshold=0.8m, which, when converted to power, gives Pthreshold≃2mW for the Charging Oriented protocol. This threshold should allow the protocol to have good charging efficiency without many periods of inactivity. For the Energy Balancing protocol, we choose [image: there is no content]. This value should allow the protocol to achieve good energy balance and good lifetime for the chargers. We then run simulations for the network deployments discussed above.



Charging efficiency. Figure 5 depicts the performance of the two protocols in the charging efficiency throughout the simulations and the exact points in time when each charger ran out of energy and remained inactive for each protocol (cross marks on the corresponding line plots). We observe that, in all cases, the Charging Oriented protocol achieves a higher charging efficiency than the Energy Balancing protocol. This means that the Charging Oriented protocol is fueling the network with energy in a higher rate over time as the experiment progresses. When enough of the chargers die, this rate is significantly decreased. On the other hand, the Energy Balancing protocol transfers its available energy to the network faster, since it frequently favours long distance transmissions. We observe that the simulation results agree with the experimental results.


Figure 5. Cumulative charging efficiency over time for (a) 10, (b) 20 and (c) 30 chargers respectively.



[image: Jsan 06 00004 g005]






Energy Balance. Figure 6 depicts the performance of both protocols on the energy balance metric. In the simulations, we observe similar results as in the real world experiments. More specifically, the Energy Balancing protocol outperforms the Charging Oriented protocol since its points that represent the property’s value in the figure are highly concentrated close to zero. On the contrary, the points of the Charging Oriented protocol keep stretching far from zero. This means that the energy balance property keeps increasing up to the round when enough chargers have depleted their available energy (this is evident from the cross points in Figure 5). After this round, the energy balance starts decreasing again. This is explained by the fact that specific chargers are overused, resulting in an increase of the energy balance property value. When the energy of those chargers was depleted, the value started to gradually return to normal levels.


Figure 6. Energy balance over time for (a) 10, (b) 20 and (c) 30 chargers respectively.



[image: Jsan 06 00004 g006]






Lifetime. Figure 7 represents the lifetime of the chargers for each protocol. The results are consistent with the experimental results in this metric as well. We observe that when using the Energy Balancing protocol, the chargers die in a uniform fashion. We also observe that the Charging Oriented protocol achieves longer overall charger lifetime. The reason for this behaviour is that the chargers remain inactive for several rounds as there are no nodes within their [image: there is no content].


Figure 7. Lifetime of the chargers for (a) 10, (b) 20 and (c) 30 chargers respectively.
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Operation time. Operation time is the percentage of (even a single) charger operation throughout the experiment. A useful outcome of the energy balance achieved by the Energy Balancing protocol is that the network was perpetually fuelled with energy until all chargers died. On the contrary, when using the Charging Oriented protocol, for 20% of the running time on average, there was not even one charger active in order to support the network needs. This can be observed in Figure 5, where the Energy Balancing line plot is smoother and with no plateaus than the Charging Oriented one and in Figure 7, where the number of Charging Oriented chargers is gradually diminishing. This increases the likelihood that the nodes will not fall within some charger’s [image: there is no content].





6. Conclusions


In this work, we have studied the problem of efficient and energy balanced Wireless Power Transfer in Wireless Sensor Networks. We designed two protocols that take into account either the charging efficiency or the energy balance of the chargers. After fine-tuning some key elements of these protocols, we investigate the performance of these protocols in a real test-bed and in a simulation environment.



We observe that the performance of the Charging Oriented protocol is highly dependent on the value of [image: there is no content] since allowing energy transmissions when the distance of the charger from the network nodes is high leads to very high energy loss (since all of the energy exchanges follow the Friis equation). The energy balance between the chargers is not taken into account in this protocol, which leads to some chargers being used much more than others. This, in turn, leads to some network areas not being charged for large periods of time, after the over-used chargers deplete their energy reserves.



On the other hand, the Energy Balancing protocol provides energy to the network more consistently since it ensures that a certain amount of chargers [image: there is no content] will be active at all times. In this protocol, the chargers “take turns” in fueling the network with energy, which leads to a uniform distribution of energy within the chargers. In order to achieve this, the protocol does not take into account the distance of the network devices. It allows energy transfers even if the distance between a network node and the charger is very large. This leads to higher amounts of energy loss.



Additionally, we observe that, in both the experimental evaluation and the evaluation through detailed simulations, both protocols achieve their main goals when compared to each other. The Charging Oriented protocol achieves good charging efficiency throughout the experiment, while the Energy Balancing protocol achieves a uniform distribution of energy within the chargers.



In this work, we proposed two protocols which achieve two specific goals. For future work, we plan to design a hybrid protocol that achieves a tunable trade-off between efficient charging and satisfactory energy balance, implement and validate protocols that use mobile chargers, and study the radiation patterns in the network area as well as design radiation-aware protocols.
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