Article

# Fixed-Time Convergent Guidance Law with Angle Constraint and Autopilot Lag Compensation Using Partial-State Feedback 

Chen Xu ${ }^{1}$, Yang Wang ${ }^{2, *}$, Zhiqi Niu ${ }^{1}$, Sheng Luo ${ }^{1}$ and Fenghuai Du ${ }^{1}$<br>1 Xi'an Modern Control Technology Research Institute, Xi'an 710111, China; 18149115316@163.com (C.X.); niuzhiqi@126.com (Z.N.); luosheng611@163.com (S.L.); dfh82@163.com (F.D.)<br>2 School of Computer Science, Xijing University, Xi'an 710123, China<br>* Correspondence: zjt219571@163.com

Citation: Xu, C.; Wang, Y.; Niu, Z.; Luo, S.; Du, F. Fixed-Time Convergent Guidance Law with Angle Constraint and Autopilot Lag Compensation Using Partial-State Feedback. Aerospace 2023, 10, 964. https://doi.org/10.3390/ aerospace10110964

Academic Editor: Gokhan Inalhan

Received: 5 September 2023
Revised: 24 October 2023
Accepted: 3 November 2023
Published: 16 November 2023


Copyright: © 2023 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https:/ / creativecommons.org/licenses/by/ 4.0/).


#### Abstract

In this paper, by accounting for the angle constraint (AC) and autopilot lag compensation (ALC), a novel fixed-time convergent guidance law is developed based on a fixed-time state observer and bi-limit homogeneous technique. The newly proposed guidance law exhibits three attractive features: (1) unlike existing guidance laws with AC and ALC which can only guarantee asymptotic stability or finite-time stability, the newly proposed guidance scheme can achieve fixed-time stability. Thus, the newly proposed scheme can drive the guidance error to zero within bounded time which is independent of the initial system conditions. (2) To compensate for autopilot lag, existing guidance schemes need the unmeasurable second derivative of the range along line-of-sight (LOS) and second derivative of LOS angle or the derivative of missile's acceleration. Without using these unmeasurable states, the newly proposed guidance law still can guarantee the fixed-time stability. (3) By using the bi-limit homogeneous technique to construct an integral sliding-mode surface, the proposed scheme eliminates the singular problem without using the commonly-used approximate method in recent fixed-time convergent guidance schemes. Finally, the simulation results demonstrate the effectiveness of the proposed scheme.
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## 1. Introduction

Since the proportional navigation guidance law (PNGL) [1-4] was first used in engineering, to improve the robustness of conventional PNGL against maneuvering target and system uncertainties, many control theories have been introduced to design guidance law, including the L2 gain method [5], the Lyapunov theory-based nonlinear method [6], the sliding-mode control method [7] and the L1 gain method [8]. However, the PNGL [1-4] and the guidance laws in [5-8] are deigned via asymptotic stability theory, which means that guidance error converges to the zero with infinite time. In addition, the only objective of these guidance laws in [1-8] is to obtain a small enough miss distance.

In many terminal guidance cases such as the interception of ballistic targets and kinetic interception, the time of the whole process is quite short, lasting only a few seconds. Moreover, to provide the best damage effect, the missile is required not only to achieve a small enough miss distance, but also obtain a desired impact angle. Thus, it is necessary to design the finite-time convergent guidance law with angle constraint (AC) for these terminal guidance cases. In the past decade, with the development of guidance law design techniques and finite-time control methods [9-12], the study of finite-time convergent guidance law with AC has become an active research area. Considering finite-time convergence, many guidance schemes have been proposed, including the finite-time Lyapunov theory-based scheme [13], the sliding-mode control scheme [14], the non-smooth control scheme [15], etc. Considering AC, many guidance schemes have been developed, including
the optimal guidance scheme [16], the modified PNGL scheme [17], the sliding-mode control scheme [18], etc. Considering both finite-time convergence and AC, some guidance laws also have been proposed. In [19], based on adaptive sliding-mode control, a finite-time convergent guidance law with AC was developed. In [20], by designing a nonsingular terminal sliding-mode (TSM) surface based on nonlinear engagement dynamic, the finite-time convergence and AC were guaranteed. To alleviate the chattering phenomenon of TSM control and achieve finite-time convergence, in [21], a guidance scheme with AC was developed by employing the estimation value of a nonlinear disturbance observer to replace the switch term of TSM control. Although the finite-time convergence and AC have been considered, these guidance laws in [19-21] still have two important limitations: (i) the autopilot lag is neglected, and (ii) the finite convergence time of these guidance laws are dependent on the initial system conditions.

For the limitation (i), neglecting autopilot lag can destroy the fast finite-time convergent performance and even reduce the guidance precision, especially against a maneuvering target [22]. Thus, considering autopilot lag compensation (ALC) is necessary. Many guidance laws have considered eliminating the bad effect of autopilot lag by using modern control methods, such as the backstepping control method [23], exact differentiator [24], dynamic the surface control method [25], etc. However, so far, only a few finite-time convergent guidance schemes have considered both effects of AC and ALC. In [26], viewing the missile autopilot as an uncertain system, a finite-time convergent guidance scheme with AC was developed by using step-by-step backstepping. And, at each backstepping step, the virtual control laws were constructed by using the tracking differentiator. However, the method in [26] cannot eliminate steady state error. In [27], based on the integral sliding-mode surface and disturbance observer, a finite-time convergent guidance scheme with AC and ALC was developed, which can drive the guidance errors to zero rather than the neighborhood in [26]. However, to achieve ALC, the guidance law in [26] needs the derivative of the missile's acceleration, and the guidance law in [27] needs the second derivative of range along LOS and the second derivative of LOS angle. Obviously, in practical missile systems, these states are unmeasurable.

For the limitation (ii), the convergence rate of the finite-time convergent guidance scheme may be very slow while the initial guidance condition increases greatly. Thus, the desired fast convergence performance of finite-time stability may be destroyed. Recently, the fixed-time stability has been introduced to avoid this limitation of finite-time stability [28-30]. The fixed-time convergent control not only can drive the system error to zero in a fixed time, but also guarantees that the fixed time is not affected by the initial system conditions. Thus, the limitation (ii) can be eliminated. Recently, the fixed-time convergent guidance schemes with AC have been reported in [31-33]. For the stationary target, a fixed-time convergent guidance law with AC was proposed in [31]. In [32,33], for the maneuvering target, based on the disturbance observer and fixed-time sliding-mode surface, the fixed-time convergent guidance schemes with AC were proposed. However, to eliminate the singular problem, a nonlinear function in [32] and a saturation function in [33] were adopted to approximate the singular control term. Thus, the fixed-time convergent guidance laws in [32,33] cannot eliminate steady state error. Moreover, the ALC was not considered in [31-33].

Motivated by the problems mentioned above, considering the fixed-time convergence, AC and ALC, a novel guidance law was proposed in this paper. The main contributions of this paper are:
(1) The fixed-time convergent guidance law with AC and ALC is achieved for the first time.
(2) The proposed guidance law does not need the unmeasurable states in $[26,27]$ to achieve ALC and still can guarantee the fixed-time stability.
(3) The proposed guidance law is strictly nonsingular without using the approximate method in $[32,33]$. Thus, the proposed guidance law can fully eliminate the steady state error in [32,33].

The rest of this paper is organized as follows: in Section 2, the guidance model, design objective and motivations are given. Section 3 provides the main result. In Section 3.1, a state observer is designed and the analysis of fixed-time stability is presented. In the Section 3.2, a fixed-time convergent guidance law is proposed based on integral sliding mode surface and the estimation value of presented state observer. Then, the analysis of fixed-time stability of close-loop system is presented. In Section 4, the simulation is adopted to illustrate the performance of proposed guidance scheme. In Section 5, the conclusion is summarized.

## 2. Preliminaries

### 2.1. Model of Missile-Target Engagement

As shown in Figure 1, $r$ and $q$ are the range along LOS and LOS angle, respectively. For missile $M$ and target $T, a_{M}$ and $a_{T}$ denote the normal accelerations, $V_{M}$ and $V_{T}$ denote the velocities, $\theta_{M}$ and $\theta_{T}$ are the flight path angles. The relative motion can be described as [27]:

$$
\left\{\begin{array}{l}
\dot{r}=V_{T} \cos \left(q-\theta_{T}\right)-V_{M} \cos \left(q-\theta_{M}\right)  \tag{1}\\
r \dot{q}=-V_{T} \sin \left(q-\theta_{T}\right)+V_{M} \sin \left(q-\theta_{M}\right) \\
\dot{\theta}_{M}=\frac{a_{M}}{V_{M}} \\
\dot{\theta}_{T}=\frac{a_{T}}{V_{T}}
\end{array}\right.
$$

Differentiating (1) yields:

$$
\left\{\begin{array}{l}
\ddot{r}=r \dot{q}^{2}-u_{r}+w_{r}  \tag{2}\\
r \ddot{q}=-2 \dot{r} \dot{q}-u_{q}+w_{q}
\end{array}\right.
$$

where $u_{r}$ and $w_{r}$ denote accelerations of the missile and target along LOS, $u_{q}$ and $w_{q}$ denote the normal accelerations of missile and target relative to LOS.The expressions of these accelerations are given as

$$
\left\{\begin{array}{l}
u_{r}=\dot{V}_{M} \cos \left(q-\theta_{M}\right)+a_{M} \sin \left(q-\theta_{M}\right)  \tag{3}\\
w_{r}=\dot{V}_{T} \cos \left(q-\theta_{T}\right)+a_{T} \sin \left(q-\theta_{T}\right) \\
u_{q}=-\dot{V}_{M} \sin \left(q-\theta_{M}\right)+a_{M} \cos \left(q-\theta_{M}\right) \\
w_{q}=-\dot{V}_{T} \sin \left(q-\theta_{T}\right)+a_{T} \cos \left(q-\theta_{T}\right)
\end{array}\right.
$$

Ref. [27] has pointed out the autopilot can be well approximately described by the first order dynamic with uncertainty. To reduce article length and compare with the guidance scheme given in paper [27], this paper directly adopted the following autopilot model given in [27] as follows:

$$
\begin{equation*}
\dot{u}_{q}=-\frac{1}{\tau} u_{q}+\frac{1}{\tau}(u+d) \tag{4}
\end{equation*}
$$

where $\tau$ is the time constant, $u$ is the control input of autopilot, and $d$ denotes the disturbance and unmodeled dynamics.

The constant desired LOS angle is defined as $q_{d}$. Then the guidance error of LOS angle is

$$
\begin{equation*}
x_{1}=q-q_{d} \tag{5}
\end{equation*}
$$

Let $x_{2}=\dot{x}_{1}=\dot{q}$, then we have

$$
\begin{equation*}
\dot{x}_{2}=-\frac{2 \dot{r}}{r} x_{2}-\frac{1}{r} u_{q}+\frac{1}{r} w_{q} \tag{6}
\end{equation*}
$$

Let $x_{3}=\ddot{x}_{1}=\ddot{q}$. Then considering (2)-(4), we have

$$
\begin{equation*}
\dot{x}_{3}=-\frac{2 \ddot{r}}{r} x_{2}-\frac{3 \dot{r}}{r} x_{3}+\frac{1}{\tau r} u_{q}-\frac{1}{\tau r} u+\frac{1}{r}\left(\dot{w}_{q}-\frac{1}{\tau} d\right) \tag{7}
\end{equation*}
$$

We define the lumped disturbance as

$$
\begin{equation*}
\Delta=\dot{w}_{q}-\frac{1}{\tau} d \tag{8}
\end{equation*}
$$

Then, according to (7) and (8), we have

$$
\left\{\begin{array}{l}
\dot{x}_{1}=x_{2}  \tag{9}\\
\dot{x}_{2}=x_{3} \\
\dot{x}_{3}=-(2 \ddot{r} / r) x_{2}-(3 \dot{r} / r) x_{3}+(1 /(\tau r)) u_{q}-(1 /(\tau r)) u+(1 / r) \Delta
\end{array}\right.
$$



Figure 1. Follower-leader relative motion relationship.
The following assumptions should be satisfied:
Assumption 1. The states $q, \dot{q}, r, \dot{r}$ and $u_{q}$ are measurable.
Assumption 2 ([27]). The lumped disturbance $\Delta$ is bounded as $|\Delta| \leq \Delta_{\max }$, where $\Delta_{\max }$ is a positive constant.

Assumption 3. The velocities $V_{M}$ and $V_{T}$ are bounded as $\left|V_{M}\right| \leq V_{M}^{\max }$ and $\left|V_{T}\right| \leq V_{T}^{\max }$, respectively, where $V_{M}^{\max }$ and $V_{T}^{\max }$ are positive constants.

Assumption 4 ([27]). The time derivatives of target accelerations $w_{q}$ and $w_{r}$ defined in (3) are assumed to be bounded and satisfy $\left|\dot{w}_{q}\right| \leq w_{q}^{\max }$ and $\left|\dot{w}_{r}\right| \leq w_{r}^{\max }$, where $w_{q}^{\max }$ and $w_{r}^{\max }$ are positive constants.

Remark 1. As in the assumption, the proposed guidance law needs the seeker which can measure the distance to the target, such as the radar seeker.

Remark 2. In this paper, we only consider the terminal guidance cases, thus the engine thrust of the missile is zero. The derivative of missile velocity can be described as $\dot{V}_{M}=\frac{1}{2} C_{x}(\alpha, \beta, t) \ell V_{M}^{2} \frac{S_{M}}{m_{M}}+$ $a_{g}+\Delta_{f}$, where $C_{x}(\alpha, \beta, t)<0$ is the air resistance coefficient, $\ell$ is the air density, $S_{M}$ is the reference area, $m_{M}$ is the missile mass and $a_{g}$ is the component of the gravitational acceleration $g$ in velocity direction. $\Delta_{f}$ denotes the wind interference and other disturbance. Since $\left|\Delta_{f}\right| \ll g$ and $\left|a_{g}\right| \leq g$, we have $\dot{V}_{M} \leq \frac{1}{2} C_{x}(\alpha, \beta, t) \ell V_{M}^{2} \frac{S_{M}}{m_{M}}+2 g$. Then, we know that $\dot{V}_{M} \leq 0$ if
$V_{M} \geq 2 \sqrt{-g /\left(C_{x}(\alpha, \beta, t) \rho \frac{S_{M}}{m_{M}}\right)}$. Thus, the assumption that $V_{M}$ is bounded is reasonable. Moreover, according to the target characteristics, we can know that the target velocity $V_{T}$ is bounded, such as the velocity of ordinary cruise missile is bounded by $600 \mathrm{~m} / \mathrm{s}$ and the velocity of large ships is not more than $35 \mathrm{~m} / \mathrm{s}$. In all, the Assumption 3 is reasonable.

### 2.2. Design Objective and Motivation

As stated in the Introduction section, the design objective and motivation are:
(1) The first objective is to design the command of autopilot $u$ in such a way that the guidance errors $x_{1}=x_{2}=0$ are guaranteed in fixed-time under the disturbance $\Delta$. And, the convergence time is always bounded by a fixed constant. Compared with existing results, the fixed-time convergent guidance scheme with AC and ALC is achieved for the first time.
(2) The second objective is to avoid using the unmeasurable states to compensate the autopilot lag (such as the guidance law in [26] needs the derivative of missile's acceleration, the guidance law in [27] needs the second derivatives of the range along LOS and the LOS angle).
(3) The third objective is to not only guarantee the fixed-time convergence, but also to strictly guarantee the guidance error converges to zero rather than a neighborhood of zero such as in the existing fixed-time convergent guidance law in [32,33]. Thus, the proposed guidance law should avoid using the approximate method in [32,33].

### 2.3. Fundamental Facts

We consider the following dynamic system

$$
\begin{equation*}
\dot{\vec{y}}=\vec{F}(\vec{y}, \vec{D}) \tag{10}
\end{equation*}
$$

where $\vec{y} \in R^{n}$ is the system state vector and $\vec{D} \in R^{n}$ is the uncertain vector. Then, the definitions of conventional finite-time and fixed-time stability are reviewed as follows:

Definition 1 ([34] (Finite-time stability)). For the system (10), the finite-time stability of origin $\vec{y}(0)$ is achieved if $\forall t \geq T_{m}(\vec{y}(0)): \vec{y}=0$. The convergence time $T_{m}(\vec{y}(0))$ is finite.

Remark 3. From Definition 1, we know that the finite-time stability can achieve finite convergence time $T_{m}(\vec{y}(0))$. However, $T_{m}(\vec{y}(0))$ is generally an unbounded function with respect to initial system condition $\vec{y}(0)$. To eliminate the effect of initial system condition, the fixed-time stability is given as follows:

Definition 2 ([34] (Fixed-time stability)). For the system (10), the fixed-time stability can be guaranteed if $\forall t \geq T_{m}(\vec{y}(0)): \vec{y}=0, T_{m}(\vec{y}(0)) \leq T_{\max }$, where $T_{\max }$ is a constant and is independent of initial system condition $\vec{y}(0)$.

In this paper, for the state $\omega \in R$ and constant $\partial>0$, the function $\lceil\omega\rceil^{\partial}$ is defined as

$$
\begin{equation*}
\lceil\omega\rceil^{\partial}=|\omega|^{\partial} \operatorname{sign}(\omega) \tag{11}
\end{equation*}
$$

Before designing the fixed-time convergent guidance law, some useful lemmas are given below for convenience:

Lemma 1 ([35]). Consider an uncertain system:

$$
\left\{\begin{array}{l}
\dot{h}_{0}=-\bar{\lambda}_{1}\left(\left\lceil h_{0}\right\rceil^{1 / 2}+\bar{\psi}\left\lceil h_{0}\right\rceil^{3 / 2}\right)+h_{1}  \tag{12}\\
\dot{h}_{1}=-\bar{\lambda}_{2}\left(\frac{1}{2}\left\lceil h_{0}\right\rceil^{0}+2 \bar{\psi} h_{0}+\frac{3}{2} \bar{\psi}^{2}\left\lceil h_{0}\right\rceil^{2}\right)-d_{0}(t)
\end{array}\right.
$$

where $\bar{\psi}>0$ and $h_{j}(j=0,1)$ are the system states. The uncertainty $d_{0}(t)$ is bounded as $\left|d_{0}(t)\right| \leq \bar{d}$. If $\bar{\lambda}_{1}$ and $\bar{\lambda}_{2}$ satisfied $0<\bar{\lambda}_{1} \leq 2 \sqrt{\bar{d}}, \bar{\lambda}_{2}>\bar{\lambda}_{1}^{2} / 4+4 \bar{d}^{2} / \bar{\lambda}_{1}^{2}, \bar{\lambda}_{1}>2 \sqrt{\bar{d}}$ and $\bar{\lambda}_{2}>2 \bar{d}$. Then, for $\zeta_{h}=\overline{\vec{h}}^{T} \vec{H}_{h} \overline{\vec{h}}$, where $\overline{\vec{h}}=\left[\left\lceil h_{0}\right\rceil^{1 / 2}+\bar{\psi}\left\lceil h_{0}\right\rceil^{3 / 2}, h_{1}\right]^{T}$ and $\vec{H}_{h}$ is a positive definite matrix, we have

$$
\begin{equation*}
\dot{\zeta}_{h} \leq-\bar{\vartheta}_{1}\left(\vec{H}_{h}, \tau\right) \zeta_{h}^{\frac{1}{2}}-\bar{\vartheta}_{2}\left(\vec{H}_{h}, \tau\right) \bar{\psi}\left|h_{0}\right|^{\frac{1}{2}} \zeta_{h} \tag{13}
\end{equation*}
$$

where $\tau>0$ and $\bar{\vartheta}_{j}\left(H_{h}, \tau\right)>0 \quad(j=1,2)$. And, the fixed-time stability of states $h_{0}=0$ and $h_{1}=0$ can be guaranteed.

The proof of Lemma 1 can be referred to the Appendices A and B of [35].
Lemma 2 ([36]). Consider a certain system:

$$
\left\{\begin{array}{l}
\dot{x}_{1}=x_{2}  \tag{14}\\
\dot{x}_{2}=x_{3} \\
\vdots \\
\dot{x}_{n}=-\sum_{i=1}^{n} k_{i}\left(\left\lceil x_{i}\right\rceil^{\partial_{i}}+\left\lceil x_{i}\right\rceil+\left\lceil x_{i}\right\rceil^{\bar{\partial}_{i}}\right)
\end{array}\right.
$$

where $x_{i} \in R(i=1,2, \ldots, n)$ are the system states. The positive constants $k_{i}>0(i=1,2, \ldots, n)$ are selected to ensure that the $n$-order polynomials $h^{n}+\sum_{i=1}^{n-1} k_{i+1} h^{i}+k_{1}$ and $h^{n}+3 \sum_{i=1}^{n-1} k_{i+1} h^{i}+3 k_{1}$ are Hurwitz. The parameters $\partial_{i}$ and $\bar{\partial}_{i}(i=1,2, \ldots, n)$ are selected as $\partial_{n-j}=\partial /((j+1)-j \partial)$ and $\bar{\partial}_{n-j}=(2-\partial) /(j \partial-(j-1))(j=0,1, \ldots, n-1)$, where the parameter $\partial$ is selected in the interval $(\varepsilon, 1)$ with $\varepsilon \in((n-2) /(n-1), 1)$. Then for any initial condition $x_{i}(0) \in$ $R(i=1,2, \ldots, n)$, the fixed-time stability can be achieved, i.e.,

$$
\begin{gather*}
x_{i}=0, \text { if } t \geq t_{e}  \tag{15}\\
t_{x} \leq T_{x} \tag{16}
\end{gather*}
$$

where $T_{x}$ is a constant.
The proof of Lemma 2 can be referred to the proof of Theorem 1 in [36].
Lemma 3 ([30]). For any $\omega_{i} \geq 0(i=1, \ldots, n)$, the following conditions can be satisfied

$$
\begin{align*}
& \sum_{i=1}^{n} \omega_{i}^{\beta} \geq\left(\sum_{i=1}^{n} \omega_{i}\right)^{\beta}, \text { for } 0<\beta \leq 1  \tag{17}\\
& \sum_{i=1}^{n} \omega_{i}^{\beta} \geq n^{1-\beta}\left(\sum_{i=1}^{n} \omega_{i}\right)^{\beta}, \text { for } \beta \geq 1 \tag{18}
\end{align*}
$$

The proof of Lemma 3 can be referred to in [30].

## 3. Main Result

### 3.1. Fixed-Time Convergent State Observer

For the unmeasurable states $x_{3}$ and $\ddot{r}$, two fixed-time convergent observers are developed in this section. The fixed-time convergent state observer for $x_{3}$ is designed as

$$
\left\{\begin{array}{l}
\dot{h}_{11}=-\mu_{11}\left(\left\lceil\bar{h}_{11}\right\rceil^{1 / 2}+\mu_{12}\left\lceil\bar{h}_{11}\right\rceil^{3 / 2}\right)+h_{12}-2 \dot{r} x_{2}-u_{q}  \tag{19}\\
\dot{h}_{12}=-\mu_{13}\left(\frac{1}{2}\left[\bar{h}_{11}\right\rceil^{0}+2 \mu_{12} \bar{h}_{11}+\frac{3}{2} \mu_{12}^{2}\left\lceil\bar{h}_{11}\right\rceil^{2}\right) \\
\bar{h}_{11}=h_{11}-r x_{2}+\int_{0}^{t} \dot{r} x_{2} d v \\
\hat{x}_{3}=\left(-2 \dot{r} x_{2}-u_{q}+h_{12}\right) / r
\end{array}\right.
$$

The fixed-time convergent state observer for $\ddot{r}$ is designed as

$$
\left\{\begin{array}{l}
\dot{h}_{21}=-\mu_{21}\left(\left\lceil\bar{h}_{21}\right\rceil^{1 / 2}+\mu_{22}\left\lceil\bar{h}_{21}\right\rceil^{3 / 2}\right)+h_{22}+r \dot{q}^{2}-u_{r}  \tag{20}\\
\dot{h}_{22}=-\mu_{23}\left(\frac{1}{2}\left\lceil\bar{h}_{21}\right\rceil^{0}+2 \mu_{22} \bar{h}_{21}+\frac{3}{2} \mu_{22}^{2}\left[\bar{h}_{21}\right\rceil^{2}\right) \\
\bar{h}_{21}=h_{21}-\dot{r} \\
\hat{r}=r \dot{q}^{2}-u_{r}+h_{22}
\end{array}\right.
$$

In the observers (19) and (20), $\hat{x}_{3}$ and $\hat{\dot{r}}$ denote the estimations of the unmeasurable states $x_{3}$ and $\ddot{r}$, respectively. $h_{11}$ and $h_{21}$ are the auxiliary states. $h_{12}$ is the estimation of disturbance $w_{q} . h_{22}$ is the estimation of disturbance $w_{r}$. For $m=1,2, \mu_{m 2}>0, \mu_{m 1}$ and $\mu_{m 3}$ are in the following set:

$$
\begin{align*}
\Omega= & \left\{\left(\mu_{m 1}, \mu_{m 3}\right) \in R^{2} \mid 0<\mu_{m 1} \leq 2 \sqrt{D_{m}^{\max }}, \mu_{m 3}>\frac{\left(\mu_{m 1}\right)^{2}}{4}+\frac{4\left(D_{m}^{\max }\right)^{2}}{\left(\mu_{m 1}\right)^{2}}\right\} \cup  \tag{21}\\
& \left\{\left(\mu_{m 1}, \mu_{m 3}\right) \in R^{2} \mid \mu_{m 1}>2 \sqrt{D_{m}^{\max }}, \mu_{j 3}>2 D_{m}^{\max }\right\}
\end{align*}
$$

where $D_{1}^{\max }=w_{q}^{\max }$ and $D_{2}^{\max }=w_{r}^{\max }$. $w_{q}^{\max }$ and $w_{r}^{\max }$ have been defined in Assumption 4.
Then, the stability analysis of proposed observer is given by following Theorem 1:
Theorem 1. Taking system (9) into consideration, the fixed-time convergent state observers are constructed as (19) and (20). Define the state estimation errors as $\bar{x}_{3}=x_{3}-\hat{x}_{3}$ and $\bar{r}=\ddot{r}-\hat{\dot{r}}$, then state estimation errors can converge to zero in fixed time for any initial condition $x_{i}(0) \in R(i=1,2,3)$ and $r(0) \in R$.

The proof of Theorem 1 is provided in Appendix A.

### 3.2. Fixed-Time Convergent Guidance Law

By using the estimation value $\hat{x}_{3}$ given in fixed-time convergent state observer (19), an integral sliding-mode surface is developed as:

$$
\begin{equation*}
s=\hat{x}_{3}+\int_{0}^{t}\left(\sum_{i=1}^{2} c_{i}\left(\left\lceil x_{i}\right\rceil^{\lambda_{i}}+\left\lceil x_{i}\right\rceil+\left\lceil x_{i}\right\rceil^{\bar{\lambda}_{i}}\right)+c_{3}\left(\left\lceil\hat{x}_{3}\right\rceil^{\lambda_{3}}+\left\lceil\hat{x}_{3}\right\rceil+\left\lceil\hat{x}_{3}\right\rceil^{\bar{\lambda}_{3}}\right)\right) d v \tag{22}
\end{equation*}
$$

where the positive constants $c_{i}(i=1,2,3)$ are selected to ensure that the $n$-order polynomials $h^{3}+\sum_{i=1}^{2} c_{i+1} h^{i}+c_{1}$ and $h^{3}+3 \sum_{i=1}^{2} c_{i+1} h^{i}+3 c_{1}$ are Hurwitz. The parameters $\lambda_{i}$ and $\bar{\lambda}_{i}(i=1,2,3)$ are selected as $\lambda_{3-j}=\lambda_{0} /\left((j+1)-j \lambda_{0}\right)$ and $\bar{\lambda}_{3-j}=\left(2-\lambda_{0}\right) /\left(j \lambda_{0}-(j-1)\right)$ $(j=0,1, \ldots, 2)$, where the parameter $\lambda_{0}$ is selected in the interval $(\sigma, 1)$ with $\sigma \in(1 / 2,1)$.

Based on the sliding-mode surface $s$ designed in (22) and the estimation values $\hat{x}_{3}$ and $\hat{r}$ given by fixed-time convergent state observer (19), the fixed-time convergent guidance law is designed as

$$
\begin{align*}
u= & (\tau r)\left(-(2 \hat{\tilde{r}} / r) x_{2}-(3 \dot{r} / r) \hat{x}_{3}+(1 /(\tau r)) u_{q}\right)+ \\
& (\tau r)\left(\eta\left(\lceil s\rceil^{\rho}+\lceil s\rceil^{2-\rho}\right)+(1 / r) \Delta_{\max }\lceil s\rceil^{0}\right)+ \\
& (\tau r)\left(\left(\sum_{i=1}^{2} c_{i}\left(\left\lceil x_{i}\right\rceil^{\lambda_{i}}+\left\lceil x_{i}\right\rceil+\left\lceil x_{i}\right\rceil^{\bar{\lambda}_{i}}\right)\right)\right)+  \tag{23}\\
& (\tau r) c_{3}\left(\left\lceil\hat{x}_{3}\right\rceil^{\lambda_{3}}+\left\lceil\hat{x}_{3}\right\rceil+\left\lceil\hat{x}_{3}\right\rceil^{\bar{\lambda}_{3}}\right)
\end{align*}
$$

where $\Delta_{\max }$ has been defined in Assumption 2. $\rho$ and $\eta$ are positive constants and $\rho$ satisfies $0<\rho<1$.

Calculating the time derivative of $s$, we have

$$
\begin{equation*}
\dot{s}=\dot{\hat{x}}_{3}+\sum_{i=1}^{2} c_{i}\left(\left\lceil x_{i}\right\rceil^{\lambda_{i}}+\left\lceil x_{i}\right\rceil+\left\lceil x_{i}\right\rceil^{\bar{\lambda}_{i}}\right)+c_{3}\left(\left\lceil\hat{x}_{3}\right\rceil^{\lambda_{3}}+\left\lceil\hat{x}_{3}\right\rceil+\left\lceil\hat{x}_{3}\right\rceil^{\bar{\lambda}_{3}}\right) \tag{24}
\end{equation*}
$$

Consider the state estimation error $\bar{x}_{3}=x_{3}-\hat{x}_{3}$ defined in Theorem 1, then we have

$$
\begin{align*}
\dot{s}= & \dot{x}_{3}-\dot{\bar{x}}_{3}+ \\
& \sum_{i=1}^{2} c_{i}\left(\left\lceil x_{i}\right\rceil^{\lambda_{i}}+\left\lceil x_{i}\right\rceil+\left\lceil x_{i}\right\rceil^{\bar{\lambda}_{i}}\right)+c_{3}\left(\left\lceil\hat{x}_{3}\right\rceil^{\lambda_{3}}+\left\lceil\hat{x}_{3}\right\rceil+\left\lceil\hat{x}_{3}\right\rceil^{\bar{\lambda}_{3}}\right) \tag{25}
\end{align*}
$$

Substituting the expressions of $\dot{x}_{3}$ in (9) into (25) gives

$$
\begin{align*}
\dot{s}= & -(2 \ddot{r} / r) x_{2}-(3 \dot{r} / r) x_{3}+(1 /(\tau r)) u_{q}- \\
& (1 /(\tau r)) u+(1 / r) \Delta-\dot{\bar{x}}_{3}+ \\
& \left(\sum_{i=1}^{2} c_{i}\left(\left\lceil x_{i}\right\rceil^{\lambda_{i}}+\left\lceil x_{i}\right\rceil+\left\lceil x_{i}\right\rceil^{\bar{\lambda}_{i}}\right)\right)+  \tag{26}\\
& c_{3}\left(\left\lceil\hat{x}_{3}\right\rceil^{\lambda_{3}}+\left\lceil\hat{x}_{3}\right\rceil+\left\lceil\hat{x}_{3}\right\rceil^{\bar{\lambda}_{3}}\right)
\end{align*}
$$

Substituting the proposed guidance law (23) into (26) and considering $\overline{\tilde{r}}=\ddot{r}-\hat{\dot{r}}$ yield

$$
\begin{align*}
\dot{s}= & -(2 \bar{r} / r) x_{2}-(3 \dot{r} / r) \bar{x}_{3}-(1 / r)\left(\Delta_{\max }\lceil s\rceil^{0}-\Delta\right)- \\
& \eta\left(\lceil s\rceil^{\rho}+\lceil s\rceil^{2-\rho}\right)-\dot{\bar{x}}_{3} \tag{27}
\end{align*}
$$

Substituting the proposed guidance law (23) into the expression of $\dot{x}_{3}$ in (9) yields

$$
\begin{align*}
\dot{x}_{3}= & -(2 \bar{r} / r) x_{2}-(3 \dot{r} / r) \bar{x}_{3}-\eta\left(\lceil s\rceil^{\rho}+\lceil s\rceil^{2-\rho}\right)- \\
& (1 / r)\left(\Delta_{\max }\lceil s\rceil^{0}-\Delta\right)-\left(\sum_{i=1}^{2} c_{i}\left(\left\lceil x_{i}\right\rceil^{\lambda_{i}}+\left\lceil x_{i}\right\rceil+\left\lceil x_{i}\right\rceil^{\bar{\lambda}_{i}}\right)\right)-  \tag{28}\\
& c_{3}\left(\left\lceil\hat{x}_{3}\right\rceil^{\lambda_{3}}+\left\lceil\hat{x}_{3}\right\rceil+\left\lceil\hat{x}_{3}\right\rceil^{\lambda_{3}}\right)
\end{align*}
$$

Then, stability analysis of the proposed guidance law is given by following Theorem 2:
Theorem 2. Considering the system (9) adopts the fixed-time convergent guidance law (23), then $s=0$ can be guaranteed in fixed time. And the system states $x_{i}(i=1,2,3)$ can converge to zero in a fixed time for any initial condition $x_{i}(0) \in R(i=1,2,3)$ and $r(0) \in R$.

The proof of Theorem 2 is provided in Appendix B.

Remark 4. By using the bi-limit homogeneous technique to construct the integral sliding-mode surface (22), the derivative of sliding-mode surface (24) does not contain any singular term. Then, the guidance law (23) does not contain any singular term. Thus, the singular problem can be eliminated without using the commonly-used approximate method in recent fixed-time convergent guidance schemes [32,33].

Remark 5. For the state observers (19) and (20), the fixed convergence times $T_{h 1}$ and $T_{h 2}$ of estimation errors are determined by the parameters $\mu_{11}, \mu_{13}, \mu_{21}$ and $\mu_{23}$. And the corresponding relations between $T_{h i}(i=1,2)$ and $\mu_{i j}(i=1,2 ; j=1,3)$ can be found in Section IV of [35]. The parameters $\eta$ and $\rho$ determine the convergence time of sliding-mode surface, the corresponding relations between the convergence time of sliding-mode surface and parameters $\eta$ and $\rho$ can be found in (A61). For the bi-limit homogeneous technique, it is difficult to provide a clear relation expression between the parameters $c_{i}(i=1,2,3), \lambda_{i}(i=1,2,3), \bar{\lambda}_{i}(i=1,2,3)$ and convergence times on the sliding-mode surface at present. Fortunately, in engineering, by using the trial-and-error method, we can obtain the relationship between the parameters and convergence times on the sliding-mode surface. And, since the fixed convergence time is not affected by the initial system conditions, the relationship is always true in different cases.

Remark 6. From the Theorem 2, we can know that the proposed guidance law is the fixed-time convergent and considers AC and ALC. Compared with existing fixed-time-convergent guidance laws, this is the fist time that the AC and ALC are simultaneously considered. From the expression of the proposed guidance law given in (26), we can know that the proposed scheme does not need the unmeasurable states in [26,27]. Moreover, from (41), we can know that the proposed guidance law does not contain any singular term and does not need to use the approximate method in [32,33].

## 4. Simulation Results

The initial range along LOS is $r(0)=3000 \mathrm{~m}$. The initial LOS angle is $q(0)=5^{\circ}$. The initial missile velocity and flight-path angle are $V_{M}(0)=800 \mathrm{~m} / \mathrm{s}$ and $\theta_{M}(0)=5^{\circ}$, respectively. The initial target velocity and flight-path angle are $V_{T}(0)=350 \mathrm{~m} / \mathrm{s}$ and $\theta_{t}(0)=15^{\circ}$, respectively. The gravitational acceleration is $g=9.8 \mathrm{~m} / \mathrm{s}^{2}$. The autopilot constant is selected as $\tau=0.5$. The missile and target velocities are time-varying and defined as $\dot{V}_{M}=-9+3 \sin (t)$ and $\dot{V}_{T}=-8+2 \cos (t)$, respectively. In addition, the missile acceleration command is bounded by $500 \mathrm{~m} / \mathrm{s}^{2}$. The target acceleration is chosen as $a_{T}=20+20 \sin (t) \mathrm{m} / \mathrm{s}^{2}$. The uncertainty of autopilot is chosen as $d=30+30 \sin (t) \mathrm{m} / \mathrm{s}^{2}$.

For the comparison, the following four guidance laws are considered in this section:
(1) Finite-time guidance law with AC (FGLA): if we only consider the angle constraint and do not consider the autopilot lag, according to [27], the FGLA can be designed as

$$
\begin{gather*}
u=-\frac{2 \dot{r}}{r} x_{2}+r \sum_{i=1}^{2} k_{1 i}\left\lceil x_{i}\right\rceil^{\alpha_{1 i}}+\eta_{1} \operatorname{sign}\left(s_{1}\right)  \tag{29}\\
s_{1}=x_{2}+\int_{0}^{t} \sum_{i=1}^{2} k_{1 i}\left\lceil x_{i}\right\rceil^{\alpha_{1 i}} d v \tag{30}
\end{gather*}
$$

where the guidance parameters are selected as $k_{11}=2, k_{12}=3, \alpha_{11}=6 / 11, \alpha_{12}=2 / 3$ and $\eta_{1}=150$.
(2) Finite-time guidance law with AC and ALC (FGLAA): if we consider both the angle constraint and the autopilot lag, according to [27], the FGLAA can be designed as

$$
\begin{equation*}
u=-2 \tau \ddot{r} x_{2}-3 \tau \dot{\tau} x_{3}+u_{q}+\tau r \sum_{i=1}^{3} k_{2 i}\left\lceil x_{i}\right\rceil^{\alpha_{2 i}}+\tau \eta_{2} \operatorname{sign}\left(s_{2}\right)+\hat{d} \tag{31}
\end{equation*}
$$

$$
\begin{gather*}
s_{2}=x_{3}-x_{3}(0)+\int_{0}^{t} \sum_{i=1}^{3} k_{2 i}\left\lceil x_{i}\right\rceil^{\alpha_{2 i}} d v  \tag{32}\\
\left\{\begin{array}{l}
\dot{z}=-(2 \ddot{r} / r) x_{2}-(3 \dot{r} / r) x_{3}+(1 /(\tau r)) u_{q}-(1 /(\tau r)) u+(1 / r) \hat{d} \\
\hat{d}=\chi_{2}\left(x_{3}-z\right)
\end{array}\right. \tag{33}
\end{gather*}
$$

where the guidance parameters are selected as $k_{21}=0.4, k_{22}=1, k_{23}=1, \alpha_{21}=3.5 / 11$, $\alpha_{22}=1 / 2, \alpha_{23}=4 / 5, \eta_{2}=150$. The parameter of observer (33) is chosen as $\chi_{2}=2000$.
(3) Proposed fixed-time convergent guidance law with AC and ALC using full states feedback (proposed FGLAA (full state)): if we assume that the states $x_{3}$ and $\ddot{r}$ can be measured, the proposed guidance law (23) can be revised by using the real states $x_{3}$ and $\ddot{r}$ to replace the estimate states $\hat{x}_{3}$ and $\hat{\gamma}$ in (23) as

$$
\begin{align*}
u= & (\tau r)\left(-(2 \ddot{r} / r) x_{2}-(3 \dot{r} / r) x_{3}+(1 /(\tau r)) u_{q}\right)+ \\
& (\tau r)\left(\eta\left(\lceil s\rceil^{\rho}+\lceil s\rceil^{2-\rho}\right)+(1 / r) \Delta_{\max }\lceil s\rceil^{0}\right)  \tag{34}\\
& (\tau r)\left(\sum_{i=1}^{3} c_{i}\left(\left\lceil x_{i}\right\rceil^{\lambda_{i}}+\left\lceil x_{i}\right\rceil+\left\lceil x_{i}\right\rceil^{\bar{\lambda}_{i}}\right)\right)
\end{align*}
$$

where the guidance parameters are selected as $c_{1}=1, c_{2}=1.65, c_{3}=1, \lambda_{0}=0.85, \eta=0.6$, $\rho=0.7$ and $\Delta_{\max }=130$.
(4) Proposed fixed-time convergent guidance law with AC and ALC using partial states feedback (proposed FGLAA (partial state)): if we consider the states $x_{3}$ and $\ddot{r}$ are unmeasurable, the proposed FGLAA (full state) is given in (23). The guidance parameters are selected as $c_{1}=1, c_{2}=1.65, c_{3}=1, \lambda_{0}=0.85, \eta=0.6, \rho=0.7$ and $\Delta_{\max }=130$. The parameters of observers are chosen as $\mu_{11}=18, \mu_{12}=3, \mu_{13}=120, \mu_{21}=8, \mu_{22}=20$ and $\mu_{23}=20$.

Note: to briefly state the simulation result, in the following simulation Figures, FGLA, FGLAA, proposed FGLAA (full state) and proposed FGLAA (partial state) denote the finite-time guidance law with angle constraint (29), the finite-time guidance law with angle constraint and autopilot lag (31), the proposed fixed-time convergent guidance law with angle constraint and autopilot lag using full states feedback (34) and the proposed fixedtime convergent guidance law with angle constraint and autopilot lag using partial states feedback (23), respectively.

We consider the following two kinds of initial system conditions which are chosen from the small value to the large value:

Case 1 (small initial system conditions): in this case, the desired LOS angle is chosen as $q_{d}=10^{\circ}$. Thus, the initial LOS angle error is $x_{1}(0)=-5^{\circ}$. Figures 2a-f show the simulation results for Case 1. The miss distances are given in Table 1. From Figure 2a,b, for the missile with FGLA, LOS angle error $x_{1}$ and LOS angle rate $\dot{q}$ not only cannot converge to zero, but also are oscillatory with a large amplitude. Meanwhile, under the FGLAA, the proposed FGLAA (full state) or the proposed FGLAA (partial state), the LOS angle error $x_{1}$ and LOS angle rate $\dot{q}$ all can achieve a similar fast convergence rate and high convergence precision. As mentioned before, the reason is that the FGLA does not consider the bad influence of autopilot lag, and the autopilot lag can greatly degrade the performance of FGLA. Table 1 also shows that FGLA only can guarantee the final miss distance is 7.67 m without considering the autopilot lag, which implies that the FGLA cannot accomplish the interception mission. From Figure 2a,b, compared with the other guidance laws with full states feedback, we also know that the proposed FGLAA (partial state) can achieve a similar excellent guidance performance even with partial states feedback. From Figure 2e,f, we know that the proposed fixed-time convergent state observers can guarantee the state estimation errors $\bar{x}_{3}$ and $\bar{r}$ converge to zero.

Table 1. Miss distance in Case 1 and Case 2.

| Guidance Method | Case 1 (m) | Case 2 (m) |
| :--- | :--- | :--- |
| FGLA | 7.67 | 12.54 |
| FGLAA | $7.35 \times 10^{-4}$ | 2.55 |
| proposed FGLAA (full state) | $6.34 \times 10^{-4}$ | $8.95 \times 10^{-4}$ |
| proposed FGLAA (partial state) | $5.73 \times 10^{-3}$ | $9.56 \times 10^{-3}$ |



Figure 2. Responses in Case 1 (small initial system conditions).
Case 2 (large initial system conditions): compared with Case 1, the desired LOS angle is increased to $q_{d}=30^{\circ}$. Then, the initial LOS angle error is $x_{1}(0)=-25^{\circ}$. Thus, the initial system state $x_{1}(0)$ in Case 2 is much larger than that in Case 1 (five times as much as in Case 1). Figures 3a-f show the simulation results for Case 2. The miss distances are given in Table 1. Figures $3 \mathrm{a}, \mathrm{b}$ show that the convergence performance of FGLAA is greatly affected by the increase of initial system state. As stated in the Introduction section, this is because the FGLAA is finite-time stable, and the convergence time of

FGLAA is dependent on the initial system conditions. And, like the results in Case 1, Figures 3a,b show that the proposed FGLAA (full state) and FGLAA (partial state) still can achieve a fast convergence rate. Moreover, only using partial states to obtain feedback, the performance of proposed FGLAA (partial state) is very similar to that of FGLAA (full state). Figures $3 \mathrm{e}, \mathrm{f}$ show that the proposed fixed-time convergent state observers can guarantee the estimation errors converge to zero with a similar fast convergence rate like Case 1. From Table 1, compared with the results of Case 1, it can be observed that the final miss distance of FGLAA is increase to 2.55 m , and the miss distance of the proposed guidance methods are still less than 0.01 m .


Figure 3. Responses in Case 2 (large initial system conditions).
For convenience, the convergence performance of FGLAA, proposed FGLAA (full state) and FGLAA (partial state) in the above two cases are plotted in Figure 4. Figure 4 shows that the convergence rate of FGLAA is lowed greatly with the increase of initial system state. And the proposed FGLAA (full state) and FGLAA (partial state) are not affected by the different initial system conditions. The proposed guidance methods can
guarantee the LOS angle error $x_{1}$ and LOS angle rate $\dot{q}$ converge to zero in 4 s for the two cases. In addition, only using partial states, the proposed FGLAA (partial state) can achieve a very similar convergence performance like FGLAA (full state).


Figure 4. Comparison of results in the two cases.

## 5. Conclusions

In this paper, a novel fixed-time convergent guidance law with AC and ALC was proposed based on a fixed-time state observer and the bi-limit homogeneous technique. The main contributions presented here are as follows: (1) considering AC and ALC, the fixed-time stability of a guidance system is achieved for the first time. (2) Without using the unmeasurable second derivative of the range along LOS and second derivative of LOS angle, the proposed guidance law can still guarantee the fixed-time stability of the guidance system. Finally, mathematical simulation results demonstrated the theoretical analysis of the proposed guidance law. In this paper, we considered the autopilot lag as a one-order subsystem, and the high-order dynamics were considered as uncertainties. In future work, we will consider more complex case which the autopilot lag is a high-order subsystem. By considering these high-order dynamics, we can achieve better transient performance. The controller discretization is important for the actual guidance system. In the future, we will discretize the guidance law of this paper and prove the fixed-time stability of the new guidance law. Moreover, the result was not illustrated by experiments; in later research, with the improvement of our experimental conditions, we will also carry out an experimental method, and compare the theoretical results with the experimental results.
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## Appendix A. Proof of Theorem 1

Define four auxiliary estimation errors $\bar{h}_{m p}(m=1,2 ; p=1,2)$ as

$$
\begin{gather*}
\left\{\begin{array}{l}
\bar{h}_{11}=h_{11}-r x_{2}+\int_{0}^{t} \dot{r} x_{2} d v \\
\bar{h}_{12}=h_{12}-w_{q}
\end{array}\right.  \tag{A1}\\
\left\{\begin{array}{l}
\bar{h}_{21}=h_{21}-\dot{r} \\
\bar{h}_{22}=h_{22}-w_{r}
\end{array}\right. \tag{A2}
\end{gather*}
$$

Differentiating the auxiliary estimation error $\bar{h}_{m p}(m=1,2 ; p=1,2)$ gives

$$
\begin{align*}
& \left\{\begin{array}{l}
\dot{\bar{h}}_{11}=\dot{h}_{11}-r \dot{x}_{2} \\
\dot{\bar{h}}_{12}=\dot{h}_{12}-\dot{w}_{q}
\end{array}\right.  \tag{A3}\\
& \left\{\begin{array}{l}
\dot{\bar{h}}_{21}=\dot{h}_{21}-\ddot{r} \\
\dot{\bar{h}}_{22}=\dot{h}_{22}-\dot{w}_{r}
\end{array}\right. \tag{A4}
\end{align*}
$$

Substituting the expressions of $\dot{h}_{m p}$ ( $m=1,2 ; p=1,2$ ) in (19) and (20) into (A3), we have

$$
\begin{gather*}
\left\{\begin{array}{l}
\dot{\bar{h}}_{11}=-\mu_{11}\left(\left\lceil\bar{h}_{11}\right\rceil^{1 / 2}+\mu_{12}\left\lceil\bar{h}_{11}\right\rceil^{3 / 2}\right)+h_{12}-2 \dot{r} x_{2}-u_{q}-r \dot{x}_{2} \\
\dot{\bar{h}}_{12}=-\mu_{13}\left(\frac{1}{2}\left[\bar{h}_{11}\right\rceil^{0}+2 \mu_{12} \bar{h}_{11}+\frac{3}{2} \mu_{12}^{2}\left\lceil\bar{h}_{11}\right\rceil^{2}\right)-\dot{w}_{q}
\end{array}\right.  \tag{A5}\\
\left\{\begin{array}{l}
\dot{\bar{h}}_{21}=-\mu_{21}\left(\left\lceil\bar{h}_{21}\right\rceil^{1 / 2}+\mu_{22}\left\lceil\bar{h}_{21}\right\rceil^{3 / 2}\right)+h_{22}+r \dot{q}^{2}-u_{r}-\ddot{r} \\
\dot{\bar{h}}_{22}=-\mu_{23}\left(\frac{1}{2}\left[\bar{h}_{21}\right\rceil^{0}+2 \mu_{22} \bar{h}_{21}+\frac{3}{2} \mu_{22}^{2}\left\lceil\bar{h}_{21}\right\rceil^{2}\right)-\dot{w}_{r}
\end{array}\right. \tag{A6}
\end{gather*}
$$

Substituting the expression of $\dot{x}_{2}$ in (6) into (A5) and the expression of $\ddot{r}$ in (2) into (A6) give

$$
\begin{gather*}
\left\{\begin{array}{c}
\dot{\bar{h}}_{11}=-\mu_{11}\left(\left[\bar{h}_{11}\right]^{1 / 2}+\mu_{12}\left[\bar{h}_{11}\right]^{3 / 2}\right)+h_{12}-2 \dot{r} x_{2}- \\
u_{q}-\left(-2 \dot{2} x_{2}-u_{q}+w_{q}\right) \\
\dot{\bar{h}}_{12}=
\end{array}-\mu_{13}\left(\frac{1}{2}\left[\bar{h}_{11}\right]^{0}+2 \mu_{12} \bar{h}_{11}+\frac{3}{2} \mu_{12}^{2}\left[\bar{h}_{11}\right]^{2}\right)-\dot{w}_{q}\right.
\end{gather*}\left\{\begin{array}{c}
\begin{array}{c}
\dot{\bar{h}}_{21}= \\
\mu_{21}\left(\left[\bar{h}_{21}\right]^{1 / 2}+\mu_{22}\left[\bar{h}_{21}\right]^{3 / 2}\right)+h_{22}+r \dot{q}^{2}- \\
u_{r}-\left(r \dot{q}^{2}-u_{r}+w_{r}\right) \\
\dot{\bar{h}}_{22}=
\end{array} \mu_{23}\left(\frac{1}{2}\left[\bar{h}_{21}\right]^{0}+2 \mu_{22} \bar{h}_{21}+\frac{3}{2} \mu_{22}^{2}\left[\bar{h}_{21}\right]^{2}\right)-\dot{w}_{r} \tag{A7}
\end{array}\right.
$$

Then, we obtain

$$
\begin{align*}
& \left\{\begin{array}{l}
\dot{\bar{h}}_{11}=-\mu_{11}\left(\left\lceil\bar{h}_{11}\right\rceil^{1 / 2}+\mu_{12}\left\lceil\bar{h}_{11}\right\rceil^{3 / 2}\right)+h_{12}-w_{q} \\
\dot{\bar{h}}_{12}=-\mu_{13}\left(\frac{1}{2}\left\lceil\bar{h}_{11}\right\rceil^{0}+2 \mu_{12} \bar{h}_{11}+\frac{3}{2} \mu_{12}^{2}\left\lceil\bar{h}_{11}\right\rceil^{2}\right)-\dot{w}_{q}
\end{array}\right.  \tag{A9}\\
& \left\{\begin{array}{l}
\dot{\bar{h}}_{21}=-\mu_{21}\left(\left\lceil\bar{h}_{21}\right\rceil^{1 / 2}+\mu_{22}\left\lceil\bar{h}_{21}\right\rceil^{3 / 2}\right)+h_{22}-w_{r} \\
\dot{\bar{h}}_{22}=-\mu_{23}\left(\frac{1}{2}\left\lceil\bar{h}_{21}\right\rceil^{0}+2 \mu_{22} \bar{h}_{21}+\frac{3}{2} \mu_{22}^{2}\left\lceil\bar{h}_{21}\right\rceil^{2}\right)-\dot{w}_{r}
\end{array}\right. \tag{A10}
\end{align*}
$$

Combining $\bar{h}_{12}=h_{12}-w_{q}$ defined in (A1) and $\bar{h}_{22}=h_{22}-w_{r}$ defined in (A2), then (A9) and (A10) can be rewritten as

$$
\begin{align*}
& \left\{\begin{array}{l}
\dot{\bar{h}}_{11}=-\mu_{11}\left(\left\lceil\bar{h}_{11}\right\rceil^{1 / 2}+\mu_{12}\left\lceil\bar{h}_{11}\right\rceil^{3 / 2}\right)+\bar{h}_{12} \\
\dot{\bar{h}}_{12}=-\mu_{13}\left(\frac{1}{2}\left\lceil\bar{h}_{11}\right\rceil^{0}+2 \mu_{12} \bar{h}_{11}+\frac{3}{2} \mu_{12}^{2}\left\lceil\bar{h}_{11}\right\rceil^{2}\right)-\dot{w}_{q}
\end{array}\right.  \tag{A11}\\
& \left\{\begin{array}{l}
\dot{\bar{h}}_{21}=-\mu_{21}\left(\left\lceil\bar{h}_{21}\right\rceil^{1 / 2}+\mu_{22}\left\lceil\bar{h}_{21}\right\rceil^{3 / 2}\right)+\bar{h}_{22} \\
\dot{\bar{h}}_{22}=-\mu_{23}\left(\frac{1}{2}\left\lceil\bar{h}_{21}\right\rceil^{0}+2 \mu_{22} \bar{h}_{21}+\frac{3}{2} \mu_{22}^{2}\left\lceil\bar{h}_{21}\right\rceil^{2}\right)-\dot{w}_{r}
\end{array}\right. \tag{A12}
\end{align*}
$$

According to Lemma 1, for $m=1,2$, if $\mu_{m 2}>0, \mu_{m 1}$ and $\mu_{m 3}$ are chosen in set (21) and Assumption 4 is valid, then the estimation errors $\bar{h}_{m 1}(m=1,2)$ are bounded from the initial time and will converge to zero in fixed time:

$$
\begin{align*}
& \bar{h}_{12}=h_{12}-w_{q}=0, \text { if } t>T_{h 1}  \tag{A13}\\
& \bar{h}_{22}=h_{22}-w_{r}=0, \text { if } t>T_{h 2} \tag{A14}
\end{align*}
$$

where $T_{h p}(p=1,2)$ are positive constants and are not affected by the initial system conditions.
Substituting the expressions of $\hat{x}_{3}$ in (19), $\dot{x}_{2}$ in (6), $\hat{\dot{r}}$ in (20) and $\ddot{r}$ in (2) into the state estimation error $\bar{x}_{3}=x_{3}-\hat{x}_{3}$ and $\bar{r}=\ddot{r}-\hat{r}$ yields

$$
\begin{gather*}
\bar{x}_{3}=\left(-2 \dot{r} x_{2}-u_{q}+w_{q}\right) / r-\left(\left(-2 \dot{r} x_{2}-u_{q}+h_{12}\right) / r\right)=-\bar{h}_{12} / r  \tag{A15}\\
\bar{r}=\left(r \dot{q}^{2}-u_{r}+w_{r}\right)-\left(r \dot{q}^{2}-u_{r}+h_{22}\right)=-\bar{h}_{22} \tag{A16}
\end{gather*}
$$

Then, combining (A13)-(A16), we have

$$
\begin{gather*}
\bar{x}_{3}=0, \text { if } t \geq T_{h 1}  \tag{A17}\\
\bar{r}=0, \text { if } t \geq T_{h 2} \tag{A18}
\end{gather*}
$$

The proof is finished.

## Appendix B. Proof of Theorem 2

Construct a Lyapunov function $V_{1}$ as

$$
\begin{equation*}
V_{1}=\frac{1}{2} s^{2} \tag{A19}
\end{equation*}
$$

Calculating the time derivative of $V_{1}$ and considering (27) yield

$$
\begin{align*}
\dot{V}_{1}= & s \dot{s} \\
= & s\left(-(2 \bar{r} / r) x_{2}-(3 \dot{r} / r) \bar{x}_{3}-(1 / r)\left(\Delta_{\max }\lceil s\rceil^{0}-\Delta\right)\right)-  \tag{A20}\\
& s\left(\eta\left(\lceil s\rceil^{\rho}+\lceil s\rceil^{2-\rho}\right)+\dot{\bar{x}}_{3}\right)
\end{align*}
$$

Considering $|\Delta| \leq \Delta_{\max }$ gives

$$
\begin{equation*}
\dot{V}_{1} \leq s\left(-(2 \bar{r} / r) x_{2}-(3 \dot{r} / r) \bar{x}_{3}-\eta\left(\lceil s\rceil^{\rho}+\lceil s\rceil^{2-\rho}\right)-\dot{\bar{x}}_{3}\right) \tag{A21}
\end{equation*}
$$

Although Theorem 1 has proved that the state estimation errors $\bar{r}$ and $\bar{x}_{3}$ can converge to zero in fixed time (Thus, $\dot{\tilde{x}}_{3}$ also will converge to zero in fixed time), it can be seen from (A21) that $V_{1}$ may be affected during the convergence process of estimation errors $\bar{\gamma}, \bar{x}_{3}$ and $\dot{\bar{x}}_{3}$. Thus, the system states $x_{i}(i=1,2,3)$ also may be affected during the convergence process.

To consider the convergence dynamic of state observer, the proof will consist two main steps: In the first main step 1 (There are four sub steps: Step 1-1 to Step 1-4), we will prove that sliding-mode surface $s$ and the system states $x_{i}(i=1,2,3)$ are bounded before estimation errors $\bar{\gamma}, \bar{x}_{3}$ and $\dot{\bar{x}}_{3}$ converge to zero. In the step 2 , we will prove that the sliding-mode surface $s$ and the system states $x_{i}(i=1,2,3)$ will converge to zero in fixed time after estimation errors $\bar{r}, \bar{x}_{3}$ and $\dot{\bar{x}}_{3}$ converge to zero.

Step 1-1 (It will be proved that estimation error $\bar{h}_{11}$ and $\bar{h}_{21}$ are always bounded): We define two Lyapunov function $V_{h 1}$ and $V_{h 2}$ as

$$
\begin{align*}
& V_{h 1}=\vec{h}_{1}^{T} \vec{P}_{h 1} \vec{h}_{1}  \tag{A22}\\
& V_{h 2}=\vec{h}_{2}^{T} \vec{P}_{h 2} \vec{h}_{2} \tag{A23}
\end{align*}
$$

where $\vec{h}_{1}=\left[\left\lceil\bar{h}_{11}\right\rceil^{1 / 2}+\mu_{12}\left\lceil\bar{h}_{11}\right\rceil^{3 / 2}, \bar{h}_{11}\right]^{T}$ and $\vec{h}_{2}=\left[\left\lceil\bar{h}_{21}\right\rceil^{1 / 2}+\mu_{22}\left\lceil\bar{h}_{21}\right\rceil^{3 / 2}, \bar{h}_{21}\right]^{T}, \vec{P}_{h 1}$ and $\vec{P}_{h 2}$ are positive definite matrixes. According to Lemma 1, if Assumption 3 is valid, for some $\varepsilon_{h 1}>0$ and $\varepsilon_{h 2}>0, \dot{V}_{h 1}$ and $\dot{V}_{h 2}$ satisfy the following inequalities

$$
\begin{align*}
& \dot{V}_{h 1} \leq-\kappa_{h 11}\left(\vec{P}_{h 1}, \varepsilon_{h 1}\right) V_{h 1}^{\frac{1}{2}}-\kappa_{h 12}\left(\vec{P}_{h 1}, \varepsilon_{h 1}\right) \mu_{12}\left|\bar{h}_{11}\right|^{\frac{1}{2}} V_{h 1}  \tag{A24}\\
& \dot{V}_{h 2} \leq-\kappa_{h 21}\left(\vec{P}_{h 2}, \varepsilon_{h 2}\right) V_{h 2}^{\frac{1}{2}}-\kappa_{h 22}\left(\vec{P}_{h 2}, \varepsilon_{h 2}\right) \mu_{22}\left|\bar{h}_{21}\right|^{\frac{1}{2}} V_{h 2} \tag{A25}
\end{align*}
$$

where $\kappa_{h 11}\left(\vec{P}_{h 1}, \varepsilon_{h 1}\right), \kappa_{h 12}\left(\vec{P}_{h 1}, \varepsilon_{h 1}\right), \kappa_{h 21}\left(\vec{P}_{h 2}, \varepsilon_{h 2}\right)$ and $\kappa_{h 22}\left(\vec{P}_{h 2}, \varepsilon_{h 2}\right)$ are positive scalars. From (A24) and (A25), we know that the estimation error $\bar{h}_{11}$ and $\bar{h}_{21}$ are always bounded:

$$
\begin{equation*}
\left|\bar{h}_{11}\right| \leq \bar{h}_{1 \max },\left|\bar{h}_{21}\right| \leq \bar{h}_{2 \max } \tag{A26}
\end{equation*}
$$

where $\bar{h}_{1 \text { max }}$ and $\bar{h}_{2 \text { max }}$ are positive constants.
Step 1-2 (It will be proved that $\dot{\bar{x}}_{3}, \bar{x}_{3}, \bar{r}, x_{2}$ and $x_{1}$ are bounded in fixed time $T_{h \text { max }}$ ): From (A15), it can be known that

$$
\begin{equation*}
\dot{\bar{x}}_{3}=\frac{-\dot{\bar{h}}_{12} r+\dot{r} \bar{h}_{12}}{r^{2}} \tag{A27}
\end{equation*}
$$

Then, substituting the expressions of $\dot{\bar{h}}_{12}$ in (A11) into (A27) gives

$$
\begin{equation*}
\dot{\bar{x}}_{3}=\frac{-\left(-\mu_{13}\left(\frac{1}{2}\left\lceil\bar{h}_{11}\right\rceil+2 \mu_{12} \bar{h}_{11}+\frac{3}{2} \mu_{12}^{2}\left[\bar{h}_{11}\right\rceil^{2}\right)-\dot{w}_{q}\right) r+\dot{r} \bar{h}_{12}}{r^{2}} \tag{A28}
\end{equation*}
$$

From (1) and considering Assumption 3 is valid, we have

$$
\begin{equation*}
|\dot{r}| \leq\left|V_{T} \cos \left(q-\theta_{T}\right)-V_{M} \cos \left(q-\theta_{M}\right)\right| \leq r_{d \max } \tag{A29}
\end{equation*}
$$

$$
\begin{equation*}
\dot{r} \geq-r_{d \max } \tag{A30}
\end{equation*}
$$

where $r_{d \max }=V_{T}^{\max }+V_{M}^{\max }$. Then, it can be known from (A30) that $r \neq 0$ in finite time $r(0) / r_{d \max }$. And, for a positive constant $r_{c}$ which satisfies $0<r_{c}<r(0)$, it is easily to achieve following inequation:

$$
\begin{equation*}
r>r_{c}, \text { if } t \leq\left(r(0)-r_{c}\right) / r_{d \max } \tag{A31}
\end{equation*}
$$

From Remark 5 of [35], we can know that the fixed convergence times $T_{h 1}$ and $T_{h 2}$ of the state observers (19) and (20) not only are independent on the initial system conditions, but also can be made arbitrarily small by selecting the parameters $\mu_{11}, \mu_{13}, \mu_{21}$ and $\mu_{23}$ properly (The selection method can be seen in the Section IV of [35]). Thus, by selecting the parameters, the following condition can be satisfied:

$$
\begin{align*}
& T_{h 1}<\left(r(0)-r_{c}\right) / r_{d \max }  \tag{A32}\\
& T_{h 2}<\left(r(0)-r_{c}\right) / r_{d \max } \tag{A33}
\end{align*}
$$

Thus, we know that $r \neq 0$ in fixed time $T_{h \text { max }}$ :

$$
\begin{equation*}
r \neq 0, \text { if } t \leq T_{h \max } \tag{A34}
\end{equation*}
$$

where $T_{h \text { max }}=\max \left(T_{h 1}, T_{h 2}\right)$.
Since $\bar{h}_{11}$ and $\bar{h}_{21}$ are always bounded (see (A26)), $\dot{w}_{q}$ is bounded (Assumption 4), $\dot{r}$ is bounded (see (A29)) and $r \neq 0$ in fixed time $T_{h 1}$ and $T_{h 2}$, then it can be known from (A28) that $\dot{\bar{x}}_{3}$ is bounded in fixed time $T_{h \text { max }}$ :

$$
\begin{equation*}
\left|\dot{\bar{x}}_{3}\right| \leq \bar{x}_{3 d \max }, \text { if } t \leq T_{h \max } \tag{A35}
\end{equation*}
$$

Considering Assumption 4 is valid, $\bar{h}_{11}$ and $\bar{h}_{21}$ are always bounded (see (A26)), (A5) and (A6), it can be known that $\bar{h}_{12}$ and $\bar{h}_{22}$ are bounded in fixed time $T_{h \max }$. Then, combining (A15), (A31) and $\bar{h}_{12}$ is bounded in fixed time $T_{h \text { max }}$, we know that $\bar{x}_{3}$ is bounded in fixed time $T_{h \text { max }}$ :

$$
\begin{equation*}
\left|\bar{x}_{3}\right| \leq \bar{x}_{3 \text { max }}, \text { if } t \leq T_{h \max } \tag{A36}
\end{equation*}
$$

where $\bar{x}_{3 \text { max }}$ is a positive constant. Then, combining (A16) and $\bar{h}_{22}$ is bounded in fixed time $T_{h \text { max }}$, we can know that $\bar{r}$ is bounded in fixed time $T_{h \text { max }}$ :

$$
\begin{equation*}
|\overline{\vec{r}}| \leq r_{d d \max }, \text { if } t \leq T_{h \max } \tag{A37}
\end{equation*}
$$

where $r_{d d \max }$ is a positive constant. Considering Assumption 3 is valid and (A34), we can know that $x_{2}$ is bounded in fixed time $T_{h \text { max }}$ :

$$
\begin{align*}
\left|x_{2}\right| & =|\dot{q}| \\
& \leq\left|\left(-V_{T} \sin \left(q-\theta_{T}\right)+V_{M} \sin \left(q-\theta_{M}\right)\right) / r\right|  \tag{A38}\\
& \leq x_{2 \max }, \text { if } t \leq T_{h \max }
\end{align*}
$$

where $x_{2 \max }=\left|\left(V_{T}^{\max }+V_{M}^{\max }\right) / r_{c}\right|$. Considering $\dot{x}_{1}=x_{2}$ and (A38), we know that $x_{1}$ is also bounded in fixed time $T_{h \text { max }}$ :

$$
\begin{equation*}
\left|x_{1}\right| \leq x_{1 \text { max }}, \text { if } t \leq T_{h \max } \tag{A39}
\end{equation*}
$$

where $x_{1 \text { max }}=\left|x_{1}(0)\right|+\left|x_{1}\left(V_{T}^{\max }+V_{M}^{\max }\right) / r_{c}\right| T_{h \text { max }}$ is a positive constant.

Step 1-3 (It will be proved that sliding-mode surface $s$ is bounded in fixed time $T_{h \text { max }}$ ) According to Young's inequality [25], (A21) can be rewritten as

$$
\begin{align*}
\dot{V}_{1} & \leq\left(s^{2}+\left|-(2 \bar{r} / r) x_{2}-(3 \dot{r} / r) \bar{x}_{3}-\dot{\bar{x}}_{3}\right|^{2}\right) / 2 \\
& =V_{1}+\left|-(2 \bar{r} / r) x_{2}-(3 \dot{r} / r) \bar{x}_{3}-\dot{x}_{3}\right|^{2} / 2  \tag{A40}\\
& \leq V_{1}+\left(\left|(2 \bar{r} / r) x_{2}\right|+\left|(3 \dot{r} / r) \bar{x}_{3}\right|+\left|\dot{x}_{3}\right|\right)^{2} / 2
\end{align*}
$$

From Step 1-1 to Step 1-2, we have known that $\dot{r}$ (see (A29)), $\bar{r}$ (see (A37)), $x_{2}$ (see (A38)), $\bar{x}_{3}$ (see (A36)) and $\dot{\bar{x}}_{3}$ (see (A35)) are bounded in fixed time $T_{h \text { max }}$ and $r \neq 0$ in fixed time $T_{h \text { max }}$ (see (A34)). Then, we know that $\dot{V}_{1}$ is bounded in fixed time $T_{h \text { max }}$ :

$$
\begin{equation*}
\dot{V}_{1} \leq V_{1}+V_{1 \max }, \text { if } t \leq T_{h \max } \tag{A41}
\end{equation*}
$$

where the constant $V_{1 \text { max }}=\left(\left|2 r_{d d \max } x_{2 \max } / r_{c}\right|+\left|\left(3 r_{d \max } / r_{c}\right) \bar{x}_{3 \text { max }}\right|+\left|\bar{x}_{3 d \max }\right|\right)^{2} / 2$. From (A41), we have

$$
\begin{equation*}
V_{1} \leq V_{1}(0) e^{t}+V_{1 \max }\left(e^{t}-1\right), \text { if } t \leq T_{h \max } \tag{A42}
\end{equation*}
$$

From (A42), it is clear that $V_{1}$ is bounded in fixed time $T_{h \text { max }}$. Thus, we can know that the sliding-mode surface $s$ is bounded in fixed time $T_{h \text { max }}$ :

$$
\begin{equation*}
s \leq s_{\max }, \text { if } t \leq T_{h \max } \tag{A43}
\end{equation*}
$$

where $s_{\text {max }}$ is a positive constant.
Step 1-4 (It will be proved that $x_{3}$ is bounded in fixed time $T_{h \max }$ ): Construct a Lyapunov function $V_{2}$ as

$$
\begin{equation*}
V_{2}=\frac{1}{2} x_{3}^{2} \tag{A44}
\end{equation*}
$$

Calculating the time derivative of $V_{2}$ and considering (28) yield

$$
\begin{align*}
\dot{V}_{2}= & x_{3} \dot{x}_{3} \\
= & x_{3}\left(-(2 \bar{r} / r) x_{2}-(3 \dot{r} / r) \bar{x}_{3}\right)- \\
& x_{3}\left(\eta\left(\lceil s\rceil^{\rho}+\lceil s\rceil^{2-\rho}\right)-(1 / r)\left(\Delta_{\max }\lceil s\rceil^{0}-\Delta\right)\right)-  \tag{A45}\\
& x_{3}\left(\sum_{i=1}^{2} c_{i}\left(\left\lceil x_{i}\right\rceil^{\lambda_{i}}+\left\lceil x_{i}\right\rceil+\left\lceil x_{i}\right\rceil^{\bar{\lambda}_{i}}\right)\right)- \\
& x_{3} c_{3}\left(\left\lceil\hat{x}_{3}\right\rceil^{\lambda_{3}}+\left\lceil\hat{x}_{3}\right\rceil+\left\lceil\hat{x}_{3}\right\rceil^{\bar{\lambda}_{3}}\right)
\end{align*}
$$

Considering (A29), (A34), (A36)-(A39) and (A43), then we know that $\dot{V}_{2}$ given by (A45) is bounded in fixed time $T_{h \text { max }}$ :

$$
\begin{equation*}
\dot{V}_{2} \leq C_{2 \max }\left|x_{3}\right|-c_{3} x_{3}\left(\left\lceil\hat{x}_{3}\right\rceil^{\lambda_{3}}+\left\lceil\hat{x}_{3}\right\rceil+\left\lceil\hat{x}_{3}\right\rceil^{\bar{\lambda}_{3}}\right), \text { if } t \leq T_{h \max } \tag{A46}
\end{equation*}
$$

where the constant $C_{2 \text { max }}$ is given as

$$
\begin{align*}
C_{2 \max }= & \left(2 r_{d d \max } x_{2 \max } / r_{c}\right)+\left(3 r_{d \max } / r_{c}\right) \bar{x}_{3 \max }+\eta\left(s_{\max }^{\rho}+s_{\max }^{2-\rho}\right)+ \\
& 2\left(1 / r_{c}\right) \Delta_{\max }+\sum_{i=1}^{2} c_{i}\left(\left\lceil x_{i \max }\right\rceil^{\lambda_{i}}+\left\lceil x_{i \max }\right\rceil+\left\lceil x_{i \max }\right\rceil^{\bar{d}_{i}}\right) \tag{A47}
\end{align*}
$$

Then we have

$$
\begin{align*}
\dot{V}_{2} \leq & C_{2 \text { max }}\left|x_{3}\right|-c_{3} x_{3}\left(\left\lceil\hat{x}_{3}\right\rceil^{\lambda_{3}}+\left\lceil\hat{x}_{3}\right\rceil+\left\lceil\hat{x}_{3}\right\rceil^{\bar{\lambda}_{3}}\right) \\
= & C_{2 \max }\left|x_{3}\right|- \\
& c_{3}\left(x_{3}-\bar{x}_{3}\right)\left(\left\lceil x_{3}-\bar{x}_{3}\right\rceil^{\lambda_{3}}+\left\lceil x_{3}-\bar{x}_{3}\right\rceil+\left\lceil x_{3}-\bar{x}_{3}\right\rceil^{\bar{\lambda}_{3}}\right)- \\
& c_{3} \bar{x}_{3}\left(\left\lceil x_{3}-\bar{x}_{3}\right\rceil^{\lambda_{3}}+\left\lceil x_{3}-\bar{x}_{3}\right\rceil+\left\lceil x_{3}-\bar{x}_{3}\right\rceil^{\bar{\lambda}_{3}}\right) \\
= & C_{2 \max }\left|x_{3}\right|-c_{3}\left(\left|x_{3}-\bar{x}_{3}\right|^{\lambda_{3}+1}+\left|x_{3}-\bar{x}_{3}\right|^{2}+\left|x_{3}-\bar{x}_{3}\right|^{\bar{\lambda}_{3}+1}\right)-  \tag{A48}\\
& c_{3} \bar{x}_{3}\left(\left\lceil x_{3}-\bar{x}_{3}\right\rceil^{\lambda_{3}}+\left\lceil x_{3}-\bar{x}_{3}\right\rceil+\left\lceil x_{3}-\bar{x}_{3}\right\rceil^{\bar{\lambda}_{3}}\right) \\
\leq & c_{3}\left|\bar{x}_{3}\right|\left(| | x_{3}\left|+\left|\bar{x}_{3}\right|\right|^{\lambda_{3}}+\left|\left|x_{3}\right|+\left|\bar{x}_{3}\right|\right|+\left|\left|x_{3}\right|+\left|\bar{x}_{3}\right|\right|^{\bar{\lambda}_{3}}\right)+ \\
& C_{2 \text { max }}\left|x_{3}\right|, \text { if } t \leq T_{h \max }
\end{align*}
$$

Since $\lambda_{3}=\lambda_{0}, \bar{\lambda}_{3}=2-\lambda_{0}$ and $\lambda_{0}$ is selected in the interval $(\sigma, 1)$ with $\sigma \in(1 / 2,1)$, we have $1 / 2<\lambda_{3}<1$ and $1<\bar{\lambda}_{3}<2$. Then, according to Lemma 3, (A48) can be rewritten as

$$
\begin{align*}
\dot{V}_{2} \leq & c_{2 \max }\left|x_{3}\right|+ \\
& c_{3}\left|\bar{x}_{3}\right|\left(\left|x_{3}\right|^{\lambda_{3}}+\left|\bar{x}_{3}\right|^{\lambda_{3}}+\left|x_{3}\right|+\left|\bar{x}_{3}\right|\right)+  \tag{A49}\\
& c_{3}\left|\bar{x}_{3}\right|\left(2^{\bar{\lambda}_{3}-1}\left(\left|x_{3}\right|^{\bar{\lambda}_{3}}+\left|\bar{x}_{3}\right|^{\bar{\lambda}_{3}}\right)\right), \text { if } t \leq T_{h \max }
\end{align*}
$$

Considering (A36), we have

$$
\begin{align*}
\dot{V}_{2} \leq & c_{2 \text { max }}\left|x_{3}\right|+c_{3} \bar{x}_{3 \text { max }}\left(\left|x_{3}\right|^{\lambda_{3}}+\bar{x}_{3 \text { max }}^{\lambda_{3}}+\left|x_{3}\right|+\bar{x}_{3 \text { max }}\right)+ \\
& c_{3} \bar{x}_{3 \text { max }}\left(2^{\bar{\lambda}_{3}-1}\left(\left|x_{3}\right|^{\bar{\lambda}_{3}}+\bar{x}_{3 \text { max }}^{\bar{\lambda}_{3}}\right)\right)  \tag{A50}\\
= & c_{2 \text { max }}\left|x_{3}\right|+c_{3} \bar{x}_{3 \text { max }}\left(\left|x_{3}\right|^{\lambda_{3}}+\left|x_{3}\right|+2^{\bar{\lambda}_{3}-1}\left|x_{3}\right|^{\bar{\lambda}_{3}}\right)+ \\
& c_{3}\left(\bar{x}_{3 \text { max }}^{\lambda_{3}+1}+\bar{x}_{3 \text { max }}^{2}+2^{\bar{\lambda}_{3}-1} \bar{x}_{3 \text { max }}^{\bar{\lambda}_{3}+1}\right), \text { if } t \leq T_{h \text { max }}
\end{align*}
$$

Considering $1 / 2<\lambda_{3}<1$ and $1<\bar{\lambda}_{3}<2$, then the following inequations can be satisfied

$$
\begin{gather*}
\left|x_{3}\right|^{\lambda_{3}} \leq\left|x_{3}\right|^{2}+1  \tag{A51}\\
\left|x_{3}\right|^{\bar{\lambda}_{3}} \leq\left|x_{3}\right|^{2}+1  \tag{A52}\\
\left|x_{3}\right| \leq\left|x_{3}\right|^{2}+1 \tag{A53}
\end{gather*}
$$

According to (A51)-(A53), (A49) can be rewritten as

$$
\begin{align*}
\dot{V}_{2} \leq & C_{2 \max }\left(\left|x_{3}\right|^{2}+1\right)+c_{3}\left(\bar{x}_{3 \max }^{\lambda_{3}+1}+\bar{x}_{3 \text { max }}^{2}+2^{\bar{\lambda}_{3}-1} \bar{x}_{3 \text { max }}^{\bar{\lambda}_{3}+1}\right)+ \\
& c_{3} \bar{x}_{3 \text { max }}\left(\left|x_{3}\right|^{2}+1+\left|x_{3}\right|^{2}+1+2^{\bar{\lambda}_{3}-1}\left|x_{3}\right|^{2}+2^{1-\bar{\lambda}_{3}}\right) \\
= & \left(c_{3} \bar{x}_{3 \text { max }}\left(2+2^{\bar{\lambda}_{3}-1}\right)+C_{2 \max }\right)\left|x_{3}\right|^{2}+c_{3} \bar{x}_{3 \text { max }}\left(2+2^{\bar{\lambda}_{3}-1}\right)+  \tag{A54}\\
& c_{3}\left(\bar{x}_{3 \text { max }}^{\lambda_{3}+1}+\bar{x}_{3 \text { max }}^{2}+2^{\bar{\lambda}_{3}-1} \bar{x}_{3 \text { max }}^{\bar{\lambda}_{3}+1}\right)+C_{2 \text { max }} \text { if } t \leq T_{h \text { max }}
\end{align*}
$$

Let $\bar{C}_{1 \text { max }}=\left(c_{3} \bar{x}_{3 \text { max }}\left(2+2^{\bar{\lambda}_{3}-1}\right)+C_{2 \text { max }}\right) / 2$ and $\bar{C}_{2 \text { max }}=c_{3} \bar{x}_{3 \text { max }}\left(2+2^{\bar{\lambda}_{3}-1}\right)+$ $c_{3}\left(\bar{x}_{3 \text { max }}^{\lambda_{3}+1}+\bar{x}_{3 \text { max }}^{2}+2^{\bar{\lambda}_{3}-1} \bar{x}_{3 \text { max }}^{\bar{\lambda}_{3}+1}\right)+C_{2 \text { max }}$, (A54) can be rewritten as

$$
\begin{equation*}
\dot{V}_{2} \leq \bar{C}_{1 \max } V_{2}+\bar{C}_{2 \max }, \text { if } t \leq T_{h \max } \tag{A55}
\end{equation*}
$$

Then, we have

$$
\begin{equation*}
V_{2} \leq\left(V_{2}(0)+\bar{C}_{2 \max } / \bar{C}_{1 \max }\right) e^{\bar{C}_{1 \max } t}-\bar{C}_{2 \max } / \bar{C}_{1 \max } \tag{A56}
\end{equation*}
$$

From (A56), it is clear that $V_{2}$ and $x_{3}$ is bounded in fixed time $T_{h \max }$.
According to the prove conclusion of Step 1-1 to Step 1-4, it has been proved that sliding-mode surface $s$ and the system states $x_{i}(1=1,2,3)$ are bounded before state estimation errors $\bar{r}$ and $\bar{x}_{3}$ converge to zero.

Step 2 (it will be proved that the sliding-mode surface $s$ and the system states $x_{i}(i=1,2,3)$ will converge to zero in fixed time): In the Step 1, it has been proved that sliding-mode surface $s$ and the system states $x_{i}(1=1,2,3)$ are bounded before state estimation errors $\bar{r}$ and $\bar{x}_{3}$ converge to zero. For $t \geq T_{h \max }$, we have $\bar{x}_{3}=\dot{\bar{x}}_{3}=0$, then (A21) can be rewritten as

$$
\begin{align*}
\dot{V}_{1} & =-\eta|s|^{1+\rho}-\eta|s|^{3-\rho} \\
& \leq-\eta\left(2^{\frac{(1+\rho)}{2}} V_{1}^{\frac{(1+\rho)}{2}}+2^{\frac{(3-\rho)}{2}} V_{1}^{\frac{(3-\rho)}{2}}\right), \text { if } t \geq T_{h \max } \tag{A57}
\end{align*}
$$

Let $\gamma=1-(1+\rho) / 2$ and $\bar{V}_{1}=2 V_{1}$, we obtain

$$
\begin{equation*}
V_{1} \leq-2 \eta\left(\bar{V}_{1}^{1-\gamma}+\bar{V}_{1}^{1+\gamma}\right)<0, \text { if } t \geq T_{h \max } \tag{A58}
\end{equation*}
$$

It is assumed that $\bar{V}_{1}\left(t_{f s}\right)=0$ for the time $t=t_{f s}$. Then, integrating (A58) from $t=T_{h \max }$ to $t=t_{f s}$ gives

$$
\begin{equation*}
\int_{\bar{V}_{1}\left(T_{h \max }\right)}^{\bar{V}_{1}\left(t_{f s}\right)} \frac{1}{\bar{V}_{1}^{1-\gamma}+\bar{V}_{1}^{1+\gamma}} d\left(\bar{V}_{1}\right) \leq-\int_{T_{h \max }}^{t_{f s}} 2 \eta d t=-2 \eta\left(t_{f s}-T_{h \max }\right) \tag{A59}
\end{equation*}
$$

Then, we have

$$
\begin{align*}
t_{f s}-T_{h \max } & \leq\left(\int_{\bar{V}_{1}\left(T_{h \max }\right)}^{\bar{V}_{1}\left(t_{f s}\right)} \frac{1}{\bar{V}_{1}^{1-\gamma}+\bar{V}_{1}^{1+\gamma}} d \bar{V}_{1}\right) /(-2 \eta) \\
& =\left(\int_{\bar{V}_{1}\left(t_{f s}\right)}^{\bar{V}_{1}\left(T_{h a x}\right)} \frac{1}{\bar{V}_{1}^{1-\gamma}+\bar{V}_{1}^{1+\gamma}} d \bar{V}_{1}\right) /(2 \eta)  \tag{A60}\\
& =\operatorname{atan}\left(\bar{V}_{1}^{\gamma}\left(T_{h \max }\right)\right) /(2 \gamma \eta)-\operatorname{atan}\left(\bar{V}_{1}^{\gamma}\left(t_{f s}\right)\right) /(2 \gamma \eta)
\end{align*}
$$

Considering $\operatorname{atan}\left(\bar{V}_{1}^{\gamma}\left(t_{f s}\right)\right) /(2 \gamma \eta)=0$, then (A60) can be rewritten as

$$
\begin{align*}
t_{f s} & \leq T_{h \max }+\operatorname{atan}\left(\bar{V}_{1}^{\gamma}\left(T_{h \max }\right)\right) /(2 \gamma \eta)  \tag{A61}\\
& \leq T_{h \max }+\pi /(4 \gamma \eta)
\end{align*}
$$

Thus, we have

$$
\begin{equation*}
\bar{V}_{1}=s=0, \text { if } t \geq T_{h \max }+\pi /(4 \gamma \eta) \tag{A62}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
\dot{s}=0, \text { if } t \geq T_{h \max }+\pi /(4 \gamma \eta) \tag{A63}
\end{equation*}
$$

Once the sliding surface $\dot{s}=0$ is achieved in time $t=T_{h \max }+\pi /(4 \gamma \eta)$, the close-loop system dynamics are governed by

$$
\begin{equation*}
x_{3}=-\sum_{i=1}^{3} c_{i}\left(\left\lceil x_{i}\right\rceil^{\lambda_{i}}+\left\lceil x_{i}\right\rceil+\left\lceil x_{i}\right\rceil^{\bar{\lambda}_{i}}\right), \text { if } t \geq T_{h \max }+\pi /(4 \gamma \eta) \tag{A64}
\end{equation*}
$$

Then, according to Lemma 2, it can be known from (A64) that $x_{i}=0(i=1,2,3)$ can be guaranteed in a fixed time:

$$
\begin{equation*}
x_{i}=0, \text { if } t \geq T_{h \max }+\pi /(4 \gamma \eta)+T_{d} \tag{A65}
\end{equation*}
$$

where $T_{d}$ and $T_{h \max }+\pi /(4 \gamma \eta)+T_{d}$ are positive constants and are not affected by the initial system conditions.

The proof is finished.
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