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Abstract: The variable cycle engine switches working modes by way of changing variable-geometry
components to achieve the dual advantages of high unit thrust and low specific fuel consumption. Due
to the lack of a large amount of rig test data and the complex modeling of rotating components, the
incomplete characteristics of the variable-geometry rotating components lead to the non-convergence
of the component-level model of the variable cycle engine, which makes it difficult to design the
follow-up control system. Aiming at this problem, a characteristics modeling method of variable-
geometry rotating components for variable cycle engine based on reference characteristic curves is
proposed in this paper. This method establishes a neural network estimation model for the offset
coefficients of key component operating points based on the characteristic law of the maturely
designed variable-geometry rotating component. Combining the neural network model and the
reference characteristic curves of the variable-geometry component to be designed, the offset positions
of the operating points for positive and negative guide vane angles are determined. Instead of
directly connecting operating points to generate characteristic lines, this paper solves the Bezier curve
optimization problem based on sequential quadratic programming (SQP) to smoothly fit characteristic
lines. Thereby, component characteristics that conform to the actual variable-geometry characteristics
can be quickly established in the absence of rig test data. The simulations show that the characteristics
of the variable-geometry rotating components established by the proposed method have satisfactory
accuracy and reliability, which further improves the operation stability of the component-level model
of the variable cycle engine.

Keywords: variable cycle engine; variable-geometry component characteristics; neural network;
Bezier curve

1. Introduction

With the ever-expanding flight envelope and increasingly complex flight missions
of aircraft, it is difficult for turbojet engines and turbofan engines with only a single
working mode to meet the increasing performance requirements [1,2]. The variable cycle
engine switches the working mode through the changeable geometric components so
that it has the characteristics of high unit thrust and low specific fuel consumption in
the corresponding flight mission, which has attracted the attention of various aviation
developed countries [3]. As early as the 1960s, in order to meet the needs of multi-mission
fighter jets with large flight envelope and supersonic passenger aircraft, the concept of
variable cycle engines was proposed and related research was also carried out [4–6]. The
United Kingdom designed a variable cycle engine with two shafts and three compressors,
and its turbine structure was fixed. Japan has designed a variable cycle engine with variable
low-pressure turbine blades [7]. France proposed a variable cycle engine scheme with an
intermediate fan [8]. The United States has been a leader in variable cycle engines. GE in
the United States has successively developed five generations of variable cycle engines,
among which the third-generation variable cycle engine YF120 is the world’s first flight-
proven variable cycle engine [9]. The primary difficulty in the application of variable
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cycle engines is to establish a complete and stable mathematical model for designing
the subsequent control system. The difference between the variable cycle engine and the
traditional aeroengine lies in the complex and changeable geometric components, including
the mode selection valve, the front and rear variable aera bypass injectors, and the variable
geometry rotating components [10,11]. However, the above literature does not disclose the
details of modeling variable cycle engine and lacks the detailed modeling process of key
geometric components [12–14]. This paper intends to carry out research on the modeling of
variable-geometry rotating components to further increase the accuracy and reliability of
variable cycle engine component-level models.

The modeling methods of rotating component characteristics are mainly divided into
three categories. One is to generate performance map by aerodynamic design based on
CFD [15,16]. Fang et al. continuously innovated aerodynamic design methods to design
more reasonable variable area nozzle turbine (VANT) for the variable cycle
engine [17,18]. Sundstrom et al. numerically explored the flow instability near surge
to be more consistent with the actual fluid flow situation [19]. However, this method
requires a thorough analysis of the complex fluid flow in the rotating components, which
is highly difficult and time-consuming. The second modeling method is to adopt data-
driven or polynomial fitting methods, etc., to generate component characteristics based
on a large number of experimental data of components. Tsoutsanis et al. generated a
compressor characteristic map based on elliptic function fitting of component characteristic
lines [20–22]. Steven et al. constructed a compressor performance map based on data
collected routinely from engine operation for the purpose of frequently updating and
detecting shifts in the compressor performance [23]. Pau et al. predicted the pressure radio
and the polytopic efficiency of a centrifugal compressor by Gaussian process regression
(GPR) and support vector regression (SVR) in order for faster simulation of compressor
performance than first-principle enthalpy based calculations [24]. This method requires
sufficient and comprehensive data, otherwise problems such as insufficient generalization
ability of component characteristics and inaccurate characteristics of some operating points
are prone to occur. The last method is a combination of aerodynamic design methods
and rig test data that is intended to define correction coefficients to correct the existing
characteristic map so it matches the experimental data. Kurzke et al. corrected component
characteristics by considering the influence of atmospheric conditions on the basis of rig
test data [25,26]. Li et al. combined the genetic algorithm and the least square method to
correct the characteristic map of the components based on rig test data [27]. This method
is suitable for a small amount of data. However, the correction coefficients for different
corrected speeds are often the same, resulting in inaccurate component characteristics.

The above-mentioned studies are basically carried out on the characteristics of the
components with fixed guide vane angles, while research on the characteristics of variable-
geometry components is relatively rare [28]. In component modeling, the mature variable-
geometry component characteristic map is basically used directly, or the characteristic
correction factor is determined based on the data of the single mode design point of the
variable cycle engine and the characteristic map of fixed guide vane angles; the correction
coefficients for different corrected speeds and different guide vane angles are basically
the same, which makes the characteristics of the variable-geometry components inaccu-
rate, resulting in inaccuracy and non-convergence of the component-level model when
the guide vane changes [29,30]. Therefore, a method for modeling the characteristics of
variable-geometry rotating components of the variable cycle engine based on the reference
characteristic curves is proposed in this paper. On the one hand, when the guide vane angle
becomes smaller, the change law of different components’ operating points with different
corrected speeds is explored by the neural network based on the mature variable-geometry
component characteristics, and the characteristics of components with positive guide vane
angles are expanded by means of neural network to further increase the operating stability
of the component-level model. On the other hand, based on the neural network offset
coefficient estimation model and the reference characteristic curves, the offset position of
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the key operating points of the component characteristics to be designed is determined,
and then the Bezier curve optimization problem is solved to smoothly fit the characteristic
lines and obtain the more reasonable component characteristics. This method can quickly
generate real and complete variable-geometry component characteristics in the absence of
rig test data, which can be used for subsequent modeling and control system design.

The remainder of the paper is organized as follows: Section 2 briefly describes the
establishment of the offset coefficient estimation model to determine of the offset position
of the key operating points of the variable-geometry components to be designed; Section 3
mainly explores the establishment and solution of the Bezier curve optimization problem
to smoothly fit the characteristic curves; in Section 4, simulation and analysis are carried
out to verify the effectiveness and feasibility of the proposed method; the conclusions are
summed up in Section 5.

2. Neural Network Offset Coefficient Estimation Model

Variable cycle engines have complex structures with multiple variable-geometry ro-
tating components, the structure of which is shown in Figure 1. The numbers in the
figure represent each cross section of the variable cycle engine. The number 2 repre-
sents the fan inlet, the number 21 represents the fan outlet, the number 23 represents the
CDFS (core driven fan stage) inlet, the number 24 represents the CDFS outlet, the number
15 represents the first bypass, the number 3 represents the HPC (high-pressure compressor)
outlet, the number 4 represents the combustion chamber outlet, the number 5 represents
the LPT (low pressure turbine) outlet, the number 6 represents the internal duct outlet, the
number 7 represents the nozzle inlet, the number 8 represents the nozzle throat, the number
9 represents the nozzle outlet, the number 114 represents the MSV (mode selection valve),
the number 224 represents the FVABI (front-variable-area bypass injector), the number
163 represents the RVABI (rear-variable-area bypass injector). The variable cycle engine
mainly includes an inlet, a fan, a CDFS, an HPC, a combustion chamber, an HPT (high pres-
sure turbine), an LPT, a bypass, a mixer, and a nozzle. The variable-geometry components
are an MSV, an FVABI, an RVABI, a CDFS with guide vane, an HPC with guide vane, and
an LPT with guide vane.

This paper focuses on the CDFS to carry out related research. At present, there is
the fixed guide vane angle characteristic map of the rotating components obtained from
Gasturb, which is used as the reference characteristic lines for subsequent research. In
addition, the corresponding angle is set as the reference angle, i.e., 0 degrees. When the
guide vane angle becomes smaller than the reference angle, it is called the negative guide
vane angle, and when the guide vane angle becomes larger than the reference angle, it is
called the positive guide vane angle.

Figure 1. Structure diagram of the variable cycle engine.

Most of the characteristics of the rotating components with the variable guide vane
currently used are only multiplied by the correction coefficient on the basis of the fixed
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guide vane characteristic map, which is shown in Figure 2. The black lines in the figure are
the reference characteristic lines, and the red lines are the component characteristics after
the guide vane angle becomes smaller. When the guide vane angle becomes smaller, only
the corrected flow rate of the same operating point becomes smaller, and the pressure ratio
and efficiency remain unchanged. Obviously, this does not conform to the real situation.
Figure 3 shows the characteristic map of the maturely designed CDFS (hereafter referred
to as the reference characteristic map RCDFS) in reference [29]. It can be seen from the
figure that when the guide vane angle becomes smaller, not only does the corrected flow
rate become smaller, but the pressure ratio and efficiency also become smaller. Therefore,
the neural network is used to learn the deviation law of the component operating points
when the guide vane angle changes in the RCDFS and to establish the offset coefficient
model. Based on the offset coefficient model, the deviation law can be transferred to the
characteristics map of the CDFS to be designed (hereafter referred to as DCDFS).

Figure 2. Characteristic maps of CDFS only multiplied by correction factor.

Figure 3. Characteristic maps of the maturely designed CDFS.
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2.1. BP Neural Network

BP neural network is adopted to establish the offset coefficient estimation model, and
the topology structure is shown in Figure 4. In the figure, Ni(i = 1, 2, 3) is the number of
nodes of the ith layer, w(i)

nj is the connection weight between neuron n of the ith layer, and
neuron j of the (i − 1)th layer. x is the input of the neural network, and y is the output of
the neural network.

Figure 4. BP neural network topology.

The mapping relationship of the neural network is as follows:

y = f (x). (1)

The specific training process is as follows. Suppose S training samples are used to
train the network, one of which is sample s. For sample s, the input of the nth neuron of the
ith layer is as follows:

net(i)ns =


xn i = 1

Ni−1

∑
j=1

w(i)
nj o(i−1)

js − θ
(i)
n i = 2, 3 , (2)

where θ
(i)
n is the threshold of the neuron n of the ith layer, o(i−1)

js is the output of neuron j of
the (i − 1)th layer of sample s.

The output of the nth neuron of the ith layer is as follows:

o(i)ns =

{
net(i)ns i = 1

g(net(i)ns ) i = 2, 3
, (3)

where g(·) is the activation function.
The loss function for S training samples is as follows:

L =
1
2

S

∑
s=1

N3

∑
n=1

(tns − yns)
2 =

1
2

S

∑
s=1

N3

∑
n=1

(
tns − o(3)ns

)2
, (4)

where yns is the output of the output node n of sample s, and tns is the target output of the
output node n of sample s.
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If the learning process adjusts the weighting coefficient in the direction where L
decreases the fastest, then the weighting coefficient of any neuron n in the ith layer is
as follows:

w(i)
nj (k + 1) = w(i)

nj (k) + η
S
∑

s=1
δ
(i)
n o(i−1)

js i = 2, 3

δ
(i)
n =


o(i)ns (1− o(i)ns )(tns − o(i)ns ) i = 3

o(i)ns (1− o(i)ns )

[
Ni+1

∑
n=1

δ
(i+1)
n w(i+1)

nj (k + 1)

]
i = 2

, (5)

where η is the learning efficiency, η > 0. The training process of BP neural network is to
constantly adjust the weighting coefficient until the loss function meets the requirements.

2.2. Training and Testing of Neural Network Offset Coefficient Estimation Model

After determining the topology of the neural network, it is necessary to determine the
training data of the neural network. Each corrected speed line of the reference characteristic
lines has multiple component operating points, and due to the lack of more detailed data,
it is difficult to determine the specific position of the component operating points on the
characteristic lines when the guide vane angle is changed. Only the positions of three
operating points can be determined on each corrected speed characteristic line. Taking
the maximum speed line of the reference lines in RCDFS as an example, the three points
taken on this characteristic line are shown in Figure 5. So, the three operating points of the
surge boundary point o1, the peak efficiency point o2, and the stall boundary point o3 are
selected as reference objects. We calculate the offset coefficient of the corrected flow rate kw,
the offset coefficient of the pressure ratio kπ , and the offset coefficient of the efficiency kη

of these three operating points on each corrected speed line in the reference characteristic
lines when the guide vane angle changes, as shown in Equation (6):

kw(∆α, ncor, oi) = wα,RCDFS(∆α, ncor, oi)/w0,RCDFS (0, ncor, oi) i = 1, 2, 3
kπ(∆α, ncor, oi) = πα,RCDFS(∆α, ncor, oi)/π0,RCDFS (0, ncor, oi) i = 1, 2, 3
kη(∆α, ncor, oi) = ηα,RCDFS(∆α, ncor, oi)/η0,RCDFS (0, ncor, oi) i = 1, 2, 3

, (6)

where ∆α is the variation of the guide vane angle, ncor is the corrected speed, oi(i = 1, 2, 3)
are the different operating points, w is the corrected flow rate of the operating point, π is
the pressure ratio of the operating point, η is the efficiency of the operating point, subscript
0 represents the guide vane angle of the reference characteristic lines, the subscript α
represents the change of ∆α in the reference guide vane angle, and the subscript RCDFS
represents the characteristic map of the maturely designed CDFS.

Figure 5. Diagram of selected operating points.
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Since only three operating points are selected for each characteristic line, the number
of training samples is too small, so multiple speed characteristic lines are obtained by
two-dimensional interpolation to expand the training samples, as shown in Figure 6. In the
figure, the characteristic map with guide vane angle of 0 is taken as an example to show
the characteristic map after the expansion of two-dimensional interpolation.

Figure 6. Extended characteristic maps based on two-dimensional interpolation.

We calculate the operating points’ offset coefficient of each corrected speed reference
characteristic line in RCDFS when the guide vane angle changes. The offset coefficients of
key operating points on the characteristic line whose corrected speed is equal to 0.7 are
taken as test samples, and the rest data are taken as training samples for BP neural network
training. The neural network topology has been described in Section 2.1. The number of
hidden layers in the neural network is set to 1 and the number of hidden layer nodes is set
to 50. The mapping relationship is shown in Equation (7):

y = f (x)
x = [ncα, ∆α, s]T

y =
[
kw, kπ , kη

]T,
(7)

where x is the input of the neural network, and y is the output of the neural network.
s(s = 1, 2, 3) is the label of the corresponding operating point oi(i = 1, 2, 3).

After training the neural network offset coefficient estimation model, the test samples
are used for testing, and the test results are shown in Table 1. It can be seen from the table
that the RMSE of each offset coefficient is less than 0.5%, and the neural network offset
coefficient estimation model established in this paper has a relatively high precision.

Table 1. Test error of neural network offset coefficient estimation model.

kw kπ kη

RMSE 0.39% 0.36% 0.35%

According to the trained offset coefficient estimation model, the relationship between
the offset coefficients kw, kπ , kη , the corrected speed, and the change in the guide vane
angle can be obtained as shown in Figure 7. It can be seen from the figure that the offset
coefficient has a basically monotonic relationship with the corrected speed and the variation
of the guide vane angle.
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Figure 7. Surface diagram of change of offset coefficient at different operating points: (a) kπ of the
surge boundary point; (b) kπ of the peak efficiency point; (c) kπ of the stall boundary point; (d) kw of
the surge boundary point; (e) kw of the peak efficiency point; (f) kw of the stall boundary point; (g) of
the surge boundary point; (h) kη of the peak efficiency point; (i) kη of the stall boundary point.

3. Generation of Characteristic Maps Based on Bezier Curve Optimization

Based on the trained offset coefficient estimation model and the reference characteristic
lines in DCDFS, the offset positions of the key operating points on the reference characteristic
lines when the guide vane angle changes can be obtained, as shown in Equation (8). In this
way, the characteristics of variable-geometry rotating components in RCDFS can be quickly
and accurately transferred to the characteristic map of CDFS to be designed, i.e., DCDFS.

wα,DCDFS(∆α, ncor, oi) = kw(∆α, ncor, oi) · w0,DCDFS(0, ncor, oi) i = 1, 2, 3
πα,DCDFS(∆α, ncor, oi) = kπ(∆α, ncor, oi) · π0,DCDFS (0, ncor, oi) i = 1, 2, 3
ηα,DCDFS(∆α, ncor, oi) = kη(∆α, ncor, oi) · η0,DCDFS (0, ncor, oi) i = 1, 2, 3

. (8)

So far, three operating points on the characteristic line of constant corrected speed
under different guide vane angles in DCDFS have been determined. Each characteristic
line is not a strict quadratic curve, so it is difficult to obtain a smooth characteristic line
only by polynomial fitting. Therefore, this paper establishes an optimization problem
based on the Bezier curve to smoothly fit the characteristic line and generate a complete
characteristic map.



Aerospace 2023, 10, 196 9 of 16

3.1. Bezier Curve

The good controllability of Bezier curve makes it widely used in engineering [31,32].
For n+1 control points Pi(i = 0, 1, . . . , n) in a given space, Bezier curve can be defined as

P(t) =
n

∑
i=0

PiBi,n(t), t ∈ [0, 1], (9)

where Bi,n(t) is a Bernstein basis function of degree n.

Bi,n(t) = Ci
nti(1− t)n−i, Ci

n =
n!

(n− 1)!i!
, (i = 0, 1, . . . n), (10)

where 00 = 1, 0! = 1. The sum of Bernstein basis functions is 1,

n

∑
i=0

Bi,n(t) =
n

∑
i=0

Ci
nti(1− t)n−i = (t + 1− t)n = 1. (11)

Figure 8 shows the Bezier curve of order 3, in which P0, P1, P2 and P3 are the control
points of Bezier curve, P′0, P′1, P′2, P′′0 , P′′1 , P′

′′
0 are the newly determined control points on the

corresponding lines by changing the value of t, and the final control point is the point on
Bezier curve.

t =
PstartP′

PstartPend
=

P0P′0
P0P1

=
P1P′1
P1P2

=
P2P′2
P2P3

=
P′0P′′0
P′0P′1

=
P′1P′′1
P′1P′2

=
P′′0 P′

′′
0

P′′0 P′′1
. (12)

Because Bezier curve is the weighted sum of Bernstein basic functions and control
points, and the sum of all Bernstein basic functions is 1, Bezier curve is within the convex
hull surrounded by control points, as shown by the shaded area in the figure, and the
convex hull makes it possible to control the curve well when designing Bezier curve. The
Bezier curve is controlled by controlling the range of control points. In this paper, Bezier
curves are designed for each characteristic line based on three obtained operating points to
obtain a complete and smooth characteristic line.

Figure 8. Schematic diagram of the Bezier curve of order 3.

3.2. Construction of Bezier Curve Optimization Problem

According to Section 2.2, the three key operating points are the surge boundary point
o1, the peak efficiency point o2 and the stall boundary point o3. It is difficult to approximate
the trend of a characteristic line with a Bezier curve. Therefore, the connecting line between
o1 and o2 is defined as l1, and the connecting line between o2 and o3 is defined as l2. For
these two lines, Bezier curve optimization problems are established, respectively.

Firstly, the characteristic map of efficiency and corrected flow rate is studied. l1 and
l2 are approximated by third-order Bezier curves, so each line needs to determine four
control points, namely P0, P1, P2, P3. Because the efficiency and the corrected flow rate
of three operating points are known, i.e., the starting point and ending point of each line
are determined, each line needs to determine the remaining two control points, namely,
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Pl1
1 , Pl1

2 , Pl2
1 , Pl2

2 , to optimize the Bezier curve. Taking the efficiency, the corrected flow rate
of the starting point, and the corrected flow rate at the ending point as known variables, the
efficiency and corrected flow rate of the remaining points and the efficiency of the ending
point are regarded as the variables to be optimized, that is as follows:

uη = [wp1,l1 , wp2,l1 , wp1,l2 , wp2,l2 , ηp1,l1 , ηp2,l1 , ηp3,l1 , ηp1,l2 , ηp2,l2 , ηp3,l2 ]
T. (13)

The optimization objective is as follows:

Jη = qη ∗ (ηP3,l1 − ηo2)
2 + rη ∗ (ηP3,l2 − ηo3)

2 qη , rη ∈ [0, 1], (14)

where qη and rη are weight coefficients, ηP3,l1 represents the efficiency of the fourth control
point P3 on line l1, ηo2 represents the efficiency of the ending point on l1, namely, the peak
efficiency point o2, ηP3,l2 represents the efficiency of the fourth control point P3 on line
l2, and ηo3 represents the efficiency of the ending point on l2, namely, the stall boundary
point o3.

Based on the variables to be optimized, two lines, l1 and l2, can be generated. Assuming
that there are ten points on each line, the efficiency and the corrected flow rate of these
points needs to meet the following constraints:

wi,l1 < wi+1,l1 , i = 1, 2, . . . 9
wi,l2 < wi+1,l2 , i = 1, 2, . . . 9{

i f ηo1 < ηo2 , ηi,l1 < ηi+1,l1 , i = 1, 2, . . . 9
i f ηo1 > ηo2 , ηi,l1 > ηi+1,l1 , i = 1, 2, . . . 9

ηi,l2 > ηi+1,l2 , i = 1, 2, . . . 9{
i f ηo1 < ηo2 , (ηi+2,l1 − ηi+1,l1) ≤ (ηi+1,l1 − ηi,l1), i = 1, 2, . . . 8
i f ηo1 > ηo2 , (ηi+2,l1 − ηi+1,l1) ≥ (ηi+1,l1 − ηi,l1), i = 1, 2, . . . 8

(ηi+2,l2 − ηi+1,l2) ≥ (ηi+1,l2 − ηi,l2), i = 1, 2, . . . 8

. (15)

The first five inequalities of the constraints are to reflect that, with the increase of
corrected flow rate, if the efficiency of the surge boundary point is less than that of the peak
efficiency point, the efficiency will first increase and then decrease; otherwise, the efficiency
will decrease monotonously. The last three inequalities reflect the trend of the change rate
of efficiency.

For the characteristic map of pressure ratio and corrected flow rate, two third-order
Bezier curves are still used to approximate l1 and l2. Because of the optimization of
the characteristic map of efficiency and corrected flow rate, the corrected flow rate of
each control point has been determined. Therefore, the variables to be optimized in this
characteristic map are as follows:

uπ = [πp1,l1 , πp2,l1 , πp3,l1 , πp1,l2 , πp2,l2 , πp3,l2 ]
T. (16)

The optimization objective is as follows:

Jπ = qπ ∗ (πP3,l1 − πo2)
2 + rπ ∗ (πP3,l2 − πo3)

2 qπ , rπ ∈ [0, 1], (17)

where qπ and rπ are weight coefficients, πP3,l1 represents the pressure ratio of the fourth
control point P3 on line l1, πo2 represents the pressure ratio of the ending point on l1, namely,
the peak efficiency point o2, πP3,l2 represents the pressure ratio of the fourth control point
P3 on line l2, and πo3 represents the pressure ratio of the ending point on l2, namely, the
stall boundary point o3.
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Similarly, based on the variables to be optimized, two lines, l1 and l2, can be generated.
Assuming that there are ten points on each line, the pressure ratio and the corrected flow
rate of these points needs to meet the following constraints:

πi,l1 > πi+1,l1 , i = 1, 2, . . . 9
πi,l2 > πi+1,l2 , i = 1, 2, . . . 9
(πi+2,l1 − πi+1,l1) ≥ (πi+1,l1 − πi,l1), i = 1, 2, . . . 8
(πi+2,l2 − πi+1,l2) ≥ (πi+1,l2 − πi,l2), i = 1, 2, . . . 8
(π2,l2 − π1,l2) ≥ (π10,l1 − π9,l1)

. (18)

These constraints reflect that the pressure ratio decreases monotonously, and the
change rate of pressure ratio increases monotonously with the increase of corrected flow
rate in the characteristic map of the pressure ratio and corrected flow rate.

3.3. Method Verification

In this paper, SQP algorithm is used to solve the above optimization problems. Take
the reference characteristic lines in DCDFS as an example for verification, as shown in
Figure 9. It can be seen from the figure that the characteristic map generated by Bezier
curve optimization basically coincides with the original characteristic map, and the error
between them is small, which is obviously better than the characteristic map formed
by directly connecting three operating points. The method of fitting characteristic lines
designed in this paper is certain effective and feasible.

Figure 9. Comparison between the characteristic map generated by Bezier curve optimization and
the original characteristic map.

The method designed in this paper is applied to fit the characteristic line under other
guide vane angles, and the final characteristic map of CDFS with variable-geometry is
shown in Figure 10. In order to further expand the working range of variable-geometry
components and improve the stability of the component-level model of the variable cycle
engine, this paper also expands the characteristic map under positive guide vane angle
based on the above-mentioned offset coefficient estimation model and Bezier curve opti-
mization method; that is, the characteristic map under the guide vane angle of 15 degrees
in the figure.
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Figure 10. Characteristic maps of the DCDFS.

4. Simulation and Analysis

Taking the variable cycle engine with the single bypass mode as an example, the
generated characteristics of guide vane angle with positive and negative opening degree
are applied to the component-level model of the variable cycle engine to analyze the
performance of CDFS. Given the control variables and state variables, only the fuel flow
rate is changed to simulate the acceleration process of the variable cycle engine, and the
change curve of the fuel flow rate is shown in Figure 11. The fuel flow rate value in the
figure have been normalized based on the fuel flow rate value of the design point of the
variable cycle engine with single bypass mode.

Figure 11. Variation curve of fuel flow rate during acceleration.

During the acceleration process of the variable cycle engine, the position change curve
of the component’s operating point on the characteristic map with the change of the guide
vane angle is obtained, as shown in Figure 12. As can be seen from the figure, under the
condition of the same control variables, when the guide vane angle increases, the flow rate
of the operating point increases, the pressure ratio increases, and the efficiency increases.
The surge margin (SM) of CDFS becomes smaller, and it is easy to surge, which reduces the
operation safety of the component, as shown in Figure 13.
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Figure 12. Variation diagram of engine operating points when the guide vane angle of CDFS changes.

Figure 13. Surge margin of CDFS under different guide vane angles.

The reason may be that when the guide vane angle becomes smaller, the flow area of
airflow becomes smaller, as shown in Figure 14. Therefore, the flow rate becomes smaller
and the efficiency decreases. When the fuel flow rate is constant, the speed of the variable
cycle engine decreases, the power of CDFS decreases so the pressure ratio decreases, and
the operating point of the component is far away from the surge boundary point so the
surge margin increases, and the operation stability of components increases.

Figure 14. Schematic diagram of guide vane angle change.
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Therefore, the characteristic modeling method for the variable-geometry component
of the variable cycle engine based on the reference characteristic line can reflect the charac-
teristics of variable-geometry components. During the operation of the engine, through
adjusting the guide vane angle of the variable-geometry component, the surge margin of
the component can be effectively adjusted while ensuring the engine performance.

5. Conclusions

A modeling method based on reference characteristic curves for variable-geometry
rotating components of the variable cycle engine is proposed in this paper. The following
conclusions can be drawn:

1. BP neural network is adopted to learn the deviation law of operating points in the
maturely designed characteristics, which is transferred to the characteristics to be
designed so as to generate the desired characteristics quickly and accurately in the
absence of rig test data. Simulations show that the offset coefficient estimation model
based on the BP neural network has a certain accuracy, and compared with the existing
method of modifying the variable-geometry components’ characteristics by the same
correction factor, this method is more in line with the actual characteristics;

2. The method proposed in this paper is to establish the Bezier curve optimization
problem and solve it with SQP to smooth fit characteristic lines. The simulations show
that the characteristic line generated by this method is better than that generated by
directly connecting the operating points of components, and the error between the
generated characteristic lines and the real characteristic lines is small;

3. Simulations of the acceleration process of the variable cycle engine are carried out in
this paper. The results show that the designed characteristics of the CDFS can well
reflect the change law of the characteristics when the geometric angle changes. When
the guide vane angle changes, the component characteristics, such as surge margin,
efficiency, etc., will also change accordingly. Therefore, in the subsequent design of
the aeroengine control schedule, factors such as limits and performance should be
comprehensively considered to determine an appropriate control schedule for the
guide vane.
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