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Abstract: Automatic dependent surveillance-broadcast (ADS-B) is a very important communication
and surveillance technology in air traffic control (ATC). In the future, more and more satellites will
carry out ADS-B technology to perform a global coverage. In order to make full use of the resources
in the satellite, this paper proposes a solution for satellite three-axis attitude determination using the
ADS-B receiver. The principle of ADS-B-based attitude determination is presented first. On this basis,
ADS-B-based methods are employed to solve the problem. To achieve a higher attitude determination
precision, gyro is combined with the ADS-B receiver using a multiplicative extended Kalman filter
(MEKF). Finally, a simulation is carried out and the result is presented.
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1. Introduction

Automatic dependent surveillance-broadcast (ADS-B) is an air traffic surveillance tech-
nology which relies on aircraft broadcasting their identity, Global Navigation Satellite Sys-
tem (GNSS)-derived position and other information derived from onboard systems [1–7].
The information can be received by air traffic control ground stations for surveillance
purposes or received by other aircraft to facilitate situational awareness and allow self-
separation. ADS-B operates in the 1090 MHz extended squitter mode or the 978 MHz
universal access transceiver mode [8]. Compared with current radar surveillance systems,
ADS-B offers improved safety and efficiency of flight at a lower overall cost and thus is
seen as a key enabler for future air traffic management systems possessing higher levels of
safety, capacity, efficiency and environmental sustainability [9].

A significant step forward for ADS-B in recent years is the development of space-based
ADS-B, which utilizes artificial satellites, mainly low Earth orbiting (LEO) satellites, to
receive aircraft ADS-B position reports and provides cost-effective surveillance coverage in
remote regions such as the oceans, polar regions and deserts [10]. In 2013, the European
Space Agency’s Proba-V minisatellite verified for the first time the feasibility of detection
of ADS-B signals in space [11]. The following years witnessed a number of space-based
ADS-B demonstrations conducted on nanosatellite platforms, including Danish GOMX
series satellites [12,13] and Chinese STU-2C satellites [10]. More recently, companies such
as Aireon and Spire Global have gone a step further. Aireon in 2019 accomplished its
construction of global air traffic surveillance by deploying ADS-B receivers on the Iridium
NEXT satellite constellation [14]. Spire Global is building a nanosatellite constellation for
aviation ADS-B and its first member nanosatellites were launched in 2018 [15]. It is foreseen
that more and more satellites carrying ADS-B receivers will be launched into space to meet
the rapidly growing demand for next-generation air traffic surveillance.

Considering the fact that low-cost, small satellites account for an important proportion
of space-based ADS-B platforms, it is attractive to exploit more applications of spaceborne
ADS-B receivers in order to make full use of onboard resources. In 2017, Zhou et al. [16]
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proposed a novel idea of using the signal-to-noise ratio (SNR) of ADS-B signals for satel-
lite attitude determination. The principle resembles that of attitude determination using
GNSS SNR measurements [17–19], but the signal characteristics, visibility condition and
observability geometry are entirely different. They conducted a link budget analysis and
designed a nonlinear least squares estimation algorithm for estimation of the orientation of
ADS-B-receiving antenna [16]. Simulation results showed that attitude accuracies ranging
from 0.02 degrees to 10 degrees are achieved and the accuracy is mainly influenced by the
number of visible aircraft and the accuracy of SNR measurements. Many methods of space-
borne attitude determination have existed over the history of space flight. Representative
examples include the magnetometer-based attitude determination, the Global Navigation
Satellite System (GNSS)-based attitude determination, the star tracker-based attitude deter-
mination, etc. Although these methods have high reliability, their cost becomes a barrier
for the realization of low-cost spacecraft. The advantage of ADS-B-based satellite attitude
determination is its “zero hardware cost”, as the ADS-B receiver is already the primary
payload of air traffic monitoring satellites. In fact, several of these mentioned methods are
usually applied together in one satellite in engineering practice. As a low-cost method,
ADS-B-based satellite attitude determination can be especially suitable for small satellites.

The preliminary work in [16] utilizes only one ADS-B-receiving antenna and fulfills
only single-axis attitude determination. If two or more noncollinear antennas are deployed
and their orientations relative to the satellite’s body frame are known beforehand, a three-
axis attitude of the satellite can be determined. In addition to a multiple-antenna-receiving
system, a multibeam antenna can also be used for three-axis attitude determination. Multi-
beam antennas are nowadays designed for space-based ADS-B [20,21], among which a
seven-beam antenna designed by Aireon has been implemented on Iridium NEXT satel-
lites [14]. However, it should be noted that the receiving antenna type is not a major
concern of this study, in that the underlying principle of attitude determination applies
to both receiving systems listed above. Attitude determination is essential for accurate
attitude control so that the control subsystem can meet mission pointing requirements.
Especially in recent years, due to the requirements of highly flexible spacecraft attitude
control and the presence of various space disturbance torques, a set of novel attitude control
methods have been proposed, such as fault-tolerant attitude control [22], energy-efficient
constrained attitude control [23], tan-type barrier Lyapunov function (BLF)-based attitude
tracking control [24] and adaptive constrained attitude control [25]. Considering the ability
to perform three-axis attitude determination, ADS-B-based attitude determination could
provide a low-cost and accurate solution for the realization of attitude control.

The present study Investigates the use of the SNR of ADS-B signals for three-axis
attitude determination of a LEO satellite, where for simplicity a double-antenna-receiving
system is considered. Two estimation methods, a deterministic method based on the
Quaternion Estimator (QUEST) and a statistical method based on the nonlinear least
squares estimator (NLS), are presented. Furthermore, in order to reduce the effect of
observation noise, attitude determination using MEMS gyro data integrated with ADS-B
receivers is explored. A multiplicative extended Kalman filter (MEKF) is designed, and its
performance is examined.

In summary, this paper makes two principal contributions. The first is the develop-
ment of an attitude determination method based on the SNR measurements of ADS-B
signals using a double-antenna-receiving system. Accurate three-axis attitude determina-
tion is then enabled. Thus, the proposed method in this paper is more practical for on-orbit
applications compared with the method introduced by [16], in which only single-axis
attitude could be determined. The second contribution is the presentation of three attitude
estimation methods (QUEST, NLS and MEKF) for ADS-B-based attitude determination. A
novel attitude determination scheme is proposed in which MEMS gyro data are integrated
with ADS-B receivers to reduce the effect of observation noise, and a corresponding MEKF
estimation method is designed. The potential accuracy of ADS-B-based attitude deter-



Aerospace 2023, 10, 370 3 of 20

mination is revealed by the evaluation and comparison of the three estimation methods’
results.

The rest of this paper is organized as follows: Section 2 introduces the basic principle of
ADS-B-based three-axis satellite attitude determination. The two estimation methods which
transform the SNR measurements of ADS-B signals into attitude solutions are presented
in Section 3. Section 4 presents the MEKF algorithm design for integrated ADS-B/gyro
attitude determination. Numerical simulation is given in Section 5 and the performances of
the above three algorithms are compared. Finally, Section 6 draws a conclusion and gives
directions for future work.

2. Principle of ADS-B-Based Three-Axis Attitude Determination

As stated in [16], the idea of ADS-B-based attitude determination is inspired by
attitude determination using GNSS SNR measurements. The core of this method lies in
the anisotropy and strong directivity of ADS-B-receiving antenna. The measured value
of the SNR of ADS-B signals is mainly determined by three factors: the signal power at
the receiver position, antenna gain pattern and antenna orientation. The aircraft position
information is transmitted by ADS-B signals. The satellite position can be determined by an
onboard GNSS receiver. With a known signal transmitting power, the signal power at the
ADS-B receiver position can be derived from aircraft and satellite positions in combination
with a path loss model. If the antenna gain pattern is also known, the SNR of ADS-B signals
is a function of antenna orientation only, more specifically, the relative orientation between
antenna boresight and aircraft-satellite line-of-sight (LOS).

Consider a spaceborne ADS-B receiver connected to two receiving antennas, e.g.,
helical antennas which have been deployed on GOMX series satellites [17,18]. Figure 1
gives an illustration of antenna configuration. The two antennas have identical gain
pattern models and their boresight vectors are represented by two unit vectors, b1 and
b2, respectively. The gain of each antenna has its highest value along the boresight vector
and decreases with increasing of the off-boresight angle. The azimuthal variations are
small enough to be negligible. Assume that an ADS-B signal transmitted from an aircraft
is received by the first antenna. The LOS vector from the satellite to the aircraft can be
computed from their known positions and is represented by a unit vector l. Let α denote the
off-boresight angle of l with respect to b1. As the SNR of the signal is a strictly monotonic
function of the off-boresight angle, α can be uniquely determined from the measured value
of the SNR. Furthermore, if an ADS-B signal of a second aircraft from a different direction
is also received by the same antenna, its boresight vector b1 can be estimated from the two
derived off-boresight values. This process is called single-axis attitude determination and
has been well studied in [16].
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Figure 2. Basic principle of ADS-B-based three-axis satellite attitude determination. 

Figure 1. Gain pattern of the double-antenna-receiving system. Only the main lobes are shown in
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Similar to b1, the boresight vector b2 can also be estimated if the second antenna
receives ADS-B signals of two aircraft from different directions. The aircraft and satellite
positions are usually expressed in the Earth-centered Earth-fixed (ECEF) frame in consider-
ation that they are derived from GNSS receivers. Accordingly, the estimation of boresight
vectors b1 and b2 refers to the ECEF frame. The estimated coordinates of b1 and b2 can be
further transformed to the satellite’s Vehicle Velocity Local Horizontal (VVLH) frame via
orbital information. Finally, since the local coordinates of b1 and b2 in the satellite’s body
frame are known beforehand, the satellite’s three-axis orientation relative to the VVLH
frame can be determined.

The basic principle of three-axis attitude determination using an ADS-B receiver is
summarized in Figure 2. On the one hand, the SNR of the ADS-B signal can be measured.
On the other hand, the aircraft identity and position can be decoded from the signal. Then,
the off-boresight angle of the signal can be derived from the known calibrated antenna
gain pattern. Once off-boresight angles of two or more aircraft are estimated, the antenna
boresight vector or the satellite’s single-axis attitude can be obtained. If two or more
noncollinear antennas or a multibeam antenna is mounted on the satellite, a complete
three-axis attitude determination of the satellite will be viable. It should be noted that the
principle of Figure 2 does not mean a completely identical implementation procedure of
three-axis attitude determination. As will be shown in the following section, the step of
single-axis attitude determination can be entirely skipped.
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3. ADS-B-Based Attitude Determination Algorithm
3.1. Attitude Determination Model

The SNR of ADS-B signals is defined as follows:

SNR = 10lg
(

Ps

Pn

)
(1)

where Ps and Pn are the signal power and noise power. The noise power is given by [26]:

Pn = kBTB (2)

where kB is the Boltzmann constant (1.381 × 10−23 J/K), B is the measurement bandwidth
and T is the effective noise temperature. The signal power is given by the following:

Ps = g(α)P0 (3)
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where α is the off-boresight angle, namely, the angle between the boresight vector and the
LOS vector from the satellite to aircraft, g(·) is the mapping function of the antenna gain
pattern and P0 is the isotropic signal power level at the receiver position.

Principal sources of error of the above observation system include the following:
(1) the calculation error of P0 due to estimation errors of the transmitting power and path
losses; (2) the modeling error of g(·) due to a calibration error of the antenna gain pattern;
and (3) the SNR measurement error induced by the receiver itself. The observation equation
considering errors is given as follows:

y = 10lgg(α) + 10lgP0 − 10lgPn + ν (4)

where y is the measured value of the SNR and ν is the total observation error, assumed to
be white Gaussian noise in this study. It is noted that α is the only unknown variable in
Equation (4).

As it is defined, α is related to the boresight vector and the LOS vector by the following:

cos α = l · b (5)

with b being the boresight vector and l being the LOS vector. b and l are unit vectors. By
expressing Equation (5) in the satellite’s body frame, we have the following:

cos α = {l}T
B{b}B (6)

where the subscript ‘B’ denotes the body frame, {l}B and {b}B are coordinates of l and b in
the body frame and the superscript ‘T’ denotes the transpose operator.

To determine the attitude of a satellite with the measured value of the SNR, y should
be expressed as the function of the attitude explicitly. Thus, α needs to be expressed by the
attitude. For a satellite, the attitude is defined as being between the body frame and orbit
frame. Equation (6) can be further reformulated as follows:

cos α =
(

CB
o {l}o

)T
{b}B (7)

where subscript o denotes the orbit frame.
CB

o is the satellite attitude matrix which needs to be solved. In general, CB
o can be

expressed by three Euler angles. For a 3-2-1 rotation, as is shown in Figure 3, the relationship
between the attitude matrix and Euler angle is given by the following:

CB
o =

 cos θ cos ψ cos θ sin ψ − sin θ
sin φ sin θ cos ψ− cos φ sin ψ sin φ sin θ sin ψ + cos φ cos ψ sin φ cos θ
cos φ sin θ cos ψ + sin φ sin ψ cos φ sin θ sin ψ− sin φ cos ψ cos φ cos θ

 (8)

where ψ, θ and φ are the yaw, pitch and roll angles, respectively.
{l}o is the unit line of the sight vector expressed in the orbit coordinate frame; it can

be calculated by the following:

{l}o =
xs

o − xa
o

‖xs
o − xa

o‖
(9)

where xs
o and xa

o denote the satellite position and aircraft position expressed in the orbit
frame of the satellite, respectively.

{b}B is the unit boresight vector expressed in the satellite body frame. It is determined
by the antenna mounting position.
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By substituting these equations into Equation (1), it is possible to relate the SNR
measurement value y and satellite attitude CB

o :

y = 10lgg

(
arccos

((
Cb

o
xs

o − xa
o

‖xs
o − xa

o‖

)T
{b}B

))
+ ε (10)

where
ε = 10lgP0 − 10lgPn + ν (11)

From the signals received from different aircraft, xs
o, {l}o and {b}B are known; the

SNR measurement only is a function of the satellite attitude Cb
o and aircraft position xa

o.
Meanwhile, Cb

o can be expressed by three Euler angles, ψ, θ and φ, in order to avoid
orthogonality for the attitude matrix. Above all, the observation equation can be written as
follows:

y = f (xa
o, ψ, θ, φ) + ε (12)

where

f (xa
o, ψ, θ, φ) = 10lgg

(
arccos

((
Cb

o
xs

o − xa
o

‖xs
o − xa

o‖

)T
{b}B

))
(13)

In order to keep the notation as compact as possible, let x denote the aircraft position
xa

o; then, the observation equation can be rewritten as follows:

y = f (x, ψ, θ, φ) + ε (14)

As is discussed in the previous section, rotations on the boresight orientation are
unavailable because of the symmetry of the antenna gain pattern. The single-axis attitude is
estimated when one antenna is mounted on the spacecraft. Equation (14) can be rewritten
as follows:

y = f1(x, ξ, χ) + ε (15)

where ξ and χ are the azimuth angle and elevation angle of the boresight vector expressed
in the orbit frame, as is shown in Figure 4. This case has been discussed by Kaixing Zhou
and Xiucong Sun et al. For more details, see [16].
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3.2. Attitude Determination by Deterministic Method

In this section, we will discuss how to estimate satellite three-axis attitude using two
or more ADS-B antennas. A class of solution for this problem is known as the deterministic
method. They can estimate satellite attitude directly using two or more observation vectors.

The basic idea for the deterministic method can be expressed by the following:

{bi}B = Cb
o{bi}o + ςi i = 1, 2, · · · n (16)

where {bi}B and {bi}o denote the i-th boresight vector expressed in the body frame and
orbit frame, respectively, and ςi is the corresponding error. In Equation (16), ({bi}B, {bi}o)
is a set of observation vectors, which contain the information on the attitude. Wahba [27]
described the problem of finding the attitude matrix as the orthogonal matrix that minimizes
the loss function; this question is known as Wahba’s Problem:

L
(

Cb
o

)
=

1
2

n

∑
i=1

ai‖{bi}B − Cb
o{bi}B‖

2
(17)

where ai denotes the i-th non-negative weight.
Achievements have been made by researchers in recent years. A lot of algorithms have

been proposed to solve the question, for example, the three-axis attitude determination al-
gorithm (TRIAD) [28], Davenport’s q method [29], the Quaternion estimator (QUEST) [30],
the Singular Value Decomposition method (SVD) [31], the Fast optimal attitude matrix
(FOAM) [32] and so on. Among them, QUEST is the most commonly used attitude deter-
mination algorithm due to its higher precision and faster operational speed relative to the
other methods. For more detail about QUEST, see [30].

Above all, the process of ADS-B-based three-axis attitude determination using a
deterministic method can be divided into two steps:

1. Estimating a set of observation vectors ({bi}B, {bi}o). The former can be obtained
by the antenna mounting position direction, while the latter can be determined by
Equation (15).

2. Determining the satellite attitude using the QUEST algorithm.

3.3. Attitude Determination by Nonlinear Least Squares Estimation (NLSE)

ADS-B-based three-axis attitude determination using a deterministic method has
been discussed in the previous section. However, the method might lead to a larger error,
because the estimation process is divided into two steps with an estimation error. Therefore,
it is necessary to estimate the satellite three-axis attitude in one step for a more precise
attitude determination.

Assuming that there are n (n ≥ 2) antennas deployed on the satellite, and letting mi
(mi ≥ 3, 0 ≤ i ≤ n) be the number of available aircraft for the i-th antenna, for the i-th
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antenna, the measured value of the SNR related to the j-th (0 ≤ j ≤ mi) aircraft is given as
follows:

yij = fi
(
xj, ψ, θ, φ

)
+ εij (18)

where xj denotes the position of the j-th available aircraft, and fi
(
xj, ψ, θ, φ

)
and εij denote

the values of Equations (13) and (11) for the i-th antenna and j-th aircraft, respectively.
Since f (x, ψ, θ, φ) is a nonlinear function, the satellite three-axis attitude determination

is virtually a nonlinear least squares (NLS) problem. The objective function for this problem
is as follows:

F(z) =
1
2

n

∑
i=1

mi

∑
j=1

{
yij − fi

(
xj, z

)}2 (19)

where z = [ψ, θ, φ]T .
Satellite three-axis attitude determination is equivalent to the following minimization

problem:
zopt = argmin{F(z)} (20)

where argmin{F(z)} denotes the point z at which F(z) achieves the minimum value.
There have been a lot of studies for the nonlinear least squares problem [33–35]. The

most commonly employed nonlinear least squares estimation method is the numerical
iteration method, including the levenberg–marquardt algorithm (LMA or LM) [33], the
Gauss–Newton algorithm [34] and the gradient descent algorithm [35].

The Gauss–Newton algorithm has a fast convergence, but it needs to calculate the
Jacobian matrix of the objective function, and also requires the matrix to be positively
determined. When the matrix is almost singular, the algorithm will produce an ill-fitting
phenomenon. Although the gradient descent algorithm has a global convergence, it con-
verges too slowly.

The levenberg–marquardt algorithm, also known as the damped least-squares (DLS)
method, is proposed to overcome the issue that the iterative matrix is ill-conditioned in the
Gauss–Newton algorithm. The levenberg–marquardt algorithm interpolates between the
Gauss–Newton algorithm and the method of gradient descent. The levenberg–marquardt
algorithm is more robust than the Gauss–Newton algorithm, which means that it finds a
solution even if it starts very far off the final minimum in many cases.

The key for the levenberg–marquardt algorithm is solving the following equation:(
JTJ + λI

)
δ = JT(y− f(x, z)) (21)

where J is the Jacobian matrix, λ is the damping factor, I is the identity matrix and δ is the
increment for the initial estimated parameter value z0. y and f(x, z) are stacked vectors of
yij and fi

(
xj, z

)
, respectively.

The damping factor λ is non-negative and is adjusted at each iteration. If the reduction
of F(z) is rapid, a smaller value can be used, bringing the algorithm closer to the Gauss–
Newton algorithm, whereas if an iteration gives insufficient reduction in the residual, λ can
be increased, moving a step closer to the gradient-descent direction. If either the length of
the calculated step δ or the reduction of the objective function F(z) fall below predefined
limits, iteration stops and the last parameter vector z is considered to be the solution.

The variance–covariance matrix for the attitude estimation error can be obtained by
Equation (22):

R =
(

JTCJ
)−1

(22)

where C = diag
(

1
σ2

11
, · · · , 1

σ2
1m1

, 1
σ2

21
, · · · , 1

σ2
ij

, · · · 1
σ2

nmn

)
, and σij is the standard deviation of

the corresponding SNR measurement yij.
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4. Multiplicative Extended Kalman Filter (MEKF) for ADS-B/Gyro
Attitude Determination

In the previous section, a new satellite three-axis attitude determination method based
on two or more noncollinear ADS-B-receiving antennas was proposed. Despite the lower
cost compared with the typical solutions, the accuracy of the ADS-B-based solution is
rough (approximately in degree-level). Moreover, the ADS-B-based solution is available
only when the number of observations for each antenna is no less than three, which makes
it difficult to provide a long-term attitude determination. To achieve a higher accuracy
and more robust attitude determination, it is imperative to combine the ADS-B signal
observations with other attitude determination sensors.

4.1. Gyro Model

Gyro is a typical attitude sensor. The measured output of the gyro is the satellite three-
axis angular rate relative to the inertial reference frame. The dynamics performance of
the attitude is included in the gyro measurement, which is helpful to improve the attitude
determination accuracy. For a rate-integrating gyro, a widely used model is given by
Equations (23) and (24):

ω̃b = ωb + β + ηv (23)

.
β = ηu (24)

where ω̃b is the measured angular rate, ωb is the true angular rate and subscript b means
the body frame. β denotes the gyro drift, which is assumed to be governed by (24). ηv and
ηu are independent zero-mean Gaussian white noise processes with the following:

E
{

ηv(t)ηT
v (τ)

}
= σ2

v δ(t− τ)I3×3
E
{

ηu(t)ηT
u (τ)

}
= σ2

uδ(t− τ)I3×3
(25)

where E{•} denotes expectation and δ(t− τ) is the Dirac delta function.

4.2. Attitude Error Vector

In this section, the measurement data of the ADS-B and gyro are fused by multiplicative
extended Kalman filter (MEKF). MEKF was first developed in 1969 by Toda, Heiss et al.
It has been used for attitude estimation of several onboard NASA spacecraft. The MEKF
describes the attitude as the product of an estimated attitude and an attitude error from
that estimate attitude, as is shown in the following:

q = δq(υ)⊗ q̂ (26)

where q is the unit true attitude quaternion, q̂ is the unit estimated attitude quaternion and
δq(υ) is a unit error quaternion representing the rotation from q̂ to q, which is parameterized
by a three-component vector υ, called the attitude error vector. υ can be described in
different ways, including as two times the vector part of the quaternion, two times the
vector of Rodrigues or Gibbs, four times the vector of modified Rodrigues parameters
(MPRs) or integrated rate parameters, the vector of infinitesimal rotation angles and so
on. These definitions of υ are equivalent for EKF, because they have the same first-order
approximation:

δq(υ) ≈
[

υ
2
1

]
(27)

In these contributions, we use four times the vector of MPRs to describe the attitude
error vector, giving the following:

δq(υ) ≈ 1

16 + ‖υ‖2

[
8υ

16− ‖υ‖2

]
(28)
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For the MEKF process, the attitude error vector is treated as a part of the state vector.
The dynamics equation of the attitude error vector is given by the following:

.
υ = −ωb × υ + ∆ω (29)

where ∆ω is the error of the angular rate with the following:

∆ω = ωb − ω̂b (30)

4.3. State Model

For the attitude determination by measurements from the ADS-B receivers and gyro,
the state vector is chosen as follows:

X =

[
υ

∆β

]
(31)

where ∆β denotes the error of the gyro drift, defined as follows:

∆β = β− β̂ (32)

with β̂ being the estimated gyro drift, according to the gyro model in Equation (23):

ω̃b = ω̂b + β̂ (33)

∆
.
β = ηu (34)

By substituting Equations (23) and (32) into (33), it is possible to relate the ∆ω and ∆β:

∆ωb = −∆β− ηv (35)

Dynamics equations of the attitude error vector can be reformulated as follows:

.
υ = −ωb × υ− ∆β− ηv (36)

According to Equations (34) and (36), the state model of the state vector X is given by
the following:

.
X = AX + W (37)

where A is the state transition matrix and W is the process noise; they are expressed as
follows:

A =

(
−[ω̂b×] I3×3

03×3 03×3

)
(38)

W =

(
−ηv
ηu

)
(39)

with I3×3 as the identity matrix, 03×3 as the zeros matrix and [ω̂b×] as the cross matrix
of ω̂.

The variance–covariance matrix of W is written as follows:

Q =

(
σ2

v I3×3 03×3
03×3 σ2

uI3×3

)
(40)

4.4. Observation Model

In Section 3, we discussed how to estimate the satellite three-axis attitude by using
ADS-B measurement, using the Euler angle (3-2-1 rotation) to express attitude. In this
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section, the Euler angle errors [∆ψ, ∆θ, ∆φ]T are chosen as the measurement of MEKF, as
follows:

Z =

∆ψ
∆θ
∆φ

 =

ψ̃

θ̃

φ̃

−
ψ̂

θ̂

φ̃

 (41)

where Z denotes the observation of MEKF,
[
ψ̃, θ̃, φ̃

]T
is the attitude angle calculated using

ADS-B observations and
[
ψ̂, θ̂, φ̂

]T
is the attitude angle estimated using the state model.

According to [36], the differential kinematic equations relate the (3-2-1) Euler angle
rates to the angular velocity vector through the following:

.
ψ
.
θ
.
φ

 =

0 sin φ
cos θ

cos φ
cos θ

0 cos φ − sin φ
1 tan θ sin φ tan θ cos φ

ωx
ωy
ωz

 (42)

From the view of the change rate, and by applying the small-angle approximation to
Equation (42), we can relate observation Z to attitude error vector υ as follows:

Z = Hυυ (43)

with

Hυ =

0 sin φ̂

cos θ̂

cos φ̂

cos θ̂
0 cos φ̂ − sin φ̂

1 tan θ̂ sin φ̂ tan θ̂ cos φ̂

 (44)

Finally, the observation model is written as follows:

Z = HX + V (45)

where H is the observation matrix, as shown below:

H =
[
Hυ 03×3

]
(46)

V is the observation noise, which is zero-mean Gaussian white noise, and its covariance
matrix is R.

4.5. Filtering and Update

1. Discretization

Before filtering and updating, a discretization step needs to be done because the
state model is represented as a continuous time model, while discrete time measurements
are frequently taken for state estimation via the ADS-B receiver and gyro. A simple
discretization method is as follows [37]:

Fk/k−1 = I + TAk−1 +
T2

2!
A2

k−1 +
T3

3!
A3

k−1 + · · · (47)

where Fk/k−1 is the discrete state transition matrix, Ak−1 is the continuous state transition
matrix and T is the sample period. Applying the discretization method to our work, the
discrete state mode and observation mode are obtained as follows:

Xk = Fk/k−1Xk−1 + Wk (48)

Zk = HkXk + Vk (49)
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Wk ∼ N(0, Qk), Vk ∼ N(0, Rk) (50)

2. Time update

Once we obtain the discrete state mode and observation mode, the filtering and
updating process can be performed. An a priori estimate of the state vector at epoch tk can
be obtained from the following steps:

Xk/k−1 = Fk,k−1Xk−1 (51)

Pk/k−1 = Fk/k−1Pk−1FT
k/k−1

+ Qk−1 (52)

where Xk/k−1, Pk/k−1 is the a priori estimate of the state vector and its error covariance
matrix:

Xk/k−1 =

[
x̂k/k−1

∆β̂k/k−1

]
(53)

Pk/k−1 =

[
Pυ̂k/k−1

P∆β̂k/k−1

]
(54)

The a priori estimation of attitude quaternion q̂k is obtained by the following:

q̂k = δq(υ̂k/k−1)⊗ qk−1 (55)

while the a priori estimation of the attitude angle
[
ψ̂, θ̂, φ̂

]T
can be given from q̂k.

3. Measurement update

In the measurement update phase, the filter updates the estimate of the state vector
and its covariance matrix as follows:

Xk = Xk/k−1 + Kk(Zk −HkXk/k−1) (56)

Pk = (I−KkHk)Pk/k−1 (57)

with Kk as the filter gain:

Kk = Pk/k−1HT
k

(
HkPk/k−1HT

k + Rk

)−1
(58)

An important question is how to modify the attitude using the state vector Xk =[
υk ∆βk

]T . The error of gyro drift ∆βk is used to modify gyro drift β and angular rate ωk:

βk = βk−1 + ∆βk−1 (59)

ωk = ω̃k − βk (60)

while attitude error vector xk is used to correct the attitude. The corrected attitude quater-
nion qk can be obtained by the following:

qk = δq(υk)⊗ q̂k (61)

while the attitude angle [ψ, θ, φ]T can be given from qk. What should be paid attention to is
the fact that the filter needs to be reset when a filtering and updating process is complete,
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because the error described by the state vector has been corrected after Equations (59) and
(61). The reset step is as follows:

Xk−1 =
[
0 0 0 0 0 0

]T (62)

5. Simulation Results and Analysis
5.1. Simulation Condition

To verify the method proposed to estimate the satellite three-axis attitude based on
the ADS-B receiver, a simulation was carried out.

In order to make the simulation result much more accurate and closer to the practical
implementation scenario, we apply the actual global flight data of the aircraft to the
simulation. The flight data are from the VariFlight, which is a flight service company in
China. We utilize the data to find out which aircraft are available, by which we mean that the
aircraft are in sight of the space-based ADS-B receiver antenna and the SNR measurements
value contained within the ADS-B signal is not less than the system-required SNR (Preq

SNR;
Preq

SNR = 6dB in our work).
The simulation is based on the BUAA-Sat microsatellite, which is planned to be

launched into a Sun-synchronous orbit, with 600km altitude and 97.8 degree inclination [38],
and the satellite is assumed to be at the ideal Earth-pointing attitude in the simulation.

The satellite will equip an ADS-B receiver as one of its payload and a helical antenna
is used for receiving the ADS-B signal from the aircraft. The helical antenna is illustrated in
Figure 5. As mentioned in Section 2, an important characteristic about the helical antenna
is its antenna gain pattern. To find the antenna gain pattern of the helical antenna, we
conduct an electromagnetic simulation using a High Frequency Structure Simulator (HFSS).
The parameters used for the electromagnetic simulation are shown in Table 1 and the result
is presented in Figure 6.
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Figure 6. The simulation result of the helical antenna gain pattern.

Figure 6 only shows the major lobe (GRA ≥ 4dBi) of the helical antenna gain pattern.
From the picture, we can see the antenna gain has a strong directivity along the boresight,
which leads to the SNR measurement varying with off-boresight angles as is described in
Equation (1). The electromagnetic simulation gives g(α) mathematical expression:

g(α) = 14.4598 cos6 α (63)

What is more notable about the antenna is its mounting direction. The problem has
been solved by Kaixing Zhou and Xiucong Sun et al. [16]. The optimal mounting angle is
given as follows:

βopt = 50.77◦ (64)

In order to estimate the satellite three-axis attitude, two helical antennas are mounted
at the bottom of the satellite, both with the optimal angle. The installation location and
geometry configuration of two helical antennas are presented in Figure 7.
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Figure 7. The installation location and geometry configuration of two helical antennas.

In this work, we use a rate-integrating gyro for MEKF. The parameters of the gyro
noise are set as σv = 0.05◦/s, σu = 0.05◦/s. The observation noise of the SNR measurement
V has standard deviation [1dB, 1dB, 1dB]T , and its covariance matrix is R = (1dB)2 · I3×3.
An hour of data is chosen for the result analysis; the number of available aircraft for two
antennas is not less than three in each time step, as is shown in Figure 8. The number of
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available aircraft for Antenna1 is shown in red and for Antenna2 is shown in green, while
the total available observation (antenna1 + antenna2) is shown in blue.
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In the simulation, three ADS-B-based methods proposed in the previous sections are
employed to estimate the satellite three-axis attitude; they are the deterministic method,
nonlinear least squares estimation (NLSE) method and multiplicative extended Kalman
filter (MEKF). The Quaternion estimator (QUES) is used for the deterministic method.

5.2. Result Analysis

The top panel of Figure 9 shows the estimation error of the Euler angle using the
deterministic (QUEST) method in the setting simulation condition. As can be seen in this
figure, the attitude estimated using the QUEST method has rough accuracy: the maximum
estimation error is more than ±20◦. The middle pane of Figure 9 shows the estimation
error using the NLSE method; the three-axis attitude error of NLSE is less than the error
estimated using the QUEST method. The maximum estimation error is about ±15◦ for
NLSE, while more than ±20◦ for QUEST. The conclusion proves the point proposed in
Section 3.3. To further improve the accuracy of attitude determination, the MEKF has
been implemented successfully for satellite three-axis attitude determination. From the
bottom panel of Figure 9, it can be seen that the attitude determination accuracy of MEKF
has an obvious improvement compared with the QUEST method and NLSE method. The
estimation error is less than ±3◦.
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Figure 9. The estimation errors of Euler angle by QUEST (a), NLSE (b) and MEKF (c) methods.

The statistics of all simulation results are presented in Table 2, including the maximum
error, the root mean square of the estimation error and the running time of the three
methods. From Table 2, we can see clearly that the MEKF method has the highest accuracy;
NLSE comes second and the QUEST method is last. For running time, the NLSE method is
the fastest, slightly faster than the MEKF method. The running time of the QUEST method
is almost two times that of the NLSE method, which is likely caused by the two nonlinear
estimations for QUEST, while NLSE has just one.

Table 2. The statistics of all simulation results.

Maximum [◦] Root Mean Square [◦] Running
Time [s]ψ θ φ ψ θ φ

QUEST −25.33 −18.78 −28.68 1.67 1.59 2.13 223
NLSE 9.79 −6.48 14.66 1.21 0.85 1.48 117
MEKF 1.46 −1.31 2.40 0.28 0.15 0.24 127

Comparing Figure 8 with Figure 9, it can be seen that the estimation error varies greatly
with the number of observations. To show this fact more clearly, the mean estimation
error with respect to the number of observations is illustrated in Figure 10. From these
figures, we can see that the estimation error will be significantly reduced as the number of
observations increases, whichever method is used. Exactly speaking, the mean estimation
errors converge to about 100 observations. That is to say, along with the number of
observations, the mean estimation error decreases rapidly when the number of observations
is less than 100, while the improvement of the estimation accuracy becomes very limited
when the number of observations is greater than 100. It also can be seen in Figure 10 that for
the estimation accuracy, MEKF is the best, NLSE is the second and QUEST is the worst on
the whole. The NLSE and QUEST methods will have the same accuracy when the number
of observations is greater than 100.
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6. Conclusions

In this contribution, the ADS-B-based satellite three-axis attitude determination was
discussed. The principle of ADS-B-based attitude determination was presented first. Then,
three methods were employed to solve the problem, including the deterministic method,
NLSE method and MEKF method. Finally, a simulation was carried out to verify these
algorithms. Based on the simulation results, it can be concluded that the ADS-B-based
satellite three-axis attitude determination is available. Estimation accuracy at the degree
level is possible using the NLSE method and QUEST method; they only need two ADS-B
antennas. Moreover, the estimation accuracy will become higher using MEKF if a gyro
is added.

Our future work will modify the MEKF method to achieve higher attitude estimation
accuracy. A preliminary ideal is reformulating the observation model in MEKF and choos-
ing the SNR measurement as the observation directly, rather than the Euler angle estimated
by NLSE method. This may eliminate the error caused by the NLSE method.

Author Contributions: Conceptualization, X.S.; methodology, X.S.; software, X.S.; validation, Z.L.
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