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Abstract: In recent years, the methodology of Model-Based System Engineering (MBSE) has become
relevant to the design of complex products, especially when safety critical systems need to be ad-
dressed. It allows, in fact, the deployment of product development directly through some digital
models, allowing an effective traceability of requirements, being allocated upon the system functions,
components, and parts. This approach enhances the designer capabilities in controlling the product
development, manufacturing and after-market services. However, the application of such a method-
ology requires overcoming several technological barriers, especially in terms of models integration.
The interoperability and management of several models—developed within different software to
cover multiple levels of detail across several technical disciplines—is still very difficult, despite the
level of maturation achieved by Systems Engineering. This paper describes a possible approach to
provide such a connection between tools to allow a complete multi-disciplinary and heterogeneous
simulation to analyse complex systems, such as safety-critical ones, which are typical of aerospace
applications. Such an application is within a defined industrial context, placing particular attention
on the compatibility of the approach with the legacy processes and tools.

Keywords: Digital Twin; Model-Based Systems Engineering; heterogeneous simulation; Functional
Mock-up Unit

1. Introduction

The industrial context has always strode towards improving every issue of the design,
production and after-services of new products. However, new and harder challenges
are continuously appearing in today’s market, with more and more difficult customer
needs to be satisfied [1]. Such an economic environment requires innovative solutions
and, especially, some improved and effective approaches to product development. For this
reason, particularly during the last decade, the Model-Based Systems Engineering (MBSE)
methodology has resonated heavily in the industrial field, particularly where safety critical
systems are involved [2]. The main aim of this methodology is to convert the traditional
document-based approach [3] of design into a model-based product development, whose
digital models include all the relevant information useful for design, manufacturing and
service [4,5]. To achieve this goal, the MBSE methodology requires the implementation of
the so-called RFLP (Requirements, Functional, Logical, Physical) chain, which starts with
the requirements analysis, proceeds with the identification of the system functions and
the logical components, and terminates with the physical models [6,7], guaranteeing a solid
link between all stages through the downstream allocation of the relevant information.

However, the interconnection between all stages is the most critical issue of this
methodology, since it requires finding a robust link between tools, formats and standards
that are different from each other [8]. In particular, such a connection becomes very
problematic, as the RFL (Requirements, Functional, Logical) stages (usually managed
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through the use of SysML language [9]) are allocated to physical architecture. Moreover,
the integration between physical models themselves is rather difficult, since they exhibit
different properties, levels of detail and tool compliance [10]. The latter aspect is particularly
important if the application of the MBSE methodology for a Digital Twin development
is considered.

A Digital Twin is defined as a completely virtual representation of a product in all
its parts, characteristics and details with a high fidelity, enabling the designer to test the
overall system behaviour by running the simulation based on those digital models and
to predict the response of the real system [11,12]. Therefore, it is fundamental that during
the product development process, the digital models of every system/component are
seamlessly interconnected [13]. Such integration implies the definition of a link in two
different directions: a “horizontal” one, which encompasses the integration of models with
the same simulation approach within the architecture of the whole system, resulting from
the interaction between subsystems, and a “vertical” one, involving the communication
between models developed in different tools, which often coincides with the need to achieve
a higher level of detail of the product models. This approach allows predicting the product
behaviour in operation, including the interaction between systems.

Based on these integration requirements identified by the partner company, this paper
investigates how a tool chain can be suitably orchestrated to manage the interoperation
between tools and related models for the definition of an MBSE-compliant Digital Twin.
The definition of such a tool chain is carried out in a specific industrial context, which
employs a wide set of tools and validated processes to achieve its goals in terms of product
development. As such, the integration approach here presented attempts to satisfy a
series of needs identified by the partner company taking into account the necessity of
compatibility with pre-existing processes and methods. Particularly, it focuses on linking
models of different systems and enabling the connection between models of different levels
of detail of those systems, which are developed through tools that are usually incompatible
between each other. The present exploration exploits some specific tools and standards that
are currently available. These tools allow creating a simulation environment in which the
whole product can be modelled and analysed and, therefore, enabling the generation of the
Digital Twin counterpart of a real product. To showcase the application of such process,
models for the design of a generic aircraft, which are being developed as a preliminary
Digital Twin, will be employed as a test case.

2. Literature Review and Scope

Many projects and tools have strode towards achieving a complete interoperability
between different levels of model detail and between the many disciplines that are tackled
during the design process of a complex system, such as an aircraft.

In particular, some of the projects and initiatives found were the following:

• The INTEROP project [14] was funded by the European Commission, and it aimed
specifically at developing a research community around systems and software inter-
operability. Their main result was to create a network of companies and universities
all devoted to the definition of interoperability standards and create a homogeneous
business environment. However, while the main goals of the project were achieved,
it seems that the focus was not on the modelling techniques of the design process of
products and how to interconnect these aspects.

• The ATHENA project [15,16] was focused on the creation of a collaborative platform
and framework for large enterprises. It is a quite extensive project, which tackled
the main aspects of enterprise interoperability. It was able to identify languages,
frameworks and semantics related to interoperability. Nevertheless, similarly to
INTEROP, it appears that an approach for successfully integrating models of different
systems and/or from different tools is not explored and not applied in a practical
industrial context.
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• The CRESCENDO project [17] aimed at developing the BDA or Behavioural Digi-
tal Aircraft. Such a project encapsulated many physical disciplines and techniques,
integrating multiple models and obtaining a collaborative framework usable by a
multitude of companies and their respective partners. While it seems to cover very
widely the aircraft design process, it seems that a very high focus was placed on the op-
timisation of the systems geometry and on automatising certain specific aspects of the
simulations setup. Moreover, it appears that the multi-tool integration was not tackled,
focusing, to a certain extent, on each design step in a compartmentalised manner.

• AGILE [18] and TIVA [19] are closely related to each other, and both were developed
by DLR (German Aerospace Center). These projects developed a comprehensive
framework for the design of an aircraft, including the introduction of many relevant
tools, such as the CPACS format [20], for the management of aircraft data, and the
RCE (Version 10.4; https://rcenvironment.de/, 2022) software [21], which is a tool for
the creation of multi-disciplinary workflows. Their work revolved heavily around the
definition of a collaborative design process, similarly to the CRESCENDO initiative.
However, it is noticeable that it is mainly focused on the multi-disciplinary and multi-
tool integration, without expanding on the techniques and methods for multi-systems
interoperability.

These initiatives clearly allowed opening the gates towards the research and applica-
tion of these methodologies and processes with the aim of achieving interoperability. In fact,
many publications were found that made extensive use of the available tools, and it was
noticed that their application focused mainly on the design [22,23] and optimisation [24–26]
of specific structures or systems of the aircraft. In some cases, the main focus was the
preliminary sizing through specifically made tools, such as UNICADO [27].

What seems apparent, however, from the reviewed contributions is that most papers
tend to focus on the attainment of interoperability of multiple physical disciplines, with brief
comments on the actual design workflow they adopted, without expanding upon it and/or
limiting it to a single system. Therefore, in a practical industrial application, which requires
to take into account the various established processes and the tools that are adopted, a clear
need arises to find an approach capable of creating a flexible tool chain, which encompasses
the interoperability problem between models of different systems that interact between
each other and between the many tools used for the multitude of disciplines analysed
during the design process. Such a task is a key factor especially in the development of the
Digital Twin of a product [28] and when dealing with the design of such an entity. In fact,
the literature has been heavily invested in the conception of the Digital Twin as an asset for
the monitoring and maintenance phases [29–31]. As such, the Digital Twin can be seen as a
post-design tool. However, it is clear how the trend is towards the definition of the Digital
Twin counterpart of a product even before its existence and employing it as a tool for its
design [32–34].

The implementation of such a process requires a shift in how the design process is
carried out. In fact, the process should revolve around the definition and development of
the digital counterpart of a real product, therefore keeping all stages of the process in digital
form. Only once the Digital Twin has been tested, verified and validated can the process
proceed with the materialisation of the product (prototyping, manufacturing...). At this
stage, no more modifications should be made to the product, and what enters into the
market should be entirely identical to the digital counterpart that was designed [35,36].
Such a kind of Digital Twin requires a high level of interoperability between simulation
and design tools and between the different systems which constitutes a product [37,38].

In light of what the engineering environment is striving towards in terms of improve-
ment of the overall design process and based on the achievements previously obtained
by the research community, the current contribution aims at developing a simulation en-
vironment capable of characterising a complex system in its entirety and in completely
digital form, from the earliest conception of the product until its end-of-life phase. Such an
environment is characterised by the application of currently available tools and standards,

https://rcenvironment.de/
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employing them in a cohesive and integrated manner. These tools, which are presented
in the next sections, have been thoroughly tested, in a multitude of scenarios, allowing
the definition of a framework that encompasses the two main levels of integration of the
models (multi-system and multi-tool). Therefore, the framework here proposed will en-
able the seamless connection between different systems of the product, thus obtaining a
product-wide virtual simulation, and between different tools, allowing to automatically
step into more detailed models of the same product and incrementally improve the quality
of the Digital Twin. At present, as highlighted in Figure 1, the focus is placed on the design
phase of the Digital Twin, more specifically in its preliminary design. Therefore, what can
be obtained from the approach here introduced is a complete preliminary configuration
of what will become a real product in terms of its physical characteristics and behaviour.
However, the process has been made as flexible as possible, being characterised by a high
level of modularity, through the use of agnostic tools, allowing for the inclusion of an
ever-increasing number of systems and tools used by the design process of a company.
Thus, in the future, it is possible to expand the process and framework to much larger
systems and with a much higher level of detail.

Figure 1. Current scope of the development of the Digital Twin design framework [36,39].

As such, the developed framework may allow for a design process that revolves
around the creation of a Digital Twin of the product, since it enables the designer to use
multiple tools and study different physical disciplines entirely in a virtual environment
and thus obtain a completely virtual counterpart of the product that is being designed.
Then, in order to showcase how the tools and approach can be employed in a practical
application, models for the preliminary design of an aircraft will be used as a test case,
recreating the early stages of its design through the interconnection of its multiple systems
and the linking of the different tools available.

3. Approach Definition and Application

Conducive to the creation of a properly integrated simulation environment capable
of encompassing the multiple steps required for the complete definition of a Digital Twin-
oriented design process, the different types of physical simulations involved in the design
of a product such as an aircraft, i.e., its real counterpart, must be identified. Being a complex
system, a very wide range of disciplines are covered during design, which make use of a
multitude of tools. A few examples are reported in Table 1.

It can be noticed that each of those simulations represents a step into the design
process, usually requiring an increase in development and computational time and allowing
for the comprehension of additional aspects of the real object. Therefore, the level of
understanding with respect to the behaviour of the real system increases at each modelling
step. Additionally, each specific model is often developed within a dedicated simulation
tool, which might exploit a numerical solver incompatible with other ones, or a different
format. Thus, passing through different disciplines and/or tools becomes often problematic
and cumbersome. This is a first issue in integrating physical models if one considers the
so-called “vertical” or multi-tool integration. A second barrier to overcome is the property
of a system such as an aircraft to be a “system of systems”, meaning that it is composed of
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multiple complex systems [40], each with their own sub-systems and components, as it can
be seen in Figure 2.

Table 1. Examples of disciplines and analysis tackled during aircraft design process, with a few
examples of relative tools.

Discipline/Analysis Tools

Numerical sizing
MATLAB® (Version 9.12; MathWorks, 2022),

Python (Version 3.10;
https://www.python.org/, 2022)

Dynamical systems simulations

Simulink® (Version 10.5; MathWorks, 2022,
Natick, MA, USA), AMEsim® (Version 2021.1;
Siemens, 2021, Munich, Germany), Dymola®

(Version 2022; Dassault Systèmes, 2022,
Vélizy-Villacoublay, France)

CAD modelling

SolidWorks®(Version 2021; Dassault Systèmes,
2021), Siemens NX® (Version 12; Siemens,

2017), CATIA® (Version R21; Dassault
Systèmes, 2011)

Vibro-acoustic simulations
SIMULIA® (Version 2021; Dassault Systèmes,
2021), ANSYS® (Version 2021R1; ANSYS Inc.,

2021, Canonsburg, PA, USA)

FEM thermo-structural analysis
ANSYS® (Version 2021R1; ANSYS Inc., 2021),
HyperMesh® (Version 2021; Altair, 2021, Troy,

MI, US)

CFD simulations
STAR-CCM+® (Version 2021.1; Siemens, 2021),

OpenFOAM (Version v2106;
https://www.openfoam.com/, 2021)

Figure 2. An example of structural decomposition of part of the systems of an aircraft.

This means that since the design process involves numerous groups of specialists, each
dedicated to their respective system or component, in order to simulate the behaviour of
the aircraft as a whole, it is required to integrate the models of multiple systems in a single
simulation environment. Such models, most likely, are developed in different tools and,
going forward in the design process, the level of detail of such models increases, possibly
rendering them incompatible with each other. To capture the complexity that arises in
modelling the aircraft as a system of systems, the representation in Figure 3 might help.

The complexity of a system of systems such as an aircraft depends on its architecture,
which includes several subsystems, but also on the multi-physical nature of the phenomena
exploited for its operation. Therefore, the design process can take full advantage from
a seamless integration of models, both in the multi-system and multi-tool domains, that
are capable of guaranteeing an easier interoperability and a faster simulation. Moreover,
once that complexity has been decomposed through a suitable distribution of the related
information between models, the overall efficiency of the design process can increase.
Additionally, the traceability introduced by the MBSE is greatly enhanced if any manual
insertion of data between simulations is avoided.

https://www.python.org/
https://www.openfoam.com/
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As briefly mentioned in Section 1, in order to test the approach and design process,
the models for the design and simulation of a generic aircraft have been used. These models
have been kindly provided by a partner company and have not been modified in any way
but only integrated according to the design framework here presented.

Figure 3. Features of the design process for a portion of the systems of an aircraft.

3.1. Multi-System Integration

The first typical obstacle to models integration for the creation of a Digital Twin for
design is the mutual interconnection between product systems. In fact, any real object
is made up of multiple systems and components that interact and influence each other.
Therefore, prediction of the real product behaviour will be reliable as long as the Digital
Twin is properly set up to replicate realistically the physical system and the models of sub-
systems are effectively integrated. When multiple systems are analysed together, however,
in order to simulate the behaviour of a complex system, such as in a dynamical simulation,
which usually involves the presence of differential equations that need dedicated solvers,
a flexible and modular integration strategy is required. In fact, the normal practice in
the design of very complex systems is to involve numerous development teams where
each is specialised on an individual system. Due to the different physical and functional
characteristics of each system, it is most likely that throughout the design process, different
incompatible modelling tools are employed, limiting the possibility of the simulation of the
product as a whole.

To enable such capability, the Functional Mock-up Unit (FMU) standard [41] is reaching
increasing popularity throughout the industrial applications. The logic behind an FMU
is very similar to a black-box approach: it allows, in fact, to encapsulate a simulation
model inside a black-box that can be exported into other FMU-compatible simulation
environments. Each FMU will expose to the outside only the input and output variables,
allowing to connect each variable to the corresponding one of another system. In Figure 4,
the two types of FMUs are reported, showcasing their respective logic.



Aerospace 2023, 10, 601 7 of 25

(a)

(b)
Figure 4. The two types of Functional Mock-up Units and their respective logic. (a) Model Exchange;
(b) Co-Simulation [42].

In terms of flexibility, the best option is the Co-Simulation FMU, described in Figure 4b,
since it carries over to the new simulation environment the solver of the original modelling
tool, allowing to introduce any model into any FMU-compatible tool. Unfortunately, that
flexibility may increase the simulation time, since it exploits a “fixed-step” numerical
integrator, which is generally slower than a “variable-step” one [43]. The Model Exchange
FMU, reported in Figure 4a, reduces such a disadvantage, thanks to the absence of the solver
in the FMU and resorting to the solver of the simulation environment of the destination
tool. Of course, in this case, only models compatible with the host’s solver can be used.

Regarding the current application, being contextualised in a practical industrial envi-
ronment, one of the main requirements was to enable the compatibility between models
from different modelling environments, which are derived from the multiple tools that a
wide consortium of companies may employ. Therefore, the best option to this end was the
Co-simulation FMU, which allows exporting a model to any other simulating environment.
An example of an application of such an approach in a wide industrial context is proposed
in Figure 5.

It can be noticed that the three systems compose a section of the propulsion system.
Each one of them is developed by a different partner within the consortium of allied
companies, and each is prone to exploit their own modelling tool, by practice. However,
to describe the behaviour of the whole system, it is required to achieve a multi-system
integration. Here, the FMU standard plays a crucial role, since it enables the setup of a
common simulation environment, where the interactions between systems can be modelled,
simulated and then evaluated.

Therefore, the FMU approach was applied to create a connection between the main
systems of the aircraft in a dynamical simulation performed in AMESimTM. The original
models have been created by different specialists, each defining its own system and/or dis-
cipline. The outcome of the simulation of each system’s model is the dynamic behaviour of
said system while following a pre-defined flight mission, consisting of the following phases:

1. CLIMB, starting from a defined altitude;
2. CRUISE, representing the majority of the mission;
3. DESCENT, terminates at the starting altitude;
4. Alternate CLIMB, immediately started after the DESCENT, shorter than CLIMB;
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5. Alternate CRUISE, much shorter then the CRUISE phase;
6. Alternate DESCENT, ends, once again, at the starting altitude;
7. LOITER, of similar length to Alternate CRUISE.

Such models implement the basic physical behaviour of the respective system along-
side control logics managed by PID controllers. Altogether, they allow obtaining a prelimi-
nary understanding of how an aircraft with a certain configuration behaves and confirming
if it is able to follow the flight mission as expected.

Figure 5. Example of multi-system integration between multiple partners with different modelling
tools [44–46].

Due to the nature of the models developed, we can consider them as a very first
iteration towards the creation of a high-fidelity Digital Twin, since they allow for the
prediction of the aircraft behaviour during its operation, albeit in a simplified manner. As
stand-alone models, however, it is not possible to capture the entire aircraft, since each
model has to be executed individually, causing a dispersion of the information among the
different specialists. So, the FMU protocol comes into play to provide a unified method to
interconnect the models in a single simulation environment.

In order to achieve this, the different models developed for each system were adapted
in order to make them compatible with the FMU interface but without changing any
previously modelled elements. In Figure 6, an example is shown of how an AMESimTM

super-component can be prepared for the export as an FMU. It can be seen that the “FLIGHT
DYNAMICS” block is the super-component including the model for the simulation of the
dynamics of the aircraft, including its aerodynamic characteristics during flight, with its
input and output variables. Then, we added a fictitious block (on the left) which is the
FMU interface block: its function is to define which variables the FMU, once exported,
must exchange with the external environment.

Once the FMU interface for each model (i.e., for each super-component) was prepared,
the FMUs were generated. The created FMUs were then imported and connected with all
the necessary input and output variables, allowing the creation of a new model for the
entire aircraft, enabling the simulation of the entire complex system but characterised by a
high degree of modularity. Such a model can be seen in Figure 7.
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Figure 6. The model for the Flight Dynamics of the aircraft, prepared for the FMU export.

Figure 7. The aircraft dynamic model including all the FMUs of each individual system.

It can be noticed that five main blocks are included:

• MISSION, dedicated to the creation of the flight path previously described;
• CONTROLS, dedicated to the management of the behaviour of the aircraft;
• POWERPLANT, dedicated to the evaluation of the propulsion system performance;
• FLIGHT DYNAMICS, introduced previously;
• ON-BOARD SYSTEMS, dedicated to the simulation of various auxiliary systems.

These FMUs are the equivalent of the original models, but they are enclosed in a
black-box with only the inputs and outputs exposed. From Figure 8, a clearer view of what
each individual FMU exchanges with the others can be seen.

It can be noticed that many elements of the aircraft are considered and that each FMU
has a certain number of input and output signals. The inputs of a certain FMU are used
to compute, through the modelling elements setup by the designer and enclosed in the
FMUs, quantities that are used by the other systems. For instance, the CONTROLS FMU
receives from the MISSION FMU some data related to the target flight path (altitude, air
speed...) and from the FLIGHT DYNAMICS FMU the computed altitude and air speed
of the aircraft (obtained using other signals from the other FMUs). It then compares the
target and computed values to manage the engines throttle and aircraft angle of attack,
to change the trajectory and the speed of the aircraft and to simulate how the auto-pilot
might behave in a real application. Of course, these five models alone do not represent the
model of the whole aircraft but rather some critical functions and subsystems. However, it
can be confirmed that the model constitutes a closed-loop simulation circuit, allowing for
the execution of the aircraft-wide simulation.



Aerospace 2023, 10, 601 10 of 25

Figure 8. Signals exchanged between the FMUs of the aircraft dynamic model.

It can be gathered from the presented method that the implementation of the FMU pro-
tocol allows integrating different systems in a common simulation environment, enabling a
smoother system-wide analysis of the product. In fact, once each development team has
defined and validated their own model, it is then possible to interconnect them and recreate
digitally the entirety of the product or aircraft in the present case. Such a capability allows,
therefore, to eliminate the barriers between different specialists of a company and increase
the reliability and quality of the results obtained. With the model created and once it was
verified that it works correctly (i.e., the simulation runs and reaches completion), the next
step was to implement it in the workflow for the multi-tool analysis, thus obtaining the
“vertical” integration introduced in Section 1.

3.2. Multi-Tool Integration

When dealing with the interconnection between models of systems that need to
interact with each other, the FMU integration approach is one of the most promising routes.
However, to reach a complete integration connecting properly the simulations performed
by different tools, it is crucial to assure the required compatibility. This step is fundamental
in the definition of a complete design process. As it has been introduced in Section 3,
at each stage in the development of a product, the level of detail to be analysed increases,
allowing gradually reaching the final product definition. In many cases, each forward
step requires the use of different tools that enable the study of models developed for
different purposes or to study various disciplines, which tend to be mutually incompatible.
Therefore, a great improvement of the process performance can be obtained through its
complete automatisation, going from the higher-level steps towards the most finely detailed
ones. This is especially true when, along the design process, each milestone acts as a starting
point for the next phase. An automatisation of the process may allow avoiding some time-
consuming tasks such as the exchange of data between models. Hence, from this step in
the approach, the expected outcome is the definition of a structure for an integrated tool
chain that is compatible with any tool that a company employs, thus avoiding the need to
retrain the personnel to use different tools.
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The main barrier towards this goal, which, as introduced in Section 1, represents the
“vertical” integration, is the possibility to automatically launch simulations of multiple tools
and to seamlessly exchange the results from one model to the next. Several approaches are
currently applied, employing different logics. Among the many available, three types can
be identified as the most promising:

• Ad hoc scripting;
• Container-based workflows [47];
• Black-box-based workflows [48].

In terms of user-friendliness and tool compatibility, the last appears to be the most
suitable for this activity. The “ad hoc scripting” approach is very flexible, but it requires
specific and advanced coding skills, while the “container-based” approach can be demand-
ing in terms of time-to-learn and development. The common logics of a workflow can be
easily applied in the “black-box-based workflows”, since it allows creating some simulation
streams as workflows where, for instance, parallel and series connections or logic loops
can be implemented. They are composed of multiple simulations encapsulated in black
boxes through “wrappers” (which are simple scripts developed to interface with a tool)
dedicated to the specific simulation tool. Such a technique is generally adopted by some
commercial tools, such as ModelCenter Integrate® (Version 2021; ANSYS Inc., 2021), which
was employed for the current application.

As said in Section 2, the present contribution focuses on a small portion of the entire
design process. However, the application of the approach is entirely compatible with any
design phase. A schematisation of the steps that have been considered here is shown in
Figure 9.

Figure 9. Logic path followed by the multi-tool workflow for the simulations.

Such a process consists of two main steps: the numerical analysis for preliminary
sizing and the dynamic verification through a dynamical model. The latter is the exact
same one presented in Section 3.1, which is composed of the dynamic model integrated
through the application of the FMU protocol. The numerical analysis, instead, refers to
the process of preliminary sizing of the main systems of the aircraft based on set flight
conditions, in terms of flight path, passengers on-board, payload and other user-defined
parameters, as reported in Figure 9. Such a step is originally conducted through the use of
a MATLAB® script that, through the use of multiple sizing functions, one for each system,
allows obtaining a preliminary configuration of the aircraft in terms of total mass, fuel
on-board, engine thrust and many more. In the traditional design process, all the data
captured from this step would be then manually transferred to the dynamic verification
model in order to test that the generated aircraft configuration is capable of completing
correctly the set mission. Through the use of this integration, as it can be again seen in
Figure 9, such a task is performed in a completely automatic manner, allowing for the
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simulation of the dynamic model to start as soon as the data from the preliminary sizing
are inserted in the correct location. The model will then be able to simulate the behaviour
of the aircraft based on a set architecture and configuration, without any discontinuities in
form of data extraction and exchange.

As mentioned earlier, the multi-tool integration has been conducted through the use
of the tool ModelCenter Integrate® (Version 2021; ANSYS Inc., 2021), in which the two
steps of the design process have been integrated, as shown in Figure 10.

Figure 10. Multi-tool workflow created in the tool ModelCenter Integrate®.

The two main sections of the design process can be identified in this workflow: the
one highlighted in red encompasses the numerical simulation, which is dedicated to the
preliminary sizing of the aircraft. The results from this step are then used to generate an
initial configuration of the aircraft, allowing to populate the dynamical simulation with
input parameters based on the project specifications. It can be noticed in this section that
multiple blocks have been setup: in fact, the original script has been subdivided into
multiple ones based on the systems that they are in charge of. Such a setup showcases how
the flexible nature of the workflow logical connections employed in the the black-box-based
approach allows for the creation of parallel branches, allowing multiple instances of the
same tool to run at the same time. This structure can decrease the computational time and
can potentially make great use of a higher-performing HPC system. In the other section,
highlighted in blue, the tool manages the dynamical simulation, which is aimed at verifying
that the aircraft configuration derived from the previous section is capable of completing
the set mission in a dynamic environment. In addition, two more sections can be seen,
which are also reported in Figure 9: an initialisation block, which is in charge of preparing
the models for their execution, and a post-processing block, which allows extracting the
numerical results and relevant plots obtained from the execution of the workflow.

The flow of information follows the same structure of the one in Figure 9. In each
block of Figure 10 runs a specific simulation, and it executes a code expressively written for
a subsystem or for a defined analysis. The orchestrator never interferes with the simulation
running, but it just launches the execution code, inserts the input parameters required and
captures the outputs requested by the downstream simulations. For instance, it can be seen
that the “propulsion_system” block is connected to the “amegp_update” block by an arrow,
which indicates the transfer of all the necessary parameters from the numerical simulation
to the dynamical simulation. These connections can be created for any number of variables
or parameters, through a dedicated editor, as reported in Figure 11.

This approach to handle variables is not the only option available; other methods are
viable, depending on the tool. For instance, each tool could retrieve the required variables
from a repository expressively set up, as is the case for the CPACS format introduced in
Section 2. However, the presented approach allows for a very quick setup of the workflow
and, through a very intuitive connection solution for the models variables, the learning
curve is very forgiving, allowing the user to launch a complete design process and obtain
at the end a finalised configuration and analysis of an aircraft or any other product and
quickly visualise the obtained results.
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Figure 11. The link editor dedicated to the connection of the variables of different simulations.

4. Aircraft Test Case Results

To better convey what the approach can achieve in terms of design process capability,
in this section, the results of the gradual application of the proposed interoperability
approach are presented, starting from the simulation results from the original models,
in order to provide a frame of reference. Then, a gradual increase of the models integration
complexity is showcased, showing the capabilities of the approach and highlighting the
differences with the original models. As an additional demonstration, a sensitivity analysis
is performed on the same models to showcase its compatibility with conventional analysis
tools adopted in the industrial environment.

4.1. Reference Results

In order to capture a reference to which the results of the simulations can be compared
to, the first simulation performed was the one for the original dynamical model. This model
allows simulating the main behaviour of a generic aircraft based on the input parameters
set by the user. This model was provided and validated by our partner company and not
modified in any way. The results captured from the simulation are reported in Figure 12.
We can see that four main aspects of the aircraft are considered:

• the mission profile followed by the aircraft;
• the velocity/mach of the aircraft;
• the aerodynamic coefficients (lift and drag);
• the propulsion system characteristics, including the thrust and drag forces of the

aircraft and the fuel remaining.

Analysing the plot of the mission profile in Figure 12a, several phases of can be clearly
identified. As it has been presented earlier, the dynamical model of the aircraft includes,
after the take-off, an immediate climb, which is followed by a long cruise and a descent
to lower altitude. After the first stage, a second flight step follows, which is composed of
a climb, a cruise at lower altitude and a final descent. The mission terminates through a
loiter flight at constant altitude. Each phase can be investigated exploiting the other plots
in Figure 12. For instance, in Figure 12d, it can be noticed that during the climb, the thrust
plot decreases due to the lower air density at higher altitudes. During the cruise, instead, it
remains almost constant, since the atmosphere conditions remain the same, as the air speed
of the aircraft does, as reported in Figure 12b. Finally, during the last phases, the thrust more
significantly varies, decreasing in the descent and increasing during the climb. Meanwhile,
the on-board fuel shows an almost linearly decreasing trend due to the continuous use
along the mission, with a slightly lower consumption during the descent phases. The
model was then used in the proposed interoperability approach presented in Section 3.
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Therefore, we performed a multi-system integration through the generation of the FMUs
and then further integrated it in a multi-tool workflow for the vertical automatisation of
the design process. The expectation is that the plots presented here will not change much,
since the two integration steps are intended to be as transparent as possible with respect to
the simulation itself.

(a) (b)

(c) (d)
Figure 12. The results from the reference simulation of the test case aircraft. (a) Mission profile;
(b) Velocities; (c) Aerodynamic coefficients; (d) Fuel and drag/thrust.

4.2. Multi-System Integration Results

The first step towards the complete integration of the models is to perform the multi-
system integration, as presented in Section 3.1. Therefore, each system of the aircraft was
exported as a stand-alone FMU and then integrated in a common simulation environment.
The dynamical simulation was then launched using the same conditions as the one for the
reference simulation. In Figure 13, the same plots as for the reference results are reported.

Comparing the curves obtained from the simulation with FMUs with the reference
ones, we can clearly notice that the behaviour of the aircraft is basically not affected by
the introduction of the FMUs, showcasing basically the same trends. The only very slight
difference is in Figure 13d, where the thrust curve of the FMU model shows a slight delay
in the trailing end. Such an effect, which can be better visualised in Figure 14, may be
traced back to the synchronisation of the data exchange between the different FMUs, which
might be corrected with a reduction of the integration step. In fact, it appears that as the
aircraft passes from the alternate cruise to the descent, at around 87% of the total mission,
the change in thrust delivered by the POWERPLANT FMU is delayed with respect to the
reference curve. This is caused by the PID controller in charge of the throttle, which seems
to not react fast enough to the change in flight path, therefore delaying the reduction of
throttle and thrust delivered with respect to the actual phase change. The model is then
unable to recover this delay, appearing for the rest of the mission, due to higher variations
during this section of the mission. Such an error could be attenuated with an integration
step reduction, since it would allow the model to react faster to the sudden changes in the
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flight path. However, overall, the “transparency” of the FMUs on the simulation results can
be confirmed, enabling the possibility to integrate multiple systems modelled in different
simulation tools.

(a) (b)

(c) (d)
Figure 13. The results from the dynamic simulation of the aircraft performed using the FMUs.
(a) Mission profile; (b) Velocities; (c) Aerodynamic coefficients; (d) Fuel and drag/thrust.

Figure 14. Thrust curve comparison between the reference model and the FMU integrated one.

One important point that needs attention is relative to the setup of the FMUs them-
selves, particularly regarding the co-simulation Tstep, which determines the frequency of
data exchange between FMUs. As a matter of fact, all the FMUs in the dynamic model
have been setup with a Tstep = 0.1 s, except for the “CONTROLS” FMU, where it was
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set at Tstep = 0.01 s. This setup was required for the model to work correctly, since the
“CONTROLS” FMU has multiple PIDs inside, which would not able to keep up with the
rest of the models with larger time-steps. Such an issue demonstrates one of the main
limitations of the co-simulation FMU. With the time-steps used, it was possible to have a
complete simulation which matches quite well the reference analysis. However, a wrong
tuning of this parameter could cause the failure of the simulation: these events could be
eliminated by further reducing the Tstep, allowing it to better cope with discontinuities.
Such a solution will come at the cost of an increased simulation time due to the fixed
time-step integrator that co-simulation requires, which will cause the smallest time-step to
act as a “bottleneck” of the entire analysis.

4.3. Multi-Tool Integration Results

Once the multi-system integration was successfully performed, the multi-tool integra-
tion was carried out. The objective in this case is to obtain a complete workflow capable of
executing the entire simulation tool-chain, allowing to increase the degree of automatisa-
tion of the design process, especially during the data exchange phases between models,
as previously explained in Section 3.2.

Once the workflow was set up, the entire simulation was launched performing the
sizing of the aircraft first, so to generate a configuration that could be simulated in the
dynamical simulation integrated through the FMUs. The plots that resulted from this
analysis are reported in Figure 15. One fundamental point of this process is that such plots
are automatically extracted by the “post-processing” block of the workflow in Figure 10,
therefore avoiding the time-consuming task of manually generating the required plots.

It can be noticed that the results are close to the reference plots previously presented
and to the results from Section 4.2. The main difference is found in the trailing end of
the plot in Figure 15d, where the computation of the thrust exhibits an anomalous trend
characterised by a numerical instability. In Figure 16, a better visualisation of the difference
with the reference model curve is reported.

Such instability may be again correlated to the integration step. In fact, this behaviour
arises when the mission transitions from the alternate descent phase to the loiter. It is
plausible that due to the necessity of using a fixed-step solver to achieve the multi-system
integration through the FMUs, the model has a slight incompatibility with the adopted
solver. Additionally, the integration of multiple simulation tools, which allowed defining,
from the numerical sizing model, the configuration for the dynamical model may have
added a certain degree of variability in how the simulation progresses, causing the differ-
ence in behaviour with respect to the curves reported in Figure 13d. From these results,
it can be noticed that a very critical aspect for the interoperability is the management of
discontinuities, which can cause some anomalous trends in the simulation results, espe-
cially when controllers are involved as is the case in the CONTROLS FMU. However, as a
whole, the integration could be deemed successful, considering that said error corresponds
to a slightly less relevant phase with respect to the rest of the mission, for which, instead,
the plots show a very close trend compared to the reference curves. Despite those imper-
fections, a very remarkable advantage that such integration guarantees is that it removes
the manual handling of the transfer of outputs from the numerical sizing into the dynamic
simulation, being automatically completed by the orchestrator and thus further reducing
the time required to perform the entire design process.



Aerospace 2023, 10, 601 17 of 25

(a) (b)

(c) (d)
Figure 15. The results from the entire design workflow performed using the integrated numerical
sizing and the FMUs dynamic model. (a) Mission profile; (b) Velocities; (c) Aerodynamic coefficients;
(d) Fuel and drag/thrust.

Figure 16. Thrust curve comparison between the reference model and the orchestrated workflow models.

4.4. Sensitivity Analysis

In order to further prove the capabilities of the approach presented in this contribu-
tion, a sensitivity analysis, commonly used in the development of industrial products, is
showcased. The analysis was conducted to investigate the influence of the variation in
number of on-board passengers on the aircraft behaviour. It has been set up directly in the
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orchestrator environment (i.e., ModelCenter) by requesting the execution of five runs of the
entire workflow with varying numbers of passengers.

The most immediate change that can be predicted is that, as it can be noticed in
Figure 17, a change in the number of passengers causes a variation of required fuel. As a
matter of fact, it can be expected that due to the increase of passengers, the total weight of
the aircraft increases as well, thus requiring a higher amount of thrust from the engines
and a larger amount of fuel burned. This effect is also evident in Figure 18. It can be
clearly seen that if the number of passengers increases, even the fuel stored on-board has to
be increased. Moreover, it can be seen that if more passengers are on-board, the time to
complete the climb phase is longer and flight at cruise altitude, where engines reach their
highest efficiency, is postponed.

Additionally, each run of the simulation gives us the plots of the dynamic behaviour
of the aircraft, allowing for a comprehensive comparison of the varying conditions. For in-
stance, comparing the plots in Figures 15 and 19, the latter one reports the predicted
behaviour with almost half the number of passengers of the one introduced in Section 4.1.

Figure 17. Curves of the remaining on-board fuel for each run of the sensitivity analysis.

Figure 18. On-board fuel and passengers trade-off, including the variation of time required for the
climb phase.
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It can be immediately noticed that the behaviour of the aircraft with less passengers
tends to be similar to the first configuration, although some differences are appreciated.
In the configuration with reduced payload, the fuel required is less for a given mission profile,
and the thrust supplied is lower, as the comparison between Figures 15d and 19d demonstrates.

Those plots also allow perceiving a weaker reactiveness of the dynamic simulation
with a lower number of passengers. This is due to the PID controls applied, which have been
tailored for the reference configuration. Therefore, as the number of passengers changes,
the model exhibits an evident difficulty in matching the ideal curve, while with a number
of passengers closer to the reference, this effect vanishes. Despite those differences and
approximations, the overall quality of the simulation is confirmed, and this demonstrates
the effectiveness of the integration approach herein proposed also in managing more
complex types of analysis. This is also confirmed by the advantage that this approach
provides in terms of comprehensiveness of the simulation and the required process time.
In fact, through traditional methods, it would not be possible to perform a sensitivity
analysis which encompasses multiple systems of the product or, even more so, the different
tools used for its modelling. The latter case, in particular, would require tackling each
level individually, requiring the manual exchange of data between models. The present
approach manages this communication automatically, allowing the launch of multiple runs
of the workflow without any user input.

(a) (b)

(c) (d)
Figure 19. The results from the entire design workflow with 50% passengers on-board. (a) Mis-
sion profile; (b) Velocities; (c) Aerodynamic coefficients; (d) Fuel and drag/thrust.

5. Review of Process Performance

The approach presented in this contribution allowed obtaining a simulation environ-
ment in which the design of a complex product could be managed, enabling the study of its
behaviour both in the multi-system and the multi-tool domains. Such comprehensiveness
enables the design team to study and monitor the evolution of the product development in
a more cohesive and traceable manner. In order to have a better picture of the effects of the
multiple steps of integration applied in the presented approach, a summary of the process
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performance is reported, in which the changes that each interoperability step causes are
analysed. Such a review is carried out considering the differences between the thrust curves
(Figures 14 and 16) obtained from each simulation presented in Section 4, which show the
biggest difference between each step in the integration process.

5.1. Multi-Systems Integration Performance

First of all, as presented in Section 4.2, the integration of multiple systems was tackled,
applying the FMU protocol for each sub-system of the original dynamic model. In Table 2,
a few relevant parameters are reported.

Table 2. Statistical analysis of the multi-system integration performance compared to the original
dynamic model.

Original Dynamic Model Multi-Systems Simulation

Simulation Time ≈3 s ≈87 s

Thrust-ME * ref +0.005%

Thrust-MAPE * ref 8.41%

Thrust-RMSE * ref 14.3%
* compared to the thrust curve of original model.

It can be immediately seen that in terms of simulation times, as already discussed
previously, the introduction of the FMUs causes a noticeable increase, which is due to the
impossibility of applying a variable-step solver as in the original model. Such an aspect can
also be confirmed by Figure 20. Here, the simulation times of multiple runs of the original
dynamic model are reported, where the variable-step solver is compared to the fixed-step
solver with a gradually smaller Tstep. Of course, a smaller integration step would yield
more accurate results but in exchange of exponentially longer simulation times. In this
graph, the simulation time of the model with FMUs is reported, and the variation with
respect to the original one is apparent. However, it is comparable to the simulation with a
Tstep = 0.001 s. Such a result demonstrates that the fixed-step solver employed by the FMU
model is the limiting factor of the simulation.

Figure 20. Simulation time comparison between different Tstep and with the multi-system integration
through FMUs.
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In terms of quality of the simulation achieved, we can again refer to Table 2, where a
comparison in terms of errors between the curves of the thrust in Figure 14 is also drawn. It
can be seen that the addition of FMUs introduced an overall slight worsening of the results
accuracy, especially with regard to the RMSE values. Such a level of error is to be expected
in particular when multiple control logics (such as PID controllers) are employed. However,
it is reasonable to think that through a more intensive tuning of the models parameters
and adopting a more interoperability-compliant approach to the creation of new models,
an improvement of the accuracy of the results could be achieved.

Following this discussion, as a whole, the increase in the level of interoperability
through the multi-systems integration may be classified as a loss in performance, since
they both effectively simulate the same model but with a higher simulation time and less
accurate results. However, it is fundamental to consider that such a method allows for
many unquantifiable advantages. First and foremost, a great modularity and flexibility
is achieved, enabling the possibility of integrating a multitude of systems coming from a
wide variety of simulating tools. Additionally, the FMU protocol, enclosing the original
model in a black box, inherently masks the source code, therefore guaranteeing a much
easier collaboration with third-party partners.

5.2. Multi-Tool Integration Performance

Once the multi-system integration was achieved, the multi-tool integration was the
next addition to the design process, as presented in Section 4.3. Similarly to the analysis of
the multi-system integration performance, the main parameters of the integration quality
are reported in Table 3.

Table 3. Statistical analysis of the multi-tool integration performance compared to the manual
execution of the design process.

Manual Execution of
Design Process

Design Process with
Multi-Tool Integration

Simulation Time ≈370 s ≈480 s

Thrust-ME * ref +0.006%

Thrust-MAPE * ref 8.32%

Thrust-RMSE * ref 23.6%
* compared to the Thrust curve of original model.

In this case, the comparison is drawn out between the manual execution of the design
process (i.e., launching the numerical sizing and then the dynamic model once the results
from the former are introduced in the latter) and the completely automatic run of the process
thanks to the multi-tool integration, using the curves of Figure 16 for the comparison.

Much like the multi-system integration, the increase in the level of interoperability
causes an overall worsening of the quality of the process in terms of simulation time
and results accuracy. In fact, an increase of around 22% in the time required to complete
the design process can be noticed, and the error between the resulting curves is slightly
higher (especially the RMSE). Nevertheless, a few considerations must be made. First,
the majority of the increase of the simulation time is actually caused by the aforementioned
multi-system integration: in fact, the manual execution of the process employs the original
dynamic model while the automatised version makes use of the FMU integrated model.
Consequently, the actual time increase resulting from the multi-tool integration is only
around 5%, since 76% of the increase can be attributed to the multi-system integration
alone. A very similar discussion can be had for the accuracy of the results: most of the error
is actually derived from the multi-system integration, while a small percentage is related to
the multi-tool one.

Just like for the multi-system integration, the present level of interoperability guar-
antees great advantages in terms of flexibility and modularity of the design process: in
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fact, since the workflow employed is completely tool-agnostic, it is possible to connect
models coming from basically any modelling tool. The test case used in this contribution
connected a numerical sizing analysis with a dynamical model, but all the types of simula-
tion presented in Section 3 and many others may be integrated. Additionally, the complete
automatisation of the data exchange process completely eliminates the time required by
a designer to extract the results from one simulation and to insert them into the next one.
Such an advantage, specifically, becomes more and more relevant the higher the number
of variables to be exchanged and the number of execution steps of the design process to
be performed.

6. Conclusions and Next Steps

This paper deals with the setup of an integration approach to orchestrate some tools
currently used in aircraft system design. As presented, industrial applications are currently
striving towards the implementation of the MBSE methodology and the conception of a
Digital Twin-oriented design process, both of which, in turn, necessitates, particularly at the
physical models level, a defined framework to properly manage the multitude of models
developed during the design process. As such, the need for the definition of an automatised
tool chain compatible with the legacy tools and processes of a company and capable of
incorporating the models coming from third-party partners is clear. The current investiga-
tion has been able to reach some significant goals in this context, more specifically towards
the integration of models of different systems that interact with each other (multi-system
integration) and the integration of the various tools used to model the physical realm with
different degrees of detail (multi-tool integration).

The proposed integration approach suitably manages two main features of the design
process, namely a multi-system architecture and the interconnection between modelling
tools. In particular, the multi-system integration, through the use of the FMU standard,
demonstrated the great flexibility of this method, allowing for the integration of any number
of systems or components in a single simulation environment. Such a standard allowed
for the overcoming of two complex barriers: the difficulty of having multiple systems of
different granularity to communicate between each other and the inherent incompatibility
of different simulation tools which employ different solvers. With regards, instead, to the
multi-tool integration, it was possible to achieve it thanks to the use of a highly flexible
black-box orchestrator, which, being completely tool-agnostic, enabled the communication
between simulations of developed in different tools. In fact, the nature of the orchestrator
makes it possible to connect the inputs and outputs of the different simulations, enabling
the automatic step-by-step management of the simulations and introducing the workflow
logics, allowing to better take advantage of highly parallel computing systems.

In syntheses, all these characteristics enhance two aspects of the traditional aircraft
design process, which are its flexibility and modularity. In fact, a more flexible approach
allows avoiding compatibility issues between tools and company departments, since it
bypasses possible roadblocks in the development chain. Instead, a modular framework
enables continuous improvement of the capability of the design environment, opening
the possibility to the easy and quick addition of new or improved models of different
systems. However, introducing an approach that aims at interconnecting various aspects
of the design process of complex systems, such as an aircraft, which employ a vast num-
ber of experts and validated processes, will require intensive testing and a continuous
improvement of its compatibility and features. So, to achieve an effective application to
complex industrial systems of the methodologies and the concepts of the MBSE and the
Digital Twin, it is necessary to further develop and improve the integrations achieved in
this contribution.

More specifically, it is very important to always look for new possible ways to achieve
integration, since, as explained earlier, the techniques available are numerous and ever-
growing, and new and improved tools are being continuously released. Moreover, the in-
tegrations here covered are just two types, the multi-system and the multi-tool, but there
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are more to consider. Especially the integration of multi-levels, i.e., the integration be-
tween the different levels of the system’s hierarchy, is a challenging aspect that would
allow for a further deepening of the capabilities of the integrated design process, with a
consequent improvement of the effectiveness and efficiency in applying the methodologies
of Model-Based Systems Engineering to the entire design process. Finally, the presented
workflow encompasses just a small portion of the entire aircraft design. It is definitely
necessary to also expand the process in terms of systems involved and types of simulation,
gradually increasing the level of detail. All of these are most certainly points to address in
future works, which would allow providing to the industrial context a more comprehensive
design process characterised by a higher level of interoperability and flexibility.
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