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Abstract: The statistical analysis of civil aircraft accidents reveals that the highest incidence of
mishaps occurs during the approach and landing stages. Predominantly, these accidents are marked
by abnormal energy states, leading to critical situations like stalling and heavy landings. Therefore,
it is of great significance to accurately predict the aircraft energy state in the approach and landing
stages to ensure a safe landing. In this study, a deep learning method based on time sequence data for
the prediction of the aircraft approach and landing energy states is proposed. Firstly, by conducting
an extensive overview of the existing literature, three characteristic parameters of altitude, velocity,
and glide angle were selected as the indicators to characterize the energy state. Following this, a
semi-physical simulation platform for a certain type of aircraft was developed. The approach and
landing experiments were carried out with different throttle sizes and flap deflection under different
wind speeds and wind directions. Then, a deep learning prediction model based on Long Short-Term
Memory (LSTM) was established based on the experimental data to predict the energy state indicators
during the approach and landing phases. Finally, the established LSTM model underwent rigorous
training and testing under different strategies, and a comparative analysis was carried out. The results
demonstrated that the proposed LSTM model exhibited high accuracy and a strong generalization
ability in predicting energy states during the approach and landing phases. These results offer a
theoretical basis for designing energy early warning systems and formulating the relevant flight
control laws in the approach and landing stages.

Keywords: approach and landing; energy state; LSTM; state prediction; flight safety

1. Introduction

Recent data on civil aviation accidents highlight that the approach and landing stages,
characterized by a gradual decrease in energy, are the most accident-prone stages, as
shown in Figure 1 [1,2]. One of the key causes of an approach–landing accident is that
of the improper management of the aircraft’s energy; an abnormal energy approach and
landing are the main causes of further accidents such as stalling, heavy landing, off-runway
accidents, and so on [3,4].

Most modern fly-by-wire aircraft exhibit neutral speed stability, thereby making it
challenging for pilots to directly discern the speed change using the joystick. This difficulty
often leads to a transition into an abnormal energy state, as noted in [5]. Dehais et al.
collected the eye movement-tracking data of 12 flight crew members and flight parameters
of a transport aircraft simulator during the approach stage. The findings revealed that
two-thirds of the crew members exhibited critical trajectory deviation errors, indicating the
occurrences of energy anomalies that had gone undetected [6]. Therefore, in the approach
and landing stages, although most modern civil aircraft are equipped with angle-of-attack
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envelope protection, there remains a risk of pilots inadequately perceiving the aircraft’s
energy state, potentially leading to accidents.
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Addressing the challenge of low energy during the approach and landing phases, the
Federal Aviation Administration (FAA) emphasizes the necessity of flight control systems
to incorporate low-energy alarm functions and specify the corresponding performance
requirements. This ensures that pilots can promptly recognize and recover from low energy
states [7]. Recognizing the significance of abnormal energy states in aircraft operations, the
implementation of an abnormal energy alarm function becomes imperative. This function
is rooted in a profound understanding of energy status, serving as a foundational element
for its effective development. The crucial aspect of energy state perception lies in selecting
the appropriate energy metrics that accurately represent the aircraft’s condition during the
approach stage and enable the identification and prediction of abnormal energy states.

In the domain of energy metric research, the Flight Safety Foundation of the
United States established a precedent in 2000 by promoting stable approach maneuvers
for large civil aircraft. They advocated for the utilization of speed, glide angle deviation,
and the descent rate as the safety monitoring parameters to determine an aircraft’s energy
state through meticulous monitoring and the prediction of these metrics [8]. Furthermore,
Puranik et al. conducted extensive research on various energy state metrics, encompassing
kinetic energy, potential energy, total energy, and their rates of change, thereby leveraging
comprehensive flight data. Their findings revealed that relying solely on a single metric is
insufficient for accurately characterizing an aircraft’s performance under abnormal energy
conditions, necessitating the use of multiple metrics [9]. Chen et al. also delved into the
safety implications of low energy states during the approach and landing phases. They
introduced methodologies for assessing low kinetic energy based on aircraft velocity and
low potential energy based on the glide angle deviation, aligning with prestigious standards
such as CCAR-25-R4, AC25-7C, and other airworthiness criteria for transport aircraft [10].
They ultimately proposed remedial measures for distinct types of low energy states.
Shish et al. employed high-precision simulation models for real-time predictions, providing
pilots with critical awareness and alarms regarding the aircraft’s energy state through speed
and altitude parameters [11]. Wang et al. recreated low-energy scenarios through a simula-
tion using Quick Access Recorder (QAR) data from actual aircraft operations. In their study,
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they designated velocity deviation and glide angle deviation as the indicators of abnormal
energy [12]. Lu et al. developed a sophisticated numerical simulation platform for civil
aircraft and investigated the consequences of deviations in energy state parameters on
approach and landing risks using advanced random simulation techniques. They identified
velocity and glide angle as the pivotal metrics for describing abnormal energy states during
an aircraft’s approach and landing phases [13].

The key parameters for identifying abnormal energy states during the approach and
landing phases have consistently been identified as velocity, glide angle, altitude, and
descent rate.

Focusing on the recognition and prediction of aircraft energy states, Shish et al. from
NASA Ames Research Center have described the implementation and evaluation of innova-
tive technologies. These technologies are designed to anticipate and assess the future energy
state of aircraft and provide timely alerts to pilots, enabling them to better understand the
implications of potential energy-related issues [14]. In their study, the researchers began by
modeling the behavior of critical flight systems including flight management, autopilot,
auto-throttle, and flight control systems. They then took the current state of the aircraft,
encompassing parameters such as speed, altitude, and rudder declination, as the starting
point for their analysis. Through the rigorous simulation of this model, they were able to
predict the flight trajectory, which represents the aircraft’s future path assuming the current
conditions remain unchanged. A crucial aspect of their methodology involved comparing
the predicted trajectory with the flight envelope, which is a predefined set of limits within
which the aircraft must operate safely. If the predicted state of the aircraft exceeded these
limits within a specified timeframe, the system triggered an alert. This two-step process,
encompassing state prediction based on the simulation model and exceedance detection
through comparison, forms the core of their approach. However, it is worth noting that the
reliability of this method heavily relies on the accuracy of the simulation model. Building
precise simulation models for a diverse range of aircraft proved to be a demanding and
complex task.

Given the intricacies and hurdles associated with simulation-based methodologies
for pinpointing and anticipating abnormal energy states, data mining and deep learning
techniques have surfaced as promising alternatives. In the realm of data mining, anomaly
detection pertains to the identification of patterns within data that diverge from prede-
fined norms or expectations [15,16]. Safety analysts in aviation are particularly invested in
two distinct types of in-flight anomalies as follows: instantaneous and flight-level anoma-
lies. While instantaneous anomalies are marked by aberrant occurrences within a narrow
segment of the flight record [17], flight-level anomalies are characterized by persistent
abnormal data patterns spanning entire flights or the designated flight phases [15,18].
Gavrilovski et al. have conducted a thorough examination of data mining and anomaly
detection technologies in the context of flight data analysis. Presently, the aviation indus-
try’s application of data mining techniques predominantly focuses on detecting flight-
level anomalies, with a comparatively limited emphasis on instantaneous anomaly de-
tection [17,19]. Aircraft-level anomaly detection typically entails retrospective analysis,
leaning on time-series data encompassing the entire approach and landing phases to as-
certain whether the energy state within this pivotal phase was abnormal. When it comes
to instantaneous anomaly recognition, Orca has employed a scalable K-nearest neighbor
method to detect anomalies across datasets encompassing both continuous and discrete
features [20]. However, a notable limitation of this approach is that of its treatment of
each data point as an isolated time sample, thereby posing challenges in detecting anoma-
lies exhibiting temporal patterns or signatures. Other researchers such as Amidan and
Ferryman have harnessed singular value decomposition to pinpoint instantaneous anoma-
lies [21], while Mugtussidis has utilized Bayesian classification to distinguish between
typical and atypical data points observed during flights [22]. Melnyk et al. have specifically
tailored a vector autoregressive exogenous model for anomaly detection within in-flight
data [23]. Furthermore, Lishuai Li et al. have introduced a data mining technique that lever-
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ages Gaussian Mixture Model (GMM) clustering on flight data to unveil latent risks [24].
This method has excelled in establishing operational norms and pinpointing abnormalities,
emerging as a valuable tool for airlines to identify early safety degradation signs without
relying on predefined criteria. Luis Basora et al. have delved into cutting-edge, data-driven
techniques, particularly those of unsupervised methods for time-series data in aviation
where labeled data scarcity prevails, thereby assessing their computational efficiency and
detection effectiveness [25]. These advancements underscore the evolving landscape of
anomaly detection in aviation where data mining and deep learning techniques are paving
the way for enhanced safety and operational efficiency. Furthermore, Puranik et al. have
proposed a framework for aircraft-level abnormal energy state detection based on energy
metrics [9,26–28]. This framework has been further enhanced by integrating sliding window
preprocessing technology and cluster analysis techniques based on the Gaussian Mixture
Model for transient anomaly detection during the approach phase [17]. This method falls
under the unsupervised learning category, and its accuracy is highly dependent on the
detection threshold set by the analyst.

In aviation, two types of anomalies are commonly recognized as follows: instantaneous
and flight-level anomalies. While aircraft-level anomaly detection aids in retrospectively
recognizing and predicting energy states, it provides limited value for early warning
systems during the critical approach stage. Existing techniques for instantaneous anomaly
detection primarily focus on identifying current abnormalities without considering future
energy states, which is essential for proactive measures. However, recent advancements in
natural language processing and machine translation have given rise to recurrent networks,
particularly Long Short-Term Memory (LSTM) models, which show promise in system state
prediction [29–31]. For instance, studies like that of James Engelmann et al. have explored
the use of LSTM in predicting various aircraft states, including near-stall, overspeed, and
instability states [32,33]. Motivated by this, the present study proposes an LSTM-based
method to predict the energy state of aircraft during the approach and landing stages.
This approach involves analyzing changes in flight parameters that represent the energy
state of the aircraft and developing a prediction model based on LSTM theory.

To develop this model, the study first identified the relevant flight parameters through
a comprehensive literature review. These parameters were then collected through semi-
physical simulation tests using an aircraft flight simulator, which were guided by the flight
manual. The simulator replicated real flight conditions under varying throttle settings,
wind speeds, and wind directions. Finally, an LSTM model was established and trained
using the collected flight parameters to predict energy states during the approach and
landing stages. This model can facilitate the perception, control, and correction of abnormal
energy states, thereby enhancing flight safety.

The remaining sections of this paper are organized as follows: Section 2 delves into the
theoretical underpinnings of low energy state prediction. This includes the selection of the
appropriate energy indicators, the determination of safety thresholds for these indicators,
and the foundational theories behind the LSTM model. Section 3 constructs a semi-physical
platform for simulating aircraft approach and landing scenarios. Additionally, an LSTM
model tailored for predicting energy states during these critical phases is established.
Section 4 introduces various training strategies and provides a comparative analysis of the
prediction results obtained under different training approaches. Finally, Section 5 concludes
the paper with a synthesis of our findings and contributions to the field.

2. Theoretical Basis for the Prediction of the Low Energy State of Approach
2.1. Basis of Aircraft System Reliability Modeling

The central focus of this section is that of identifying the key indicators used to
characterize the energy state of an aircraft during its approach and landing stages, which is
the premise of the prediction of the aircraft’s instantaneous, abnormal energy state.

Energy includes both kinetic energy and potential energy, with the energy state de-
scribing the available kinetic and potential energy at any given time. The abnormal energy
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state of the aircraft mainly refers to the low energy state, which occurs when the aircraft
exhibits too low kinetic energy, too low potential energy, or a combination of both of
these [34,35].

Low kinetic energy is mainly manifested as low flight speed during approach and
landing, which poses two significant safety risks as follows: (1) when the airspeed is
between the normal state and stalling speed state, the control efficiency of each control
surface of the aircraft continues to decline with the decrease in airspeed, thereby making it
difficult for pilots to have control during approach and landing and making them prone to
losing control, which induces flight accidents; (2) when the airspeed falls to stalling speed,
the aircraft may enter into a stall, which directly endangers flight safety [9,10].

The impact of low potential energy on flight safety becomes particularly critical
towards the end of the approach and landing stages. In these phases, when the aircraft
either approaches or enters the critical speed of the reverse control zone, the risk of stalling
increases, especially with a large pull joystick. Therefore, when the aircraft altitude is
too low relative to the reference glide path, it is difficult for the pilot to quickly recover
the altitude and ground the aircraft in the normal landing zone, which may lead to flight
accidents such as collisions [9,10].

At present, there have been several research results on the indicators for representing
the aircraft energy state in the approach and landing stages, as summarized in Table 1.
Drawing from these research results, three key flight parameters including velocity, altitude,
and glide angle are selected to characterize an aircraft’s energy state. In this study, velocity
means the indicated airspeed of the aircraft and altitude means the radio altitude.

Table 1. Summary of research results representing the aircraft energy state.

Energy State Indicators in the Approach and
Landing Phase Sources of the Literature

Velocity deviation, glide path deviation,
descent rate Flight Safety Foundation (FSF) [8]

Velocity criterion for identifying low kinetic
energy and slip deviation criterion for

identifying low potential energy
From the airworthiness regulatory requirements [10]

Velocity and altitude Aircraft mode and energy state prediction, assessment as well as alerting [11]
Velocity deviation and glide path deviation Robust autopilot design for landing a large civil aircraft in crosswind [12]
Nominal profile deviation and data analysis;
data comes from the high-fidelity simulation

model and aircraft operation data
CCAR approach and landing procedure of large transport civil aircraft [36,37]

Kinetic energy, potential energy, total energy, and
their rate of change Energy-based metrics for safety analysis of general aviation operations [9]

There is a general agreement in existing research findings that the parameters used to
assess abnormal energy during the approach and landing phases are relatively consistent
as follows: velocity, glide angle, altitude, and descent rate. Given that the descent rate
can be derived from the velocity and glide angle, this paper opts to utilize velocity, glide
angle, and altitude as the primary parameters for monitoring the energy state of the aircraft
during the critical approach and landing stages.

In addition, similarly to reference [14], this paper intends to adopt the exceedance
detection method for abnormal energy state detection, which is also the most common
method for aircraft abnormal state detection at present. An exceedance is the deviation
of a single parameter beyond an established threshold, and an event is the deviation of
a single parameter or multiple parameters beyond the established thresholds. That is to
say that in addition to the metrics defined earlier, defining the limits of aircraft operation
is also important. Various methods of defining the aircraft’s operational envelope and
the determination of the extent to which the current aircraft state is safe or allowable
need to be identified. Energy metrics can potentially be used to measure this offset from
the safe limits. It is important to distinguish what limit is more critical for the cause of
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accidents or incidents. The primary distinction between this paper and reference [14] lies
in the methodology employed for predicting the future energy state of aircraft. While
reference [14] relies on the establishment of a high-precision simulation model, which
is both labor-intensive and technically challenging to construct, the approach proposed
in this paper leverages deep learning to build an LSTM model for predicting the energy
state during the aircraft’s approach and landing phases. This LSTM model simplifies
the process by only requiring the manual design of the model structure, while all model
parameters are determined through deep learning algorithms, thereby reducing the burden
of manual modeling.

According to the research results of references [8,10,12], the warning boundary of
abnormal energy can be summarized as follows:

−5 kts < V − Vre f < 20 kts
−1 dot < γ − γ0 < 1 dot
Vsinγ > −1000 ft/min

In the criteria above, 1 dot ≈ 0.35◦; γ0 = 3◦; V is the velocity that indicates the indicated
airspeed; Vref refers to the Reference Landing Speed, with its general value being 1.3 Vso
and with Vso being the stall speed in the aircraft landing configuration. Energy states
exceeding the range above are considered to be abnormal energy states in the approach
and landing phases.

The given criteria outline specific ranges for velocity, glide path deviation, and descent
rate that define the normal and abnormal energy states during the approach and landing
phases of an aircraft. These criteria are explained as follows:

Indicated airspeed: The indicated airspeed should fall within the range of Vref − 5 kt to
Vref + 20 kt. The velocity outside this range might indicate abnormal kinetic energy, making
the aircraft difficult to control during the approach and landing phases.
Glide angle deviation: A glide angle deviation of ±1 dot suggests that the aircraft has
deviated from its normal approach state. This is based on references [38,39], which indicate
that pilots need to take corrective measures when such deviations occur.
Descent rate: A descent rate exceeding 1000 ft/min implies that the aircraft is descending
too rapidly. Without proper longitudinal control, this could lead to accidents such as heavy
landings, runway overruns, or a loss of control. The descent rate can be calculated using
the speed index and glide path index.

Furthermore, altitude plays a crucial role in evacuation operations and flight strategies.
During the approach and landing stages, various altitudes, such as the minimum stable
altitude, landing entry point altitude, landing return altitude, and levelling altitude, have
a specific significance. For instance, if the aircraft has not established a stable approach
state by the time it reaches the minimum stable altitude, it might need to turn around.
Therefore, although altitude is not directly contained in the three main criteria, it remains
an important predictor due to its significance in going out of the abnormal energy states
during the approach and landing phases.

2.2. Overview of LSTM

LSTM mainly mitigates the problem of gradient disappearance and gradient explosion
of traditional RNNs in long-sequence training [40]. The basic unit consists of a memory
unit and three gate controllers. The internal structure is shown in Figure 2. Memory cells
in LSTM have the function of selective memory, memorizing only important information,
filtering noise information, and reducing memory burden, which is very suitable for
processing time series data.
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According to Figure 2, the hidden node state at time t − 1 is denoted as ht−1 and the
memory cell at time t − 1 is denoted as ct−1. The values of ht−1, ct−1 and the current input
xt are processed by the basic unit in LSTM, resulting in the output of a new state ht and a
new memory cell ct. The calculation formula is shown in Equations (1)–(6). The ft, it, and
ot represent the forget gate, input gate, and output gate, respectively, and their value is
between 0 and 1. The symbols σ and Tanh are the activation functions, and σ means the
Sigmoid function. The symbol ⊗ means the multiplication of the corresponding elements
in the model, W is the weight matrix of the gates, and b is the bias of the gates.

ft = σ
(

W f xt + W f ht−1 + b f

)
(1)

at = tanh
(
Wgxt + Wght−1 + bg

)
(2)

it = σ(Wiht−1 + Wixi + bi) (3)

ct = ft ⊗ ct−1 + it ⊗ gt (4)

ot = σ(Woht−1 + Woxt + b0) (5)

ht = ot ⊗ tanh(ct) (6)

The training of the LSTM model refers to estimating the weight matrix W and
the bias b. The main steps are as follows:

(1) Forward propagation: Input the flight parameters collected in the aircraft simulator
into the LSTM model. The parameters are transmitted forward through the LSTM
network by calculating the value of gate ft, it, ct, ot and ht. The method of comput-
ing these values is shown in Equations (1)–(6). The calculation in this step is from
inputs to hidden layers and inner gates and then finally to outputs, so it is called
the forward propagation.

(2) Loss function calculation: Calculate the loss function, as shown in Equation (7).
The symbol M is the number of approach and landing experiments. The symbol Nj

means the sample number in the jth experiment. The symbol
∼
y i means the output

value of the velocity/altitude/glide angle at the time i, which is calculated through
the forward propagation.

E =
M

∑
j=1

Nj

∑
i=n+k

1
2

(
yi −

∼
yi

)2
(7)

(3) Backpropagation: Backpropagation means calculating the correction values of weight
and bias given the function loss. It is a process from the outputs to the hidden layers
and inner gates of LSTM, so it is called the backpropagation. Specifically, according to
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the calculated loss function and the gradient value in the current iteration, calculate
the gradient value in the next iteration of the loss function for each parameter, as
shown in Equation (8). In the equation, ∆wij means the weight correction value of
layer i and layer j in the LSTM model. The symbol ∆bi means the bias correction value
of bj, and η means the learning rate.

∆wij = −η
∂E

∂wij
; ∆bi = −η

∂E
∂bi

(8)

The backpropagation can effectively update the weight and bias of the model from the
loss function, making the loss function of the whole network minimized.

(4) Parameter updating: the Adam gradient descent method is used to update the gradi-
ent values of each parameter of the LSTM model. Repeat the above steps until either
the set number of training iterations or the convergence condition is reached.

3. Aircraft Approach and Landing Simulation and Prediction Model
3.1. Semi-Physical Simulation Experiment Based on a Flight Simulator

In this paper, we use simulation data collected from a semi-physical simulator we
built to train and test the energy prediction model. The primary reasons for utilizing
simulated data are its ease of acquisition and processing, cost-effectiveness, and the ability
to safely test a wide range of low-energy anomaly scenarios in a controlled environment.
In the aerospace domain, simulated data provides us with an invaluable tool to explore
new flight concepts and algorithms without exposing ourselves to actual flight risks.
In contrast, acquiring data using real aircraft not only incurs significant costs but also
poses immeasurable safety risks, especially during the testing of anomaly scenarios.
The semi-physical simulator is explained below.

In this study, the experimental platform adopts a human–computer interaction to
simulate the flight approach and landing, which addresses the limitations of the traditional
pure digital simulation methods, which often struggle to account for the pilot’s impact
on flight quality. The method a of human–computer interaction makes the experimental
results more realistic. The experimental scheme is as follows: (1) following the flight
manual, multiple groups of flight experiments are set according to the throttle size, flap
deflection, wind speed, wind direction, and turbulence; (2) initialize the aircraft’s approach
and landing state, and then perform the simulation control in the aircraft approach and
landing stages through a human–computer interaction such as pulling/pressing the joystick
and sliding the throttle of the platform; (3) record aircraft flight parameters at all times in
the simulator.

The human–computer interaction platform is shown in Figure 3. The right panel
is used to display the aircraft state; then, input some control variables and set the en-
vironmental parameters including inputting the flap declination angle and setting the
starting position of the approach, wind speed, wind direction, turbulence conditions, etc.
To simulate the process of approaching and landing, the operator can handle the aircraft
engine and control surface through hardware such as the throttle slider and joystick, as
shown in the left part of Figure 3. Parameters in the simulation process are divided into
three categories as follows: aircraft flight parameter, operation/control parameters during
the flight, and scenario parameters. All the parameters, which are integral to the simu-
lation’s accuracy and relevance, are meticulously recorded and analyzed, as shown in
Figure 4. Figure 4 illustrates the operation and control parameters, which encompass the
throttle size, rudder deflection angle, elevator deflection angle, aileron deflection angle,
flap reflection angle (with three possible values as follows: 0◦, 10◦, and 15◦), and landing
gear setting (up/down). Pilots can adjust the throttle size by sliding the throttle slider
and altering the deflection of the rudder, aileron, and elevator through joystick control.
In essence, these operation and control parameters represent the commands issued by pilots.
The aircraft flight parameters primarily comprise the static pressure, dynamic pressure,
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yaw angle, pitch angle, roll angle, attack angle, sideslip angle, indicated airspeed, and
true airspeed. These parameters are the outputs generated by the flight dynamics and
kinematics equations when pilots’ control commands are inputted into these equations.
The equations can be found in reference [41]. The scenario parameters encompass turbu-
lence, wind direction and speed, and initial aircraft position, as well as the coordinates for
a five-side flight and the Instrument Landing System (ILS) station (latitude, longitude).
Diverse approaches and landing scenarios, such as an aircraft approaching in a random tur-
bulence condition, can be created by adjusting these parameter values in the semi-physical
simulation platform depicted in Figure 3.
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According to the flight manual and Figure 5, the correct procedure for operating the
aircraft simulator during a five-sided approach is outlined as follows: First, the approach
scene and the throttle are initialized, and the flap and the landing gear are opened. After
a 10 s stabilization period, the aircraft approach is operated with a joystick to maintain a
glide angle of about 3◦. Before descending to an altitude of 15 m, the aircraft enters the
runway entrance at an airspeed that is not less than 1.23 VSR (VSR refers to the reference
stalling speed). After descending to 15 m, the speed of the aircraft should be reduced by
reducing the throttle. When the aircraft slides down to about 5 m above the ground, a flare
control should be performed by pulling the joystick. When the aircraft reaches above the
ground, attention should be paid to gradually increasing the pitch attitude and angle of
attack so that the nose can be raised to the correct landing attitude, with a gentle landing
that is close to the actual situation finally being carried out. Figure 5 shows the change in
the angle of attack.
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To obtain the approach and landing samples under a real flight environment, the
simulation experiment was divided into three groups as follows: wind-free, wind, and
turbulent flow. According to Table 2, the wind speed can be set to 2 m/s, 4 m/s, 6 m/s,
8 m/s, and 10 m/s, respectively; the wind direction is set to downwind (0◦), upwind (180◦),
and crosswind (90◦). The throttle is set to 50%, 60%, 70%, and 80%. Flaps are set to 10◦

and 35◦. In this type of flight simulator, each 0.01 s of the simulation time is a sampling
point. Some parameters recorded in the simulation process are shown in Figure 6. The data
collected in this experiment was used for the training and testing of the subsequent LSTM
prediction model.

Table 2. Speed limit values of different wind directions.

Crosswind 25 knots (13 m/s, 46 km/h, indicated airspeed)
Upwind 40 knots (20 m/s, 74 km/h, indicated airspeed)

Downwind 20 knots (10 m/s, 37 km/h, indicated airspeed)

As evident from Figure 6, the initial altitude of the aircraft is approximately 500 m
above the landing surface rather than at ground level. This is due to various practical
considerations. Firstly, simulating an entire takeoff and landing flight sequence is highly
time-consuming. Since this study requires ample data samples to train the predictive model,
conducting multiple complete simulation tests would be both time- and labor-intensive.
Secondly, given the standardized procedures for civil aircraft approach and landing, this
paper take-off focuses on the final stages of the instrument approach and landing. As per
relevant specifications and manuals [42,43], approach and landing simulation tests can
commence at an initial altitude of approximately 500 m. During the approach simulation
test, pilots need to establish the initial conditions based on the semi-physical simulation
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platform by setting parameters such as altitude, velocity, wind conditions, and geographical
coordinates. It should be noted that flight dynamic and kinematic equations are highly
complex. The equilibrium state of the aircraft in this initial scenario—which includes
factors like the angle of attack and pitch angle—is not readily known and cannot be
manually calculated. Standard flight manuals typically do not provide such detailed data.
Consequently, the initial approach and landing scenarios configured by the pilot are in
a non-equilibrium state at the start of the simulation. Once the simulation scenario is
configured, the pilot’s primary task is to stabilize the aircraft using the control commands
before proceeding with the approach and landing simulation test. The initial state imbalance
is also reflected in the significant fluctuations observed in parameters like the angle of
attack and pitch angle during the first 10 s of the simulation as the pilot attempts to stabilize
the aircraft. Although the subplot in row 1 and column 3 indicates a stable approach and
safe landing in the simulation test, some parameters exhibit instability at the end stage of
the approach and landing phases (evident in the three subplots of row 2). This instability
can be attributed to variations in piloting skills. While the pilot may have achieved a safe
landing, passenger comfort might have been compromised. In essence, Figure 7 highlights
how this simulation test takes into account the impact of human factors on the quality of
approach and landing. By incorporating these variables, the trained intelligent prediction
model generalizes the influence of pilot proficiency, thereby ensuring consistent a predictive
performance for the approach and landing phases even when operated by different pilots.
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3.2. The Prediction Model Based on LSTM

Figure 7 illustrates the structure of the LSTM models established in this study to
predict the speed, altitude, and glide angle of aircraft during the approach and landing
phases. Each colored circle represents a node within an LSTM layer. The number of layers
and nodes per layer have been carefully adjusted through rigorous training experiments.
These models take flight parameter values, denoted as x(t), at specific time intervals to
predict the corresponding altitude, velocity, or glide angle, represented as y(t), at a future
time. x(t) and y(t) are referred to as feature quantities and label quantities, respectively, in
the LSTM context. The step time ∆τ for the model can be flexibly set, and the predicted
time step, represented by k, can also be varied as needed. This approach allows for accurate
predictions based on a wide range of flight parameters and time intervals.

In the model structure depicted in Figure 7, each colored circle represents a node
within an LSTM layer. In the model design, both the number of LSTM layers and the
number of nodes in each layer are carefully adjusted through training experiments. In
this paper, the final model architecture trained consists of one LSTM layer with 20 nodes.
As Figure 8 shows, before training and testing the designed LSTM model, the samples
should be preprocessed and normalized. Preprocessing includes data cleaning, filling,
smoothing and other routine processing. In addition, to address dimensional disparities
in the data, expedite model convergence, enhance prediction precision, and bolster the
model’s generalization capabilities, and this study undertook the normalization procedures
for both the feature quantities (serving as inputs into the model) and label quantities
(representing the model’s outputs) before their introduction into the LSTM architecture.
All datasets specifically underwent scaling to confine their values within the [0, 1] range.
Consequently, post-training and testing, the label data outputted by the LSTM model
necessitated a de-normalization step to revert it to its original scale. It should be noted that
data preprocessing, normalization, and subsequent de-normalization constitute standard
procedures within the broader data processing workflow and hence will not be delved
into in detail herein. Moreover, the Adam gradient descent method is adopted here to
train LSTM. Adam can adjust the learning rate adaptively, which can prevent overfitting
to some extent and make the convergence effect better. The gate unit of LSTM typically
uses the Sigmoid activation function and the Tanh activation function to control the inflow
and outflow of information. The gate unit in LSTM can effectively process sequential data
by knowing what information needs to be forgotten and what information needs to be
retained. For example, in LSTM, the Sigmoid activation function is typically used to control
the input gate and forget gate. The Tanh activation function is typically used to control
the output gates. The Relu activation function is a nonlinear function, which can directly
set the output value of negative numbers to zero, alleviating the problem of gradient
disappearance in LSTM. Other details about the hyperparameters of LSTM are provided
in the left panel of Figure 8. To be specific, the selection of these specific hyperparameters
is preceded by a comprehensive series of experiments and evaluations. Initially, a set of
hyperparameters is initialized based on prior knowledge and experience. Subsequently,
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these hyperparameters are fine-tuned by closely monitoring the model’s performance on
the validation set. This iterative process involves the model being repeatedly retrained
and validated after each adjustment until a relatively optimal set of hyperparameters that
yielded superior performance is found.
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4. Experiments of LSTM on the Flight Data
4.1. Strategies for Training and Testing LSTM

A total of 80 approach and landing experiments were conducted in this study, includ-
ing three types of conditions as follows: wind-free, wind, and turbulent flow. The time series
data of the flight parameters in each flight experiment were recorded in one file.
The sampling frequency of each flight was 100 Hz, and 80 recorded files were formed
in the flight simulator. The process from the initial approach state to the aircraft touching
the ground is about 150 s, which is to say that the data in each recorded file through
an approach and landing flight experiment include about 15,000 lines. The most basic
condition in the approach and landing stages is wind-free. Therefore, taking the wind-free
condition as the typical case and according to the principle that the generalization ability of
the prediction model is from moderate to strong, six strategies for the training and testing
of the designed LSTM are proposed.

(1) Randomly select a single wind-free file without perturbing the time sequence of data
in the file; divide the data in the file into 8:2 as a training set and test set, respectively.

(2) Randomly select a single wind-free file; randomly mix up the time sequence of data
in the file; divide the data in the file into 8:2 as a training set and test set, respectively.

(3) Randomly select a single wind-free file; sparse the data in the file as follows: 1 in
every 10 raw data is kept as a sample; randomly disorder the time sequence of these
samples; divide the samples into 8:2 as a training set and test set, respectively.

(4) Select all the wind-free files; sparse the data in each file as follows: 1 in every 100 raw
data is kept as a sample; randomly shuffle the time sequence of all the samples in the
files; divide the samples into 8:2 as a training set and test set, respectively.

(5) Randomly select eight files including the wind and wind-free conditions for training
and select one wind file and one wind-free file for testing; sparse the data in each file
as follows: 1 in every 100 raw data is kept as a sample; randomly disarrange the time
sequence of the samples in the training set, and do not disarrange the time sequence
of samples in the test set.

(6) Randomly select 56 files including the wind, wind-free, and turbulent conditions for
training, and select 14 files including the wind, wind-free, and turbulent conditions
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for testing; sparse the data in each file as follows: one in every 100 raw data is kept as
a sample; randomly disorder the time sequence of the samples in the training set, and
do not disorder the time sequence of samples in the test set.

For the six strategies, there are two points to explain.

(1) In the simulator used for this study, energy state indicators are recorded at specific
time intervals as follows: t = 0.01, 0.02, 0.03, and so on. Given the parameters k = 2
and n = 5, the samples extracted from each approach and landing flight experiment
for LSTM training and testing are structured as follows:

Sample 1: X1 = {x(t = ∆t), x(t = 2∆t), x(t = 3∆t), x(t = 4∆t), x(t = 5∆t), y(t = 7∆t)}
Sample 2: X2 = {x(t = 2∆t), x(t = 3∆t), x(t = 4∆t), x(t = 5∆t), x(t = 6∆t), y(t = 8∆t)}

. . .and so on. Assuming Nj represents the number of raw data lines recorded in the jth
flight experiment and that the raw data is dense (i.e., ∆t = 0.01), the recorded file contains
the Nj – k – n + 1 samples.

When feeding these samples (X1, X2, . . .) into the LSTM model, two approaches are
considered.

Sequential feeding: if the samples are fed into LSTM in the order they appear (X1, X2,
. . .), this is referred to as “not disordering the time sequence”.

Random feeding: If the samples are fed into LSTM in a random order, this is called
“disordering the time sequence”. See Figure 9 for an illustration.
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Now, different strategies with varied parameters are considered.
Strategies 1 and 2
Parameters: n = 20, k = 1, ∆t = 0.01
Sample structure:

Sample 1: X1 = {x(t = ∆t), x(t = 2∆t) . . . x(t = 20∆t), y(t = 21∆t)}
Sample 2: X2 = {x(t = 2∆t), x(t = 3∆t) . . . x(t = 21∆t), y(t = 22∆t)}
. . .and so on.

Number of samples: Nj – k – n + 1
Strategy 3
Parameters: n = 20, k = 1, ∆t = 0.1
Sample structure is the same as in Strategies 1 and 2.
Number of samples:

⌊
Nj/10

⌋
– k – n + 1

Strategies 4 to 6
Parameters: n = 20, k = 3, ∆t = 1
Sample structure:

Sample 1: X1 = {x(t = ∆t), x(t = 2∆t) . . . x(t = 20∆t), y(t = 23∆t)}
Sample 2: X2 = {x(t = 2∆t), x(t = 3∆t) . . . x(t = 21∆t), y(t = 24∆t)}
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. . .and so on.
Number of samples:

⌊
Nj/100

⌋
– k – n + 1

(2) Given the value of the altitude/velocity/glide angle at time t −n∆t, t − n∆t + ∆t. . .
t − ∆t, the LSTM designed in this study can predict the energy state in the approach
and landing stages by computing the value of the altitude/velocity/glide angle at
time t + (k − 1)∆t. The units of altitude, velocity, and the glide angle are m, km/h,
and ◦, respectively. The value of n, k, and ∆t under different strategies is provided in
Table 3. Under the premise of satisfying the prediction accuracy, the generalization
ability of the prediction model gradually increases with the increase in the values of k
and ∆t.

Table 3. Velocity prediction quality of LSTM under different learning and test strategies.

Strategy Strategy Parameter Indices of
Model Quality

LSTM Method VAR Method
Training Set Test Set Training Set Test Set

1 n = 20, k = 1, ∆t = 0.01
R2 0.999960 0.038281 0.919961 0.025812

MAE 0.033427 18.30630 0.145758 20.67242
MBE −0.011397 18.30630 −0.282941 21.28936

2 n = 20, k = 1, ∆t = 0.01
R2 0.999950 0.999950 0.899952 0.889947

MAE 0.091720 0.092625 0.275299 0.296551
MBE 0.018886 0.015178 0.129375 0.121329

3 n = 20, k = 1, ∆t = 0.1
R2 0.999400 0.999290 0.909424 0.899261

MAE 0.288590 0.291230 0.702818 0.728703
MBE −0.006848 0.003985 0.306001 0.405864

4 n = 20, k = 3, ∆t = 1
R2 0.994890 0.994030 0.894941 0.883791

MAE 0.763620 0.771280 4.723623 4.326705
MBE 0.128520 0.109820 0.810808 0.824212

5 n = 20, k = 3, ∆t = 1
R2 0.993760 0.992720 0.914259 0.912721

MAE 0.840780 0.737380 1.958741 1.984753
MBE 0.141060 0.134040 0.329649 0.362082

6 n = 20, k = 3, ∆t = 1
R2 0.986040 0.989760 0.956179 0.939248

MAE 1.373400 1.803200 1.904735 2.611392
MBE 0.126260 −0.083124 0.318684 0.264489

4.2. Result Analysis

This study evaluates the performance of LSTM according to the indices R-square (R2),
Mean Absolute Error (MAE) and Mean Bias Error (MBE). R2 represents the coefficient of
determination, and its value ranges from 0 to 1. The closer it is to 1, the more accurate
the model is. The MAE represents the error level of the model; the lower the MAE is,
the more accurate the LTMS is. The MBE represents the deviation direction of the model.
The positive value of the MBE means that the LSTM model overestimates the true value;
the negative value means that the model underestimates the true value; and the value is
close to 0, which means that the model deviation is average. The three indices calculated
are as those in Equations (9)–(11).

R2 = 1 −
∑
i

(
ˆ
yi − yi)

2

∑
i
(yi − yi)2 (9)

MAE =
1
m
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i=1
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The symbol yi is the true value,
ˆ
yi represents the predicted value, yi is the average of

the true value, and m is the number of samples.
Due to the limitation of space, this paper only presents the training and testing results

of the LSTM used to predict the indicator of velocity under six strategies (see Figures 10–12
and Table 3).
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(c) training and (d) test set under Strategy 2.

In these figures, the horizontal coordinate indicates the serial number of the samples.
The vertical axis represents the values of the flight parameters that are to be predicted.
Due to the high amount of sample data contained in each figure, displaying the true
values and predicted results of all the sample points would result in a visually cluttered
and unreadable image, especially in the case of the training and testing results under the
strategy of disordering the time sequence. This lack of clarity would hinder the readers’
ability to assess the alignment between model training outcomes and sample’s true values.
Therefore, after the model is trained and tested with the samples, sparse processing was
applied to the sample points in the figures for clarity in the presentation of training and
testing results. For instance, in Figure 10a, which corresponds to the training strategy of
non-disordering the time sequence, “1 Hz” indicates that the predicted results and true
values of all the sample points are displayed in the figure. Specifically, the true values and
predictions of 14,000 sample points in Figure 10a and 3500 sample points in Figure 10b
are shown. On the other hand, in Figure 10c, which represents the training strategy of
disordering the time sequence, “100 Hz” means that one sample point out of every 100
is retained for display in the figure. Thus, among the 14,000 sample points in Figure 10c
and 3500 sample points in Figure 10d, only 140 and 175 true values and predictions are,
respectively, shown. The parameters in Figure 11 have the same meaning as those described
in Figure 10.
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The training and testing results of the LSTM used to predict the indicators of the
altitude and glide angle under the sixth strategy is given (see Figure 12c–f and Table 4).
In addition, the training time for each model was approximately 5 h in the experiments. This
duration was measured on a specific hardware configuration (ADM Ryzen 5, 3600 6-Core
Processor, 3.6 GHz) without any parallelization techniques. We did not employ distributed
training or other hardware acceleration methods in this study. The training time may vary
depending on the computing resources available. We have now included this information
in the revised version of the paper for clarity and transparency. Finally, regarding the
time required for each prediction, we have found that it averages at approximately 0.08 s.
This rapid prediction time is a significant advantage of our models, allowing for quick
analysis and decision making in real-time scenarios. According to these training and testing
results, three points can be demonstrated.
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Table 4. Quantification of model effects (predicted height and glide angle).

Indices for Predicting
Energy State

Prediction Strategy
Parameter

Indices of
Model Quality

LSTM Method VAR Method
Training Set Test Set Training Set Test Set

Altitude n = 20, k = 3, ∆t = 1
R2 0.998840 0.999220 0.938909 0.939149

MAE 3.261000 2.659300 4.065346 3.939079
MBE 1.348400 0.815020 2.294469 1.363921

Glide angle n = 20, k = 3, ∆t = 1
R2 0.8476 0.85117 0.695124 0.712240

MAE 1.178 1.3524 2.178762 2.379448
MBE 0.35965 0.23721 0.499659 0.521442

(1) To prevent an “overfitting phenomenon”, the time sequence data used for model
training must be disordered.

It can be seen from Figure 10 that the designed LSTM model has a good degree of
fitting in the training set and a poor degree of fitting in the test set. This is a phenomenon
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of overfitting. To further prove the phenomenon, Strategy 1 is also applied to train and test
the other wind-free files, respectively, and all the results are similar to those in Figure 10.
Theoretically speaking, the phenomenon can be corrected by adjusting the network struc-
ture, dropout, regularization, and early stopping. However, after adopting these methods
to mitigate the overfitting phenomenon, the degree of fitting in the test set is still poor.
In addition, it can be seen from Figure 10b that the prediction effect deteriorates as the
simulation time progresses in the approach and landing experiment. That is, the prediction
effect is better in the early stage of approach and landing and worse in the final stage of
approach and landing.

The study suggests that the reason for the “overfitting phenomenon” is that pilots
operate the aircraft differently at different stages of approach and landing. In the initial and
middle stages, to ensure that the aircraft can approach at a stable glide angle, the main task
of the pilot is to fly with the joystick (due to external factors and visual errors, they need
to constantly pull and press the joystick at a low amplitude), and there is little need for
throttle operation during the initial stage. However, after the altitude is reduced to about
15 m, the pilots need to reduce the throttle and mainly perform the operation of pulling
the joystick. Different operations lead to differences in flight parameter characteristics.
If the time sequence is not disordered, the samples in the training set include little flight
parameters in the final stage of the approaching and landing experiment. In other words,
the trained LSTM model can only capture the flight parameter characteristics in the early
stage of the approach and landing process, and it cannot capture the flight parameter
characteristics in the final stage. Therefore, the prediction effect in the test set is poor,
showing the “overfitting phenomenon”.

According to the reason suggested in this study, one effective measure to solve the
“overfitting phenomenon” is to disorder the time sequence of the samples in the training
set, and the LSTM model theoretically has a good prediction ability no matter whether the
time sequence of the samples in the test set is disordered or not. The underlying theory for
solving the “overfitting phenomenon” is demonstrated in Figures 10–12.

In addition, Figure 13 provides the error variation (root-mean-square error and loss)
curves during the model training process under Strategy 6. It can be seen from the curves
that in the early stages of training, the validation error decreases as the training error
decreases. However, after a certain number of rounds, the error stabilizes around a certain
value and fluctuates.

The reason for this fluctuation mainly lies in the fact that our experimental samples
include flight data under turbulence. Due to the randomness of turbulence, the flight
parameters also exhibit corresponding fluctuations. Therefore, during the training process,
even if the error decreases to a certain stable value, fluctuations still occur. In addition,
from the curves of the training set sample error and the test set sample error shown in
Figures 11 and 12, it can be seen that the prediction results of the model in this paper are
highly consistent with those of the samples regardless of the test set or the training set
and that the error is minimal, so there is no overfitting phenomenon in the strategy of
disordering the time sequence.

(2) LSTM has high accuracy and a good generalization ability in energy state indicator
prediction.

The indices R2, MAE, and MBE in Tables 3 and 4 show that the LSTMs trained under
Strategy 2–Strategy 6 all have higher accuracy. In addition, with the increase in k and n,
the values of the LSTM quality indices R2, MAE, and MBE are still relatively high on the
whole. This indicates that LSTM has a strong generalization ability and that LSTM can both
predict the energy state indicators under the conditions of wind-free and also predict the
energy state indicators under the influence of different wind conditions and turbulence.

Among these strategies, the prediction ability of LSTM under Strategies 5 and 6 is
expressed as follows: LSTM under Strategy 5 can predict the aircraft’s velocity in the
future 3 s under the condition of no turbulence and LSTM under Strategy 6 can predict the
aircraft’s velocity in the future 3 s under different wind conditions and turbulent conditions.
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Therefore, LSTM can be used for an early warning of an abnormal energy state in the
approach and landing stages, which is conducive to the design of the pilot’s control law
and automatic correction system.
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Finally, the randomness of the turbulence has always been a difficult problem for
pilots when making a stable approach and landing. LSTM under Strategy 6 has a good
prediction ability, which is of high significance for guiding pilots when approaching and
landing in a turbulent flow. However, for some extreme values with high randomness, the
prediction accuracy needs to be further improved.
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(3) Although the prediction accuracy is different for the three energy state indicators,
its potential application value is not affected.

First, considering the influence of different wind speeds, wind directions, and turbu-
lence, the prediction accuracy for altitude is the highest and the glide angle is the lowest.
The reason for this is that the LSTM built in this study essentially solves the regression
problem. For the regression problem, there is a rule that the higher the continuity of the
sample data and the more consistent the change trend the better the effect. In the approach
and landing phases, the altitude change trend is the most consistent one with this rule,
except for a slight rebound in altitude during a very small period at the end of landing
whereby the altitude slowly decreases overall.

Second, for the two aircraft parameters of the glide angle and velocity, in the early and
middle stages of a stable approach and landing, although their values vary (increasing and
decreasing) from time to time under the influence of wind speed, direction, and turbulence,
the variation amplitude is not too high under the operation of the pilots, so the prediction
effect of LSTM is good. However, on the one hand, the prediction results of the model in
this paper are highly consistent with those of the samples in the later stage, which inevitably
lead to a high change in velocity in a short time, thereby reducing the prediction accuracy
of the velocity. On the other hand, in the approach stage, there is an aiming point, with the
main task of the pilots being that of operating the aircraft to fly to the aiming point in a
nearly straight line. In the stage from approach to landing, the pilots should pull the joystick
to avoid the aircraft directly hitting the aiming point. The operation directly changes the
flight path, which is manifested as a drastic increase in the glide angle, as shown in the
peaks in Figure 12e,f. Therefore, the prediction accuracy of the glide angle is worst in these
peak moments, while the prediction accuracy is satisfactory in other moments.

Finally, it should be noted that the highest significance of predicting the glide angle
in engineering is that of providing a warning of a future approach trend that is possibly
unstable in advance so that this kind of abnormal energy state can be corrected in advance
to avoid accidents. In the final stage of approach and landing, the throttle is reduced, and
the joystick is pulled slowly to turn the aircraft into a level flight, and the aiming point is
no longer meaningful. Because the concept of the glide angle is a concept based on the
aiming point being a reference point, the glide angle becomes of little significance to the
pilot in the final stage. Therefore, although the accuracy of LSTM in predicting the glide
angle is not high enough in the final stage of approach and landing, it still does not affect
its guiding significance in predicting an abnormal energy state in advance.

Compared with the Vector Autoregression (VAR) method, the LSTM method has
higher accuracy in predicting the energy indicators of aircraft during the approach and
landing stages.

To deeply explore and highlight the significant advantages of Long Short-Term Mem-
ory (LSTM) networks in the field of aircraft approach and landing prediction, this paper
not only constructs an LSTM model but also establishes a Vector Autoregression (VAR)
model as a reference comparison. Such a comparative setup aims to specifically reveal the
improvement of the LSTM method in prediction accuracy compared with the VAR method
through empirical analysis.

The VAR method, which is a classic time series prediction model, has been widely
used in multiple fields. However, when facing complex and dynamic systems like aircraft
approach and landing, the VAR method may struggle to capture long-term dependencies
and nonlinear characteristics in data due to its linear assumptions and fixed-lag structure.
This highly limits the performance of the VAR method in terms of prediction accuracy,
especially when dealing with high-dimensional, nonlinear, and non-stationary data.

In contrast, the LSTM method, with its unique memory mechanism and gated struc-
ture, exhibits significant advantages when processing such complex time series data.
LSTM can adaptively learn and remember long-term dependencies in the data while
effectively handling nonlinear characteristics. This makes LSTM capable of providing
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more accurate and reliable prediction results in complex scenarios like aircraft approach
and landing prediction.

To specifically validate the superiority of the LSTM method, this paper conducts a
detailed empirical analysis. By comparing the prediction results of the VAR method and
the LSTM method using the same dataset (see Tables 3 and 4 for details), it is clear that the
LSTM method demonstrates higher accuracy in predicting energy indicators. This result
fully proves the effectiveness and superiority of the LSTM method in the field of aircraft
approach and landing prediction, providing strong support for subsequent related research
and practical applications.

5. Conclusions and Future Work

The approach and landing stages are recognized as the stages with the highest rate
of accidents in civil aviation. Abnormal energy states are an important cause of these
accidents. Therefore, accurately predicting the energy state indicators during these stages
is of high significance in guiding pilots to execute safe and precise landings.

(1) Through an extensive review of the existing literature, three key flight parameters
have been extracted as indicators to characterize the energy state during the approach
and landing phases as follows: velocity, altitude, and glide angle.

(2) A semi-physical simulation platform integrating a human–computer interaction for a
specific aircraft model has been developed, which overcomes the disadvantage that
the traditional pure digital simulation method has in making it difficult to consider
the impact of pilots on flight quality. Moreover, the platform can conduct approach
and landing simulation experiments under three environmental conditions as follows:
calm, windy, and turbulent flow, which are close to the real flight environment.
Comprehensive and sufficient flight parameters can be obtained in a short time to
train deep learning models with a strong generalization ability.

(3) The established deep learning model, based on LSTM, demonstrated high accuracy in
predicting energy state indicators. The R2 value of the altitude prediction model is
higher than 0.99, the R2 value of the velocity prediction model is higher than 0.98, and
the R2 value of the glide angle prediction model is higher than 0.98. The generalization
ability of the model is strong, and the established LSTM model can better predict
the aircraft velocity, altitude, and glide angle value in the future 3 s under different
wind and turbulent conditions. This predictive strength is invaluable for the early
detection of abnormal energy states and for devising control laws tailored to manage
and correct such states.

(4) The training strategy of disordering the time sequence of the samples has been pro-
posed to improve the predictive accuracy of LSTM. The training results showed that
if a deep learning network for flight parameter prediction is to be established in the
aircraft approach and landing stages, the time sequence of training samples should
be disordered. A failure to carry this out may result in an “overfitting phenomenon”,
which is characterized by high accuracy in the training set but poor performance in
the test set. This finding is not only pivotal in optimizing LSTM models but also holds
significant implications for developing other types of deep neural networks.

Due to the time-consuming and labor-intensive nature of building the simulation
platform and running the simulations, our current study has only been able to uniformly
and comprehensively cover the sample space with 80 effective simulations. However,
we acknowledge that this pool of samples is limited and plan to design and conduct
more additional simulations in the future. These will explore different combinations
of wind speeds and directions, throttle settings, and flap deflection angles to further
enhance the accuracy of energy predictions during the aircraft’s approach and landing
phases. By expanding our pool of samples accordingly, we aim to improve the reliability
and applicability of our models for real-world scenarios. Additionally, when flying in
thunderstorms, aircraft may encounter strong winds, severe turbulence, low visibility,
lightning, and other dangerous factors, which highly increase the uncertainty and risk of
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flights. Therefore, in the future, we will explore the impact of various complex weather
conditions including thunderstorms on aircraft approach and landing. Through in-depth
research on these weather conditions, we hope to more accurately predict and assess their
impact on aircraft operations, providing strong support for ensuring aviation safety and
improving flight punctuality. Finally, in our future work, we will prioritize the investigation
of the versatility and adaptability of the thresholds utilized in defining low energy states.
Specifically, we aim to expand the scope of validation as follows: we will extend our
analysis to include a broader range of aircraft types, weights, and weather conditions.
This comprehensive validation will enable us to assess the variability of thresholds across
different scenarios and ensure the reliability of our methodology.
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