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Ağabeyoğlu, Adamantios Gafos, and

Paola Escudero. 2024. Acoustic

Similarity Predicts Vowel Phoneme

Detection in an Unfamiliar Regional

Accent: Evidence from Monolinguals,

Bilinguals and Second-Language

Learners. Languages 9: 62. https://

doi.org/10.3390/languages9020062

Academic Editor: Elena Babatsouli

Received: 28 November 2023

Revised: 25 January 2024

Accepted: 31 January 2024

Published: 14 February 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

languages

Article

Acoustic Similarity Predicts Vowel Phoneme Detection in an
Unfamiliar Regional Accent: Evidence from Monolinguals,
Bilinguals and Second-Language Learners
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Abstract: When encountering an unfamiliar accent, a hypothesized perceptual challenge is associating
its phonetic realizations with the intended phonemic categories. Greater accumulated exposure to
the language might afford richer representations of phonetic variants, thereby increasing the chance
of detecting unfamiliar accent speakers’ intended phonemes. The present study examined the extent
to which the detection of vowel phonemes spoken in an unfamiliar regional accent of English is
facilitated or hindered depending on their acoustic similarity to vowels produced in a familiar accent.
Monolinguals, experienced bilinguals and native German second-language (L2) learners completed a
phoneme detection task. Based on duration and formant trajectory information, unfamiliar accent
speakers’ vowels were classed as acoustically “similar” or “dissimilar” to counterpart phonemes in
the familiar accent. All three participant groups were substantially less sensitive to the phonemic
identities of “dissimilar” compared to “similar” vowels. Unlike monolinguals and bilinguals, L2
learners showed a response shift for “dissimilar” vowels, reflecting a cautious approach to these
items. Monolinguals displayed somewhat heightened sensitivity compared to bilinguals, suggesting
that greater accumulated exposure aided phoneme detection for both “similar” and “dissimilar”
vowels. Overall, acoustic similarity predicted the relative success of detecting vowel phonemes in
cross-dialectal speech perception across groups with varied linguistic backgrounds.

Keywords: vowel acoustics; vowel perception; phonemes; second language; bilingual; monolingual

1. Introduction

Although listeners regularly encounter speakers with accents they have rarely heard
before, perceiving speech in an unfamiliar accent can present challenges. When the phonetic
properties of a speaker’s speech deviate—often unpredictably so—from familiar or expected
norms, it may be difficult to recognize the speaker’s intended message with certainty.
To establish how challenging phonetic deviations from familiar or expected norms are,
the present study applied the acoustic similarity or magnitude of phonetic distinction
hypothesis (Escudero 2005; Escudero et al. 2014), which is an evidence-based approach
originally developed for predicting performance in non-native or second-language (L2)
vowel perception in both children and adults. It was hypothesized that the relative success
of detecting vowel phonemes in an unfamiliar accent would be largely predictable based
on how much the vowels diverge acoustically from the listener’s expectations of phoneme
categories shaped during previous exposure to familiar accent speakers. Further expected
was that the degree of accumulated exposure may modulate how well acoustic similarity
can predict phoneme detection in an unfamiliar accent, as some listeners may have different
knowledge of and commitment to phonemic categories of the familiar accent due to their
linguistic background and age. More extensive accumulated exposure might lead to
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richer or more varied representations, which could provide a more effective resource for
detecting the intended phonemes produced by speakers of an unfamiliar accent. In order to
examine phoneme detection among individuals varying in experience with spoken English,
performance by monolinguals, experienced bilinguals and native German L2 learners
was tested.

1.1. Acoustic Similarity in Speech Perception by Inexperienced and L2 Listeners

Major theories of speech perception posit that native speech sound categories are used
in the comprehension of incoming speech (e.g., Kuhl 1993; Best 1995; Escudero 2005). For
phonetic segments such as vowels and consonants, it is generally assumed that the percepts
are mapped onto abstract phonemic categories formed based on ambient speech input; that
is, percepts are assigned to functionally equivalent classes (Holt and Lotto 2010). Early
in life, infants possess an ability to discriminate most phonetic contrasts, including those
which may not be used in ambient speech to distinguish words, and this ability declines into
adulthood as speech perception becomes attuned toward a particular language or variety
(e.g., Werker and Tees 1984; Werker and Lalonde 1988). When encountering a second
language (L2) in adulthood, L2 segments are often categorized into (i.e., assimilated to)
phonemic categories built due to L1 speech input (Strange et al. 2007; Best 1995; Escudero
2005). This manner of perceiving L2 speech segments often turns out to be insufficient
(Lado 1957; Stockwell et al. 1965), requiring existing categories to be modified and/or new
ones to be established (e.g., Escudero 2005; Yazawa et al. 2023). As perceptual classification
is an important element of theorizing non-native speech perception and L2 speech learning
(e.g., Flege and Bohn 2021; Best and Tyler 2007), much of the work in this context has
focused on sensitivity to phonetic differences in the L2 which are likely to lead to success in
perceiving L2 or non-native phonemic contrasts (e.g., Iverson et al. 2003; Best et al. 2001).

Acoustic similarity between the realizations of phonemes across native and non-native
languages has been used to predict cross-language perceptual categorization, which in
turn may reflect challenges in the perception of speech in the target non-native language
(for a recent review, see Georgiou 2023). In the case of vowels, a line of studies has
found that cross-language acoustic similarity predicts performance in speech perception
tasks by individuals inexperienced in the target non-native language, as well as by L2
learners with some experience (e.g., Gilichinskaya and Strange 2010; Escudero and Vasiliev
2011; Escudero et al. 2012; Elvin et al. 2014; Strange et al. 2011; Georgiou 2023; Williams
and Escudero 2014b). In a now established methodology, acoustic measurements, e.g.,
duration and first, second and third formant (F1, F2, F3) frequency values from tokens of
native vowel categories act as input into a statistical classification model. Typically, the
vowel tokens, from which measurements are taken, are spoken by multiple speakers in
several phonetic contexts to approximate some of the natural phonetic variation found
in speech production. Vowel tokens are then assigned probabilities of being members of
the native vowel categories specified in the model. When the input tokens are assigned to
their intended phonemic categories with high probabilities, it is assumed that the chosen
acoustic parameters correspond to phonetic information highly relevant for accurately
distinguishing native vowel categories by real listeners. The model trained on native vowel
tokens can then be used to classify a set of non-native vowel tokens into native categories.
The resulting classification probability patterns provide measures of how acoustically
similar—and theoretically also how perceptually similar—the non-native vowel tokens are
to native vowel categories.

As an example, by using duration values and F1, F2 and F3 frequency values from three
time points (25%, 50% and 75%), Escudero and Vasiliev (2011) found that instances of non-
native Canadian English /bEg/ were classified as containing native Peruvian Spanish /e/
with a probability of 0.78, indicating relatively high cross-linguistic acoustic similarity, while
instances of Canadian English /bæg/ were classified as containing Peruvian Spanish /e/
with a probability of 0.39, indicating lower acoustic similarity. In a perceptual categorization
test by native Peruvian Spanish listeners, the model’s acoustic classification patterns were
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borne out: non-native Canadian English /bEg/ was categorized as /e/ with a probability
of 0.89, and Canadian English /bæg/ as /e/ with a probability of 0.45. Several studies
have reported that cross-language acoustic and/or perceptual similarity patterns predict
performance in other kinds of perceptual tasks (Escudero and Williams 2012; Elvin et al.
2014; Tyler et al. 2014; Alispahic et al. 2017; Georgiou 2022; Georgiou and Dimitriou 2023),
highlighting the likely relevance of phonetic similarity in speech perception more generally.
For example, even with a large vocabulary size, native Russian listeners struggled to
perceive the L2 English contrast between /e/ and /æ/, since both are acoustically similar
to the Russian vowel phoneme /e/ (Georgiou et al. 2020). Likewise, Baigorri et al. (2019)
found that Spanish L2 learners of English performed poorly in discriminating English /Λ/–
/æ/ and /Λ/–/A/, as both contrasts were assimilated into the native Spanish /a/ category.

1.2. Speech Perception in Monolingual and Multilingual Populations

Phonetic realizations of phonemes naturally vary across different speakers or groups
of speakers within a linguistic community. Common and sometimes quite extreme exam-
ples of phonetic variants in spoken English are observed in speech produced in different
regional accents (e.g., Hillenbrand et al. 1995; Fox and Jacewicz 2009; Ferragne and Pelle-
grino 2010; Williams and Escudero 2014a). Some prior familiarity with an accent greatly
enhances monolinguals’ perception of speech produced in that accent (Adank et al. 2009).
As for unfamiliar accents, monolingual listeners have been shown to adapt to its phonetic
properties; that is, adjust how they utilize phonetic information, thereby improving word
recognition accuracy (Maye et al. 2008). Additionally, familiarity through prior exposure
with similar accents can facilitate adaptation (Sumner and Samuel 2009; Le et al. 2007). In
the absence of adaptation opportunities or feedback (cf., Kriengwatana et al. 2016), the
unpredictability of how phonemic categories in an unfamiliar accent may be phonetically
realized can pose a significant challenge when encountering the accent for the first time. For
instance, Shaw et al. (2023) presented monolingual listeners with /zVb
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/ utterances where
/V/ was a vowel produced in various regional accents of English by multiple speakers.
Listeners were instructed to choose the English vowel in the first syllable. Surprisingly, iden-
tification accuracy was well below ceiling, demonstrating the level of perceptual difficulty
in associating the unfamiliar accent realizations with the phonemic categories intended by
speakers. The authors interpreted this finding as “information loss” between the speaker
and listener, as the acoustic signals for the vowel segments were compromised by being
realized in unexpected or unusual ways. Without feedback (e.g., Kriengwatana et al. 2016)
or additional clues, such as a semantic context or socio-indexical information, listeners
were frequently unsure of which phonemic category had been intended by the speaker.

While progress is being made in understanding how accent-related phonetic variation
is dealt with by monolinguals, much less is known about the case of multilingual listeners
despite multilingualism being common globally. There is little reason to expect Shaw
et al.’s (2023) general diagnosis—that the perceptual difficulty stems from information
loss between the speaker and listener—will not generalize to multilingual listeners, such
as L2 learners and experienced bilinguals (e.g., Kriengwatana et al. 2016). What remains
particularly unclear is whether multilingual populations face less or more pronounced
challenges and/or distinct challenges compared to monolinguals. Expectations in this
issue may be garnered from the most extensively studied type of information loss between
the speaker and listener, namely, degrading the acoustic speech signal by masking it with
energetic noise (e.g., Mayo et al. 1997; Rogers et al. 2006; MacKay et al. 2001; Meador et al.
2000; Bradlow and Bent 2002; Quené and Van Delft 2010; Tabri et al. 2011; for reviews, see
Mattys et al. 2013; Middlebrooks et al. 2017; Van Hedger and Johnsrude 2022). A repeated
finding in such tasks is that L2 learners and experienced bilinguals perform somewhat
worse than their monolingual counterparts in speech perception tasks affected by noise.
That is, L2 learners and bilinguals are more adversely affected by the level of masking noise
than monolinguals are (for reviews, see Lecumberri et al. 2010; Scharenborg and van Os
2019). Two further common findings are that experienced bilinguals tend to perform better
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than less experienced L2 learners (Mayo et al. 1997; Weiss and Dempsey 2008; Meador et al.
2000; MacKay et al. 2001), and that differences between monolinguals, L2 learners and
experienced bilinguals may be reduced in tasks requiring attention to high-order linguistic
clues (e.g., Flege and Liu 2001; MacKay et al. 2001; Cutler et al. 2004; Rogers et al. 2006).

Differences between linguistic populations in adverse listening conditions are typ-
ically attributed to hypothesized differences in neural commitment (i.e., the robustness
of connectivity between neural populations associated with linguistic categories) and the
quality of representations across phonological, lexical, syntactic and higher levels of lin-
guistic processing (i.e., the precision with which a listener’s mental categories correspond
to linguistic categories) (Mattys et al. 2013; Schmidtke 2016). Aside from the effects of noise
itself, a primary proposal is that the formation of linguistic representations is influenced
by the amount of accumulated exposure to speech in the target language (for a theoretical
discussion, see Schmidtke 2016). L2 learners and, to a lesser extent, experienced bilin-
guals are hypothesized to accumulate less input of speech in a target language relative to
monolinguals because they speak and hear the target language proportionately less often
compared to monolinguals, who communicate exclusively in the target language. Thus,
phonological category representations formed due to greater, and presumably also more
varied, input may turn out to be richer with respect to likely or potential phonetic variants
in the target language. Consequently, a greater amount of accumulated exposure to speech
in the target language may increase the chance of recognizing the intended phonemic
categories in adverse and “information-lossy” conditions. Conversely, lower experience
with speech in the target language may lead to the formation of more limited, less robust or
less varied category representations, resulting in a greater level of uncertainty and more
frequent errors in adverse listening situations.

1.3. Present Study

Inspired by the theoretical and methodological approach developed in research ex-
amining non-native speech and L2 perception, the present study investigated whether
perceptual difficulties when encountering an unfamiliar accent of English can be accounted
for by acoustic similarity. Based on duration and formant frequency trajectory information,
vowels produced in an unfamiliar accent were judged as acoustically “similar” or “dissim-
ilar” to counterpart phonemes in a familiar accent of English. Lower acoustic similarity
was hypothesized to lead to poorer-quality information about the phonemic identity in-
tended by the speaker, resulting in greater difficulty in successfully detecting the intended
phonemes. It was also conjectured that lower acoustic similarity may present less of a
challenge to listeners with greater accumulated exposure to the target language. Native
German L2 learners’ phoneme detection was tested in Experiment 1, while monolinguals
and experienced bilinguals were examined and compared in Experiment 2. Results from
both experiments were analyzed using signal detection theory (SDT), which provides
a framework for assessing perceptual sensitivity separately from the response strategy
(Macmillan and Creelman 1991) and will be described further in Section 2.5.

2. Experiment 1: L2 Learners

Experiment 1 investigated the effect of acoustic similarity on phoneme detection
in an unfamiliar accent of English by individuals whose accumulated exposure to the
speech in the target language was relatively limited, namely, native German L2 learners of
English who had never spent an extended period in an L2-speaking country. The familiar
accent was Standard Southern British English (S.Eng), which is the variety of English most
commonly taught to learners in Germany. The unfamiliar accent was a variety of Northern
British English (N.Eng) spoken in Yorkshire, UK, and was chosen due to its status as a
regional accent unlikely to be encountered in language-learning settings and due to the
variety displaying some substantial phonetic differences from the S.Eng accent (Williams
and Escudero 2014a). Due to the practical constraint of assembling a monolingual group
experienced with the S.Eng accent, we opted for a within-participants design in which L2
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learners’ phoneme detection was compared between the familiar and unfamiliar accents (as
opposed to a between-participants design in which performance was compared between
less and more experienced listeners; cf., Experiment 2).

2.1. Participants

A total of 22 native speakers of Standard German took part (14 female; 8 male), who
were students at the University of Potsdam, Germany, and all received either course credit
or a small monetary sum for their participation. Individuals had a median age of 23 years
(range: 18–35). All reported learning English as a L2 at school, modeled on a S.Eng accent,
until the age of 18, and all reported that this was the accent of English with which they
were most familiar. No participant self-reported familiarity specifically with the regional
accents of Northern England. All participants reported speaking and hearing their L1
(German) more than their L2 (English), and none had spent more than one month in an
English-speaking country. Participants self-rated their proficiency levels in English on a
scale of 1 (very low proficiency) to 7 (native speaker), and the modal and median level was
5 (level 3: n = 3; level 4: n = 7; level 5: n = 10; level 6: n = 2). Performance was checked to
ensure participants completed the task as intended.

2.2. Auditory Syllables and Acoustic Similarity Procedure

To ensure auditory syllables incorporated multiple S.Eng vowel categories and several
phonetic contexts, 14 phonemically different syllables1 were used: five were /bVp/ sylla-
bles, in which V was the vowel in PALM, THOUGHT, PRICE, GOAT or MOUTH, four were
/dVk/ syllables, containing FLEECE, GOOSE, NURSE or FACE, and five were /fVf/ syllables
featuring KIT, TRAP, STRUT, LOT or FOOT. Lexical set labels (Wells 1982) are used here to
facilitate referring to phonemic categories across different English varieties. All 14 syllables
were produced by 4 female speakers of English—2 speaking the familiar S.Eng accent and
2 speaking the unfamiliar N.Eng accent. In total, 56 auditory syllables (14 syllables ×
2 N.Eng speakers and 14 syllables × 2 S.Eng speakers) were used to create the experiment
items. Duration values and formant trajectory information of the 56 auditory syllables are
illustrated in Figure 1.

To gauge the acoustic similarity of the realizations of the vowels in the 56 auditory
syllables to their phonemic counterparts in the S.Eng accent, a Bayesian multinomial
logistic regression was first trained on a small corpus of S.Eng vowel tokens produced by 10
female monolingual speakers (Williams and Escudero 2014a). The brms package (Bürkner
2017; Bürkner 2018) in the R program (R Core Team 2021) was used. The dependent
variable comprised 16 S.Eng vowel categories (FLEECE, KIT, DRESS, NURSE, TRAP, PALM,
STRUT, LOT, THOUGHT, FOOT, GOOSE, FACE, MOUTH, PRICE, GOAT, CHOICE) and the
predictors were duration and measures representing the mean, change and curvature
of the trajectories of the first three formants (Williams and Escudero 2014a; Elvin et al.
2016). Further information on the procedure is provided in the Supplementary Materials,
which also include details on the practicalities of setting up such a model (Gelman et al.
2008) and how to assess model convergence (Stan Development Team 2022). Next, the
vowels from 56 auditory syllables (28 S.Eng and 28 N.Eng) were classified by the model
and assigned classification probabilities. The results are summarized in Appendix A. The
28 vowels produced by the 2 S.Eng speakers were assigned to their intended phonemic
categories with high probabilities (mean = 0.96). For the 28 vowels produced by the 2
N.Eng speakers, classification probabilities were lower (mean = 0.51), as several N.Eng
realizations were acoustically very unlike their S.Eng phonemic counterparts. On the basis
of the classification probabilities, the 28 N.Eng syllables were divided into 2 groups: those
(n = 14) with a high probability of being assigned to the intended phonemic category (>0.5)
were labeled as highly similar (“Similar”), while those (n = 14) receiving a low probability
(<0.5) were judged as not similar to the intended category (“Dissimilar”).
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2.3. Experiment Items

Experiment items comprised a pair of auditory syllables spoken by two different
speakers. Participants were tasked with deciding whether the two speakers were saying the
same syllable or different syllables. This design was chosen over one involving participants
assigning orthographic category labels to spoken stimuli because English accents exhibit a
relatively large number of vowel phonemes and conveying multiple possibilities for vowels
at the same time with standard orthography can be problematic, e.g., an individual might
use the same letters, oo, to indicate hearing the FOOT as well as the GOOSE vowels (Shaw
et al. 2023).

400 items (auditory syllable pairs) were presented to each participant. The 14 /CVC/
syllables were paired with themselves and every other syllable of the same consonantal
frame to yield phonemically Matching (n = 14) and Mismatching (n = 26) pairs. Speak-
ers in each item either spoke in the same accent (the two S.Eng speakers) or different
accents (one S.Eng speaker and one N.Eng speaker). The order of speakers was counterbal-
anced, yielding 400 unique items: (40 syllable pairs (14 Matching and 26 Mismatching) ×
5 speaker combinations (S.Eng1–S.Eng2, S.Eng1–N.Eng1, S.Eng1–N.Eng2, S.Eng2–N.Eng1
and S.Eng2–N.Eng2) × 2 speaker orders). The two auditory syllables were separated by
1000 ms of silence (cf., 1200 ms used by Flege and MacKay 2004), as a relatively long tem-
poral interval is thought to encourage access to learned phonemic categories rather than
promote auditory comparisons (Colantoni et al. 2021). The 400 items were grouped into
three similarity conditions: 80 items (20%) contained instances of syllables produced only
in the familiar S.Eng accent (Matching: n = 28; Mismatching: n = 52), 160 (40%) contained
one S.Eng syllable and one Similar N.Eng syllable (Matching: n = 56; Mismatching: n = 104)
and 160 (40%) contained one S.Eng syllable and one Dissimilar N.Eng syllable (Matching:
n = 56; Mismatching: n = 104).

2.4. Experiment Procedure

The experiment session for the phoneme detection task was conducted entirely in
English. The instructions informed participants that they would hear two speakers say-
ing “new” English words (the /CVC/ syllables), and the goal was to decide whether
the two speakers were saying the same new word or different new words. Participants
were reminded to listen to the syllables being said and not to how the speakers sounded.
Participants were instructed to respond as quickly as possible. Each trial began with a
small fixation circle in the center of the screen on a white background. Over headphones
with the volume set to a comfortable level, participants heard one of the 400 experiment
items. The response screen displayed the text “The words are” at the top, and below this
was a box on the left and a box on the right sides of the screen. One box contained the text
“the same” and the other “different”. To give a response, participants pressed a left or right
keyboard key corresponding to one of these two options. Once a response was selected,
the response screen was replaced by the screen containing the fixation circle and the next
trial started after 1000 ms. Each of the 400 items was presented once in a randomized order
(which was different for each participant), and items could not be replayed. Breaks were
given after blocks of 40 trials. A familiarization round of 12 trials comprising randomly
selected items was conducted before the experiment. The task took participants around
35 min to complete.

2.5. Signal Detection Theory

Signal detection theory (SDT) provides a framework for assessing performance ac-
cording to perceptual sensitivity and a decision criterion (Macmillan and Creelman 1991).
It combines the rates of “hits” (in the present task, proportion of Matching items for which
matching phonemic identity was correctly labeled “same”) and “false alarms” (propor-
tion of Mismatching items for which matching phonemic identity was incorrectly labeled
“same”) into a single sensitivity or discriminability (“d-prime”) score and a separate score
for subjective bias. When the difference between hit and false alarm rates is expressed as
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z-scores, as is customary (Keating 2005), sensitivity scores close to zero indicate that hit
and false alarm rates are about equal, suggesting Matching items cannot be differentiated
from Mismatching items, while sensitivity scores near 4.65 indicate near-perfect separa-
tion (Keating 2005). Response bias is defined here as the probability of selecting “same”
averaged across response probabilities from Matching and Mismatching items (DeCarlo
1998). Scores close to zero indicate no particular preference, while more positive or negative
scores indicate a preference for selecting one of the two response alternatives.

2.6. Results

Participants’ responses were screened to check they performed the task as intended,
i.e., scored clearly above the chance level of 50% correct for two response alternatives.
The inclusion criterion was thus a minimum of 60% correct responses averaged over
Matching and Mismatching items in the S.Eng condition, which was expected to be easy
for L2 learners with a reasonable level of proficiency. All 22 participants met this criterion:
the mean percent correct score in the S.Eng condition was 88% (SD: 8%; range: 61–97%).
Participants also responded accurately in the Similar condition (mean: 86%; SD: 7%; range:
64–95%), though accuracy fell in the Dissimilar condition (mean: 68%; SD: 6%; range:
55–77%).

Figure 2a displays sensitivity scores according to similarity condition. Mirroring
accuracy, sensitivity was generally much higher in the S.Eng and Similar conditions than
in the Dissimilar condition. As shown in Figure 2b, bias scores tended to fall around zero
in the S.Eng and Similar conditions, indicating no obvious response preference. In the
Dissimilar condition, bias scores tended to cluster somewhat below zero, indicating “same”
was less likely to be selected.
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When computing sensitivity and bias scores from response probabilities by aggregat-
ing over items within each participant, as in Figure 2, participant effects may be accounted
for, but information regarding item effects is lost. With generalized linear regression model-
ing, participant and item effects can be modeled simultaneously using crossed group-level
(“random”) participant and item effects (Barr et al. 2013). As the probit link function models
the probabilities of a binary response with an inverse normal cumulative distribution, as is
common when transforming response probabilities into z-scores (Keating 2005), sensitivity
and bias scores can be estimated with a predictor denoting “signals” (Matching items) and
“non-signals” (Mismatching items) (DeCarlo 1998).
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To test for differences between similarity conditions, a Bayesian probit regression
model was run with the package brms (Bürkner 2017, 2018) in the statistical software R (R
Core Team 2020), with the responses “same” and “different” coded as 1 and 0. Further
information on model fitting can be found in the Supplementary Materials. The population-
level (“fixed”) predictors were item type (Mismatching or Matching), similarity condition
(S.Eng, Similar or Dissimilar) and the interaction. The predictors of item type and similarity
were difference-coded such that contrasts depicted differences between adjacent levels. The
group-level (“random”) predictors were participant (intercepts for 22 participants with
by-participant slopes for the population-level effects) and item (intercepts for 400 items).
Further details on model fitting are provided in the Supplementary Materials. Analogous
to the frequentist significance criterion of p < 0.05, an effect was assumed to exist when its
probability of direction (PD) was > 0.975 (Makowski et al. 2019).

A summary of population-level results is presented in Table 1. The large and positive
effect of item type (PD = 1.000) corresponds to the average sensitivity score across the
three similarity conditions. Thus, L2 learners were evidently sensitive to phonemic identity
because they were much more likely to label Matching items as “same” (hits) compared to
Mismatching items (false alarms). The similarity × item type interactions describe how
sensitivity scores varied between conditions. The Similarity-A interaction is the difference
in sensitivity between the S.Eng and Similar conditions, which turned out to be virtually
nonexistent (PD < 0.975). The Similarity-B interaction indicates the difference in sensitivity
between the Similar and Dissimilar conditions and confirmed the substantial drop in the
Dissimilar condition (PD = 1.000). Turning to response bias, the Similarity-A contrast
showed no reliable difference between the S.Eng and Similar conditions (PD < 0.975),
indicating L2 learners were just as likely to select “same” in these two conditions. The
reliable and negative Similarity-B contrast (PD = 1.000) indicated that L2 learners were less
likely to assign the “same” response to items in the Dissimilar condition compared to in
the Similar condition (cf., Figure 2b).

Table 1. Population-level effects from the probit regression on responses from Experiment 1. The
median and 89% credible intervals (CI) describe the posterior distribution in probits (Kruschke 2014).
Probability of direction (PD) indicates the proportion of the posterior samples displaying the same
sign as the median, and its Bayesian p-value equivalent is also displayed (Makowski et al. 2019).

SDT Component Predictor Median CI PD p

Response bias
Intercept −0.08 −0.32, 0.15 0.716 0.567

Similarity-A * 0.06 −0.20, 0.32 0.651 0.698
Similarity-B ** −0.55 −0.77, −0.33 1.000 <0.001

Sensitivity
Item type 2.71 2.40, 3.01 1.000 <0.001

Similarity-A * × Item type −0.13 −0.67, 0.39 0.661 0.678
Similarity-B ** × Item type −1.70 −2.14, −1.24 1.000 <0.001

* S.Eng versus Similar. ** Similar versus Dissimilar.

The present results confirmed that the lower acoustic similarity of N.Eng realizations
to S.Eng phonemic counterparts adversely affected L2 learners’ sensitivity to the phonemic
category intended by the speaker. When faced with greater uncertainty about phonemic
identity in the Dissimilar condition, L2 learners were less likely to respond “same”, sug-
gesting their strategy to minimize the chance of an incorrect response was to choose “same”
only when certain. In sum, the challenges faced by L2 learners in the Dissimilar condition
can be attributed to reduced sensitivity to phonemic identity and to a rather conservative
response strategy.

3. Experiment 2: Monolinguals and Experienced Bilinguals

The second experiment tested whether acoustic similarity to familiar or expected
norms could predict phoneme detection in an unfamiliar accent by participants with con-
siderably more experience of speech in the target language. The N.Eng auditory syllables
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from Experiment 1 were re-used for the unfamiliar accent, while the familiar accent was the
Australian English (Aus.Eng) accent, as all participants resided in Australia. As for Experi-
ment 1, phoneme detection was expected to be more challenging in the Dissimilar condition
compared to the Similar condition. Additionally, participants were split into two groups,
differing in the number of languages they spoke (monolinguals or experienced bilinguals).
Monolinguals’ linguistic background might increase the chance of successfully detecting
the phonemic identity of the more challenging Dissimilar realizations on the assumption
that a greater amount of accumulated exposure to speech in the target language provides
for richer or more varied representations of phonetic variants of phonemic categories.

3.1. Participants

Participants were 20 Aus.Eng monolinguals (13 female; 7 male) and 20 Aus.Eng
experienced bilinguals (12 female; 8 male). The former group reported speaking only one
language, while the latter group reported speaking two main languages (one of which was
Aus.Eng) at near-native or native levels. No participant had spent more than one month
in an English-speaking country other than Australia. No participant reported familiarity
specifically with the regional accents of Northern England. Responses from one bilingual
were excluded due to not meeting the inclusion criterion (see further below). Aside from
English, the languages spoken by the remaining 19 bilinguals were typologically diverse:
Indo-European languages (n = 7) included Afrikaans, Bulgarian, Greek, Spanish and Hindi,
while other languages (n = 12) were Arabic, Somali, Cambodian, Korean, Tagalog and
Turkish. Most bilinguals (n = 16) reported equal or stronger comprehension abilities in
Aus.Eng compared to their other language, and all reported speaking and hearing English
more frequently than their other language. All participants were students at Western
Sydney University with a median age of 21 years (range: 17–27), and participants received
course credit or a small monetary sum for taking part.

3.2. Auditory Syllables

The same 14 /CVC/ syllables from Experiment 1 were produced by 4 speakers—
the 2 female N.Eng speakers from Experiment 1 and 2 female speakers of the familiar
Aus.Eng accent—which yielded 56 auditory syllables (14 syllables × 2 N.Eng speakers
and 14 syllables × 2 Aus.Eng speakers). Duration and formant trajectory information of
the 56 auditory syllables’ vowels are illustrated in Figure 3. Acoustic similarity of the
realizations of the vowels in the 56 auditory syllables to their phonemic counterparts in
the familiar Aus.Eng accent was gauged. A multinomial logistic regression model was
trained on a small corpus of vowel tokens produced by 12 female monolingual speakers of
Aus.Eng (Elvin et al. 2016) in the same manner as for Experiment 1 (see the Supplementary
Materials). The dependent variable comprised 16 Aus.Eng vowel categories (FLEECE, KIT,
DRESS, NURSE, TRAP, PALM, STRUT, LOT, THOUGHT, FOOT, GOOSE, FACE, MOUTH, PRICE,
GOAT, CHOICE), and the predictors were duration and measures representing the mean,
change and curvature of the trajectories of the first three formants (Elvin et al. 2016). The
vowels from the 56 auditory syllables (28 Aus.Eng and 28 N.Eng) were tested on the trained
model. The 28 Aus.Eng vowels were assigned to their intended phonemic categories with
high probabilities (mean correct probability = 0.94), as shown in Appendix B. For the
28 N.Eng realizations (Appendix B), classification probabilities were lower (mean correct
probability = 0.60). Based on the probability of being correctly categorized, 17 N.Eng
syllables were classed as “Similar” (probability > 0.5) and the remaining 11 were classed as
“Dissimilar” (probability < 0.5).



Languages 2024, 9, 62 11 of 21

Languages 2024, 9, x FOR PEER REVIEW 11 of 22 
 

comprehension abilities in Aus.Eng compared to their other language, and all reported 
speaking and hearing English more frequently than their other language. All participants 
were students at Western Sydney University with a median age of 21 years (range: 17–27), 
and participants received course credit or a small monetary sum for taking part. 

3.2. Auditory Syllables 
The same 14 /CVC/ syllables from Experiment 1 were produced by 4 speakers—the 

2 female N.Eng speakers from Experiment 1 and 2 female speakers of the familiar Aus.Eng 
accent—which yielded 56 auditory syllables (14 syllables × 2 N.Eng speakers and 14 syl-
lables × 2 Aus.Eng speakers). Duration and formant trajectory information of the 56 audi-
tory syllables’ vowels are illustrated in Figure 3. Acoustic similarity of the realizations of 
the vowels in the 56 auditory syllables to their phonemic counterparts in the familiar 
Aus.Eng accent was gauged. A multinomial logistic regression model was trained on a 
small corpus of vowel tokens produced by 12 female monolingual speakers of Aus.Eng 
(Elvin et al. 2016) in the same manner as for Experiment 1 (see the Supplementary Mate-
rials). The dependent variable comprised 16 Aus.Eng vowel categories (FLEECE, KIT, DRESS, 
NURSE, TRAP, PALM, STRUT, LOT, THOUGHT, FOOT, GOOSE, FACE, MOUTH, PRICE, GOAT, CHOICE), 
and the predictors were duration and measures representing the mean, change and cur-
vature of the trajectories of the first three formants (Elvin et al. 2016). The vowels from the 
56 auditory syllables (28 Aus.Eng and 28 N.Eng) were tested on the trained model. The 28 
Aus.Eng vowels were assigned to their intended phonemic categories with high probabil-
ities (mean correct probability = 0.94), as shown in Appendix B. For the 28 N.Eng realiza-
tions (Appendix B), classification probabilities were lower (mean correct probability = 
0.60). Based on the probability of being correctly categorized, 17 N.Eng syllables were 
classed as “Similar” (probability > 0.5) and the remaining 11 were classed as “Dissimilar” 
(probability < 0.5).  

  

Languages 2024, 9, x FOR PEER REVIEW 12 of 22 
 

  

  
(a) (b) 

Figure 3. (a) F1 and F2 (Bark) and (b) duration (ms) values of the 28 N.Eng and the 28 Aus.Eng 
auditory syllables’ vowels according to the consonantal frame: /bVp/ in the upper row, /dVk/ in the 
center row and /fVf/ in the lower row. Vowel categories are denoted by the colors indicated in the 
legend for each row. The two N.Eng speakers’ formant trajectories are shown as arrows with dashed 
lines and the two Aus.Eng speakers’ trajectories are shown as arrows with solid lines. The two 
N.Eng speakers’ vowel durations are shown with darker bars and the two Aus.Eng speakers’ dura-
tions are shown with lighter bars. 

3.3. Experiment Items 
Items were created by pairing together syllables of the same consonantal frame, as in 

Experiment 1. Since monolinguals and bilinguals’ proficiency was not a likely concern for 
being able to detect phonemes in the familiar Aus.Eng accent, the condition featuring only 
familiar accent speakers was not required. The order of speakers within syllable pairs was 
counterbalanced, yielding 320 items: (40 syllable pairs (14 Matching and 26 Mismatching) 
× 4 speaker combinations (Aus.Eng1–N.Eng1, Aus.Eng1–N.Eng2, Aus.Eng2–N.Eng1 and 
Aus.Eng2–N.Eng2] × 2 speaker orders). Auditory syllables within each item were sepa-
rated by 1000 ms of silence. The 320 items were grouped into two similarity conditions: 
196 (61%) contained one N.Eng syllable classed as Similar (Matching: n = 68; Mismatching: 
n = 128), while the remaining 124 (39%) contained one N.Eng syllable classed as Dissimilar 
(Matching: n = 44; Mismatching: n = 80). 

Figure 3. (a) F1 and F2 (Bark) and (b) duration (ms) values of the 28 N.Eng and the 28 Aus.Eng
auditory syllables’ vowels according to the consonantal frame: /bVp/ in the upper row, /dVk/ in
the center row and /fVf/ in the lower row. Vowel categories are denoted by the colors indicated in
the legend for each row. The two N.Eng speakers’ formant trajectories are shown as arrows with
dashed lines and the two Aus.Eng speakers’ trajectories are shown as arrows with solid lines. The
two N.Eng speakers’ vowel durations are shown with darker bars and the two Aus.Eng speakers’
durations are shown with lighter bars.
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3.3. Experiment Items

Items were created by pairing together syllables of the same consonantal frame, as in
Experiment 1. Since monolinguals and bilinguals’ proficiency was not a likely concern for
being able to detect phonemes in the familiar Aus.Eng accent, the condition featuring only
familiar accent speakers was not required. The order of speakers within syllable pairs was
counterbalanced, yielding 320 items: (40 syllable pairs (14 Matching and 26 Mismatching)
× 4 speaker combinations (Aus.Eng1–N.Eng1, Aus.Eng1–N.Eng2, Aus.Eng2–N.Eng1 and
Aus.Eng2–N.Eng2] × 2 speaker orders). Auditory syllables within each item were separated
by 1000 ms of silence. The 320 items were grouped into two similarity conditions: 196
(61%) contained one N.Eng syllable classed as Similar (Matching: n = 68; Mismatching:
n = 128), while the remaining 124 (39%) contained one N.Eng syllable classed as Dissimilar
(Matching: n = 44; Mismatching: n = 80).

3.4. Experiment Procedure

The procedure was identical to Experiment 1. The experiment lasted approximately
25 min.

3.5. Results

Prior to analysis, responses were screened to ensure that participants performed the
task as intended. As for Experiment 1, the inclusion criterion was a minimum of 60%
correct responses averaged over item type in the condition that was expected to be very
easy, namely, the Similar condition. All 20 monolingual listeners fulfilled this criterion:
their average percent correct score in this condition was 87% (SD: 5%; range: 71–94%). As
noted earlier, one bilingual participant was excluded for an accuracy score below 60% in
the Similar condition. The remaining 19 bilinguals’ average percent correct score in the
Similar condition was 83% (SD: 8%; range: 62–93%). Percent correct scores were lower in
the Dissimilar condition for both monolinguals (mean: 76%; SD: 5%; range: 62–84%) and
bilinguals (mean: 71%; SD: 7%; range: 58–83%).

Figure 4 displays participant responses as sensitivity and bias scores computed from
response proportions within participants. Mirroring accuracy, sensitivity scores fell in
the Dissimilar condition for both monolinguals and bilinguals, and bilinguals’ sensitivity
scores tended to be slightly lower overall. As for bias, both groups’ scores clustered slightly
above zero, indicating “same” was somewhat more likely to be selected.
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Model fitting was almost identical to Experiment 1. The population-level predictors
were item type (Mismatching or Matching), similarity (Similar or Dissimilar), group (Mono-
lingual or Bilingual) and interactions. Predictors were difference-coded such that contrasts
depicted differences in response probabilities between adjacent levels. The group-level
(“random”) predictors were participant (intercepts for 39 participants with by-participant
slopes for item type, similarity and the interaction) and item (intercepts for 320 items and
by-item slopes for group). A summary of population-level effects is presented in Table 2.

Table 2. Population-level effects from the probit regression on responses from Experiment 2. The
median and 89% credible intervals (CI) describe the posterior distribution in probits (Kruschke 2014).
Probability of direction (PD) indicates the proportion of the posterior samples displaying the same
sign as the median, and its Bayesian p-value equivalent is also displayed (Makowski et al. 2019).

SDT
Component Predictor Median CI PD p

Response bias

Intercept 0.27 0.11, 0.44 0.994 0.012
Similarity −0.06 −0.23, 0.11 0.709 0.581

Group −0.03 −0.33, 0.25 0.569 0.862
Similarity × Group −0.02 −0.16, 0.10 0.606 0.788

Sensitivity

Item type 2.30 2.08, 2.51 1.000 <0.001
Similarity × Item type −0.99 −1.32, −0.64 1.000 <0.001

Group × Item type −0.51 −0.80, −0.21 0.996 0.007
Similarity × Group × Item type 0.00 −0.30, 0.30 0.507 0.986

The effect of item type is the average sensitivity score across conditions and groups.
Its large and positive value demonstrated that participants preferred to select “same” for
Matching items (hits) over Mismatching items (false alarms). The reliable similarity ×
item type interaction (PD = 1.000) confirmed that sensitivity fell for N.Eng realizations
acoustically unlike familiar Aus.Eng phonemic counterparts, echoing the finding observed
earlier for L2 learners. The reliable group × item type interaction (PD = 0.997) indicated that
bilinguals’ sensitivity to phonemic identity was somewhat lower than that of monolinguals
in both similarity conditions. The practically nonexistent three-way interaction (PD ≈ 0.500)
indicated that the drops in sensitivity between similarity conditions did not differ between
monolinguals and bilinguals. With respect to response bias, the effects of similarity, group
and their interaction were unreliable (PDs < 0.975), indicating no clear differences in the
preference for selecting “same” between the similarity conditions or between monolinguals
and bilinguals.

Both monolinguals and bilinguals showed reduced sensitivity to the intended phone-
mic identity when the acoustic similarity between the unfamiliar N.Eng speakers’ vowels
and their Aus.Eng phonemic counterparts was lower, highlighting the perceptual challenge
even for those with substantial accumulated exposure to the target language (cf., Shaw
et al. 2023). Although formal comparisons with Experiment 1 were not possible due to the
different familiar accents, the drop in sensitivity between the Similar and Dissimilar condi-
tions was numerically smaller in Experiment 2 for monolinguals and bilinguals. Unlike
L2 learners (Experiment 1), the response strategies of monolinguals and bilinguals did not
shift, indicating the latter groups were not averse to responding “same” when phonemic
identity was less certain; in fact, the latter participants slightly preferred responding “same”
in general, as indicated by the moderately positive intercept term in Table 2. Overall,
monolinguals displayed somewhat heightened sensitivity to phonemic identity relative to
that of bilinguals, but there was no evidence that monolinguals were impacted any less
adversely by lower acoustic similarity despite greater accumulated exposure to speech
in English.
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4. Discussion

Phoneme detection in an unfamiliar regional accent of English was tested with three
participant groups (L2 learners, monolinguals and experienced bilinguals). It was expected
that participants would meet a perceptual challenge in associating phonetic variants pro-
duced by unfamiliar accent speakers with the phonemic categories intended by those
speakers. Motivated by studies investigating non-native speech perception, the acous-
tic realizations of vowels spoken in an unfamiliar accent were compared to phonemic
counterparts from a very familiar accent of English. Prompted by past work on speech
perception in adverse listening conditions, it was conjectured that the challenge posed
by lower acoustic similarity may be less pronounced in those with a greater amount of
accumulated exposure to the target spoken language. All three participant groups, and
particularly L2 learners, showed substantial drops in sensitivity to the phonemic identity
of vowels produced in the unfamiliar accent, which were acoustically unlike those in the
familiar accent. That is, the difference between the rates of hits (responding “same” to
Matching items) and false alarms (responding “same” to Mismatching items) was smaller
in the Dissimilar condition. Despite greater accumulated exposure to speech in the target
language, monolinguals were just as affected by lower similarity as bilinguals, though
monolinguals were somewhat more sensitive to phonemic identity overall. Finally, L2
learners adopted a cautious strategy for responding to the most challenging items in the
phoneme detection task, as conveyed by the lower probability of selecting “same” in the
Dissimilar condition.

Recall that cross-language acoustic similarity has been studied mainly to identify
potential challenges in perceiving vowels by non-native and occasionally L2 listeners
(Georgiou 2023). This endeavor has generally been motivated by the notion that acoustic
classification patterns approximate patterns of perceived phonetic similarity. Fostering a
comparable approach, the present results confirmed that cross-accent acoustic similarity
can identify those unfamiliar accent vowels whose intended phonemic identities are more
challenging to detect. The present results, thus, have implications for how theories of
cross-language (non-native) speech perception may be extended to speech perception
in varieties of a single language (cf., Shaw et al. 2023). For instance, in common with
other theories of speech perception, the perceptual assimilation model (PAM) posits that
non-native listeners attempt to assimilate incoming spoken vowels in terms of native
phonemic categories (Best 1995). In the present experiments, the participant groups were
assumed to be inexperienced in a particular accent (N.Eng) rather than an unknown
or non-native language. In contrast to cross-language perception, the phonemic vowel
categories across accents are structurally equivalent; that is, their categories largely exhibit
identical lexical distributions (appear in the same words) despite some phonetic differences
(Williams and Escudero 2014b). Additionally, categories in the present experiments were
not strictly native for all three participant groups, as these were second-language (L2)
categories for learners (discussed further below). Despite these contextual differences, the
perceptual assimilation mechanisms proposed by the PAM could, nonetheless, be very
pertinent given that not all phonetic variants in another accent are realized in ways typical
or in accordance with the linguistic norms expected by listeners (such as in a non-native
language). PAM proposes that non-native phonetic segments are regarded as “good” or
“poor” instances of a category depending on the degree of perceived similarity. In the task
of associating unfamiliar accent realizations with the phonemic categories intended by
speakers, listeners may assign realizations considered “good” (i.e., typical or familiar) to the
intended phoneme with greater confidence than those considered “poor” (i.e., atypical or
deviant with respect to expected norms), resulting in higher identification accuracy for the
former compared to the latter, which would be reflected in greater sensitivity scores. PAM
also posits the possibility that some non-native phonetic segments may not be assimilated
to any particular phonemes. The equivalent scenario in cross-accent perception would
be phonemic ambiguity, i.e., when a phonetic segment is perceived as a possible (albeit
poor) instance of two or more categories, as posited by the Second-Language Linguistic
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Perception (L2LP) model’s multiple-category-assimilation or subset scenario (Escudero
2005; Van Leussen and Escudero 2015), thereby resulting in a low probability of being
associated with the intended category and lower sensitivity scores.

Turning to acoustic similarity more specifically, this has mostly been examined in the
past to garner expectations about the perceptual performance of functional monolinguals
(e.g., Gilichinskaya and Strange 2010; Escudero and Vasiliev 2011; Escudero et al. 2012;
Elvin et al. 2014; Strange et al. 2011). In the present study, vowels were classified into
their intended phonemic categories in order to predict phoneme detection performance by
two participant groups (L2 learners and bilinguals) who, unlike monolinguals, knew an
additional language. Can perceptual performance be better approximated by incorporating
information about listeners’ additional languages in acoustic comparisons? According to
Grosjean’s (2001) language mode hypothesis, L2 learners and bilinguals’ two languages
and language processing mechanisms are activated at different points of time, prompted
by psychosocial and linguistic factors, e.g., the language of task instructions. Language
modes are construed in a continuum-like fashion: at one end is “monolingual mode”, in
which one language is activated, while the other is present but inactive; at the other end is
“bilingual mode”, in which both languages are activated. Evidence for language modes
comes from within-bilingual shifts in behavior in perceptual tasks conducted in different
languages but featuring the same auditory stimuli (e.g., Yazawa et al. 2020). Besides the
language of the items in the present study’s experiments, English was used throughout the
experiment sessions, including in communications outside of it. It is reasonable to assume
that the language chosen by L2 and bilingual participants at the time of the phoneme
detection task (“base language”) was English. It logically follows that the language mode
was monolingual (Grosjean 2001). Accordingly, the phonemic categories most activated for
performing the task would be English, while categories from an additional language would
be inactive or barely active. In a similar vein, the acoustic parameters employed in the
classification models were likely appropriate not only for monolinguals and experienced
bilinguals with substantial exposure to the target language, but also for L2 learners’ vowel
perception, despite L2 learners never having spent an extended time in an L2-speaking
country. This is because German L2 learners of English tend to score very highly in the
perceptual identification of S.Eng vowels (Iverson and Evans 2007) and even those with
less experience successfully learn English vowels (Bohn and Flege 1992).

The present findings concur with the hypothesis that encountering speech spoken
in other accents can lead to information loss between the speaker and listener; in the
present case, this was restricted to phonemic identity (Shaw et al. 2023). As outlined in the
Introduction, L2 learners and experienced bilinguals commonly display greater difficulty
relative to monolinguals in speech perception tasks in adverse listening conditions, which is
posited to be related to differences in neural commitment and the quality of representations
built up due to accumulated exposure to speech in the target language (e.g., Schmidtke
2016). Experiment 2 directly compared monolinguals and experienced bilinguals’ sensitivity
to phonemic identity. Unlike several past findings, which showed that bilinguals are more
adversely affected by the level of degradation than monolinguals are (e.g., Lecumberri
et al. 2010; Scharenborg and van Os 2019), Experiment 2’s results showed that bilinguals
were not more adversely affected than monolinguals were by the level of “deviance” in the
unfamiliar accent speakers’ vowels. Instead, bilinguals were overall slightly less sensitive
to the intended phonemic identity. To put the group × item type interaction in Table 2
into context, expressed as response proportions, the estimated difference between hit
and false alarm rates for bilinguals was around 10% (CI: 5%, 17%) lower than that for
monolinguals. As the experiment included only two levels of similarity, it is possible
that the experiment could not determine finer-grained influences of this manipulation
on perceptual sensitivity. Indeed, differences between bilinguals and monolinguals due
to the level of a degradation manipulation tend to emerge only when there are several
(i.e., three or more) levels of “difficulty” (e.g., Lecumberri et al. 2010; Scharenborg and
van Os 2019; Schmidtke 2016; Rogers et al. 2006), suggesting that differences between
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monolingual and bilingual listeners may be relatively subtle. Experiment 1 showed the
drop in sensitivity to phonemic identity was numerically larger for L2 learners. However, a
limitation of the present study was that L2 learners’ performance could not be formally
compared to that of monolinguals and experienced bilinguals, and this remains to be
directly tested in a future study (cf., Kriengwatana et al. 2016). Beyond a possible difference
in perceptual sensitivity, L2 learners’ response strategy in the phoneme detection task was
clearly more cautious, as they preferred to use the “same” option conservatively in the
Dissimilar condition rather than hazard a guess. This is probably related to the fact that
L2 learners resided in a L1-speaking country and communicated far less often in their L2,
which may have led to generally lower internal confidence in their judgments about L2
phonemic identity. As a strategy to maximize response accuracy, L2 learners may thus
have been less inclined to respond based on mere guesses. Had L2 learners performed an
equivalent task in German (their L1), they may have adopted a less conservative approach
toward more challenging items.

Finally, while the present study found that acoustic similarity can predict the relative
success of phoneme detection in a regional accent with which listeners are inexperienced,
it should be noted that acoustic similarity patterns can provide only a relatively broad
indication of perceptual similarity patterns. This is due to the inherent limitations of
assembling training corpora (for acoustic classification models) that adequately reflect or
represent the speech patterns in the environments of listeners. For example, the L2 learners
in Experiment 1 may have additionally been very familiar with the S.Eng accent spoken by
L2 German speakers. Likewise, the experienced bilinguals in Experiment 2 may have been
familiar with varieties of Aus.Eng more common in various multilingual communities in
Australia. In both experiments, the unfamiliar accent’s vowels were compared in a model
trained on speech samples from corpora of only monolingual speakers. A linguistically
more diverse set of speakers could be selected when assembling training corpora to better
reflect the linguistic norms expected to be most relevant to listeners (for examples, see
Williams and Escudero 2014b; Escudero et al. 2012). Additionally, determining listeners’
familiarity with the tested familiar and unfamiliar accents is not a straightforward task.
Although no participants reported familiarity specifically with regional accents of Northern
England, it cannot be ruled out that some participants may have had at least some prior
exposure to the N.Eng accent or similar accents, e.g., through media consumption (cf.,
Williams and Escudero 2014b). Presumably, possible effects on responses due to between-
participant differences in prior exposure can be accounted for by the participant effects in
regression modeling.

5. Conclusions

The present study has shown that a challenge when perceiving speech in an unfamiliar
accent is associating phonetic realizations with the phonemic categories intended by speak-
ers, which—in the case of vowels—can be largely predicted based on acoustic similarity to
counterparts in a very familiar accent. Moreover, patterns of perceptual difficulty persisted
across monolinguals, bilinguals and L2 learners, demonstrating the challenge even for those
possessing greater accumulated exposure. Future studies employing a greater number
of experimental conditions are likely to provide more nuanced insights into the potential
differences faced by different kinds of listeners in cross-dialectal speech perception.

Supplementary Materials: The following supporting information can be downloaded at: https://www.
mdpi.com/article/10.3390/languages9020062/s1: Full descriptions of statistical models (Experiments
1 and 2); full summary of Experiment 1 multinomial logistic regression; full summary of Experiment
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Experiment 2 probit regression; Experiment 1 trial data; Experiment 2 trial data.
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Appendix A

Table A1. The table presents the acoustic similarity of the vowels in the 56 auditory syllables to
the phonemic category intended by the speaker based on acoustic values from a corpus of 10 S.Eng
speakers. “Prob.” refers to the estimated probability that the realization belonged to the intended
category. “Group” refers to the similarity group, in which “Sim.” indicates that the realization
displayed high acoustic similarity, i.e., probability > 0.50, and “Dis.” refers to a realization with low
acoustic similarity, i.e., probability < 0.50.

Frame
Phonemic
Category

Speaker
S.Eng1 S.Eng2 N.Eng1 N.Eng2

Prob. Group Prob. Group Prob. Group Prob. Group

/bVp/

PALM 1.00 Sim. 1.00 Sim. 0.90 Sim. 0.15 Dis.
THOUGHT 1.00 Sim. 1.00 Sim. 0.45 Dis. 0.01 Dis.

PRICE 1.00 Sim. 1.00 Sim. 1.00 Sim. 0.85 Sim.
GOAT 1.00 Sim. 0.89 Sim. 0.00 Dis. 0.02 Dis.

MOUTH 1.00 Sim. 1.00 Sim. 0.90 Sim. 0.94 Sim.

/dVk/

FLEECE 0.99 Sim. 0.59 Sim. 0.44 Dis. 0.93 Sim.
GOOSE 1.00 Sim. 0.98 Sim. 0.00 Dis. 0.03 Dis.
NURSE 1.00 Sim. 0.99 Sim. 0.99 Sim. 0.20 Dis.
FACE 1.00 Sim. 1.00 Sim. 0.99 Sim. 1.00 Sim.

/fVf/

KIT 0.99 Sim. 0.92 Sim. 0.97 Sim. 0.89 Sim.
TRAP 0.87 Sim. 1.00 Sim. 1.00 Sim. 0.83 Sim.

STRUT 0.89 Sim. 1.00 Sim. 0.11 Dis. 0.59 Sim.
LOT 0.87 Sim. 0.94 Sim. 0.01 Dis. 0.00 Dis.

FOOT 0.99 Sim. 1.00 Sim. 0.00 Dis. 0.00 Dis.
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Appendix B

Table A2. The table presents the acoustic similarity of the vowels in the 56 auditory syllables to the
phonemic category intended by the speaker based on acoustic values from a corpus of 12 Aus.Eng
speakers. “Prob.” refers to the estimated probability that the realization belonged to the intended
category. “Group” refers to the similarity group, in which “Sim.” indicates that the realization
displayed high acoustic similarity, i.e., probability > 0.50, and “Dis.” refers to a realization with low
acoustic similarity, i.e., probability < 0.50.

Frame
Phonemic
Category

Speaker
Aus.Eng1 Aus.Eng2 N.Eng1 N.Eng2

Prob. Group Prob. Group Prob. Group Prob. Group

/bVp/

PALM 0.78 Sim. 0.99 Sim. 0.63 Sim. 1.00 Sim.
THOUGHT 1.00 Sim. 0.99 Sim. 0.92 Sim. 1.00 Sim.

PRICE 1.00 Sim. 1.00 Sim. 0.99 Sim. 1.00 Sim.
GOAT 0.96 Sim. 0.82 Sim. 0.64 Sim. 0.01 Dis.

MOUTH 0.84 Sim. 0.97 Sim. 0.11 Dis. 0.21 Dis.

/dVk/

FLEECE 0.99 Sim. 0.97 Sim. 1.00 Sim. 1.00 Sim.
GOOSE 1.00 Sim. 0.81 Sim. 0.01 Dis. 0.02 Dis.
NURSE 0.98 Sim. 0.99 Sim. 0.95 Sim. 0.97 Sim.
FACE 0.81 Sim. 0.97 Sim. 0.25 Dis. 0.88 Sim.

/fVf/

KIT 0.99 Sim. 1.00 Sim. 1.00 Sim. 0.99 Sim.
TRAP 0.94 Sim. 0.87 Sim. 0.85 Sim. 0.47 Dis.

STRUT 0.97 Sim. 0.93 Sim. 0.01 Dis. 0.00 Dis.
LOT 0.97 Sim. 0.98 Sim. 0.01 Dis. 0.00 Dis.

FOOT 0.90 Sim. 0.94 Sim. 0.95 Sim. 0.90 Sim.

Note
1 The 14 syllables formed meaningless non-words with three potential exceptions. First, a variant common in North America for

the English word duke, ‘nobleman’, corresponds to the syllable /dVk/, in which V is the GOOSE vowel. Second, the syllable
/dVk/, in which V is the NURSE vowel corresponds to the regional word dirk, ‘dagger’, found in some Scottish dialects. Third,
the syllable /fVf/, in which V is the TRAP vowel corresponds to the regional word faff, ‘unnecssary effort’, in informal British
English. It is uncertain whether native German L2 learners residing in Germany or Aus.Eng listeners residing in Australia would
be aware of these possible semantic associations.
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