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Abstract: Framing strongly influences actions among technology proponents and end-users.
Underlying much debate about artificial intelligence (AI) are several fundamental shortcomings in its
framing. First, discussion of AI is atheoretical, and therefore has limited potential for addressing the
complexity of causation. Second, intelligence is considered from an anthropocentric perspective that
sees human intelligence, and intelligence developed by humans, as superior to all other intelligences.
Thus, the extensive post-anthropocentric research into intelligence is not given sufficient consideration.
Third, AI is discussed often in reductionist mechanistic terms. Rather than in organicist emergentist
terms as a contributor to multi-intelligence (MI) hybrid beings and/or systems. Thus, current framing
of AI can be a self-validating reduction within which AI development is focused upon AI becoming
the single-variable mechanism causing future effects. In this paper, AI is reframed as a contributor
to MI.

Keywords: artificial intelligence (AI); Asilomar AI principles; framing; intelligence; multi-intelligence
(MI) hybrid beings and systems; post-anthropocentric

1. Introduction

The future of artificial intelligence (AI) is a topic of much debate, including opinions from tech
leaders and eminent professors that AI can be an existential threat to humanity [1]. However, the
framing of much of the debate about AI is narrow and overlooks the potential for multi-intelligence
(MI). As summarized in Figure 1, MI concerns multi-intelligence hybrid beings and systems. Examples
of MI already exist. MI hybrid beings exist as a result of, for example, the activities of bio hackers
and brain hackers [2]. MI hybrid systems exist as a result of, for example, organizations deploying
non-human natural intelligence as a better alternative than AI [3]. Here, intelligence is considered
in fundamental terms, which scientific research reveals to be found in many forms of life, such as
problem solving capabilities involving self-awareness and robust adaptation [4–7]. It is important to
note that MI does not refer to two or more different manifestations of intelligence from one type of
contributor, such as different manifestations of intelligence from a human being. Nor does MI refer
to AI that has been developed through research into different types of natural intelligence, such as
swarm intelligence. Rather, MI refers to active engagement of the intelligence of at least two types of
contributors, such as avian, human, and AI [3].

The framing of the debate among AI proponents and potential end-users is very important. This is
because framing strongly influences thoughts, decisions and actions among technology proponents and
potential end-users [8–10]. Framing of debate between technology proponents and potential end-users
is associated with cycles of hype and disappointment. Such framing can be far more superficial than
workday framing among scientists immersed in the details of focused research and development
projects. Nonetheless, it can provide lasting rationale for thoughts, decisions and actions—even when
risks and failings are evident [11–15].
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Underlying much of the debate about the future of AI are several fundamental shortcomings in its
framing among AI proponents and potential end-users. First, the framing of AI is atheoretical,
and therefore has limited potential for addressing the full scope and complexity of causation.
Second, intelligence is considered from an anthropocentric perspective that sees human intelligence,
and intelligence developed by humans, as superior to all other intelligences. Thus, the extensive
post-anthropocentric research into intelligence is not given sufficient consideration. Third, AI is
discussed often in reductionist mechanistic terms, rather than in organicist emergentist terms, as a
contributor to multi-intelligence hybrid beings and/or systems (MI).

Technologies 2017, 5, 38  2 of 13 

 

Underlying much of the debate about the future of AI are several fundamental shortcomings in 
its framing among AI proponents and potential end-users. First, the framing of AI is atheoretical, and 
therefore has limited potential for addressing the full scope and complexity of causation. Second, 
intelligence is considered from an anthropocentric perspective that sees human intelligence, and 
intelligence developed by humans, as superior to all other intelligences. Thus, the extensive post-
anthropocentric research into intelligence is not given sufficient consideration. Third, AI is discussed 
often in reductionist mechanistic terms, rather than in organicist emergentist terms, as a contributor 
to multi-intelligence hybrid beings and/or systems (MI). 

 
Figure 1. Multi-Intelligence (MI) hybrid beings and systems. 

In January 2015, for example, many artificial intelligence (AI) experts and others such as Elon Musk 
and Professor Stephen Hawking signed an open letter on “Research Priorities for Robust and Beneficial 
Artificial Intelligence”. This was reported widely in the popular media during 2015 [16]. By the end of 
2015, the open letter had been signed by more than 7000 people, including many influential AI experts. 
These include the President of Association for the Advancement of Artificial Intelligence (AAAI); co-
chairs of the AAAI presidential panel on long-term AI futures; and the AAAI committee on impact of AI 
and Ethical Issues [17]. The open letter was expanded upon in the AAAI’s quarterly publication, in an 
article which also had the title “Research Priorities for Robust and Beneficial Artificial Intelligence” [18]. 
Subsequently, 23 principles for AI were formulated at the “Beneficial AI Conference” held during January 
2017 at Asilomar, California [19]. It is important to note that the Asilomar AI Principles were formulated 
with, and have been signed up to, by many of the most high profile figures in AI research including, for 
example, Deep Mind’s Founder; Facebook’s Director of AI research; and eminent professors. Importantly, 
these are people who direct labs full of AI researchers and have strong influence over policy-making 
related to AI. By the end of April 2017, 1197 AI/robotics researchers and 2320 others, including Stephen 
Hawking and Elon Musk, had signed up to the Asilomar AI Principles [19]. From the high profile 2015 AI 
open letter to the 2017 AI Principles, the framing of the future of AI has been atheoretical, anthropocentric, 
reductionist and mechanistic. 

In this paper, these shortcomings are addressed as follows. First, theoretical framing is contrasted 
with current atheoretical framing. Second, post-anthropocentric framing is contrasted with current 
anthropocentric framing of AI development. Third, organicist emergentist framing is compared to current 
reductionist mechanistic framing. Fourth, AI is reframed as a contributor to multi-intelligence (MI), that 
is, of hybrid beings and systems comprising diverse natural and artificial intelligences. In conclusion, 
implications are discussed for research and for practice. Thus, the focus of this paper is the framing of AI 
among technology proponents and potential end-users. 

The reported study involves a literature review, critical analysis, and conceptual framework 
formulation. The literature review encompassed scientific literature related to natural intelligence 
and artificial intelligence. In addition, the literature review extended beyond scientific literature, 
because the latest advances in related innovations and implementations are often reported in high 
circulation media, long before they are reported in scholarly journals. Critical analysis involved 
reference to and structuring with established scientific frameworks, such as mechanistic 

Figure 1. Multi-Intelligence (MI) hybrid beings and systems.

In January 2015, for example, many artificial intelligence (AI) experts and others such as Elon
Musk and Professor Stephen Hawking signed an open letter on “Research Priorities for Robust and
Beneficial Artificial Intelligence”. This was reported widely in the popular media during 2015 [16]. By
the end of 2015, the open letter had been signed by more than 7000 people, including many influential
AI experts. These include the President of Association for the Advancement of Artificial Intelligence
(AAAI); co-chairs of the AAAI presidential panel on long-term AI futures; and the AAAI committee
on impact of AI and Ethical Issues [17]. The open letter was expanded upon in the AAAI’s quarterly
publication, in an article which also had the title “Research Priorities for Robust and Beneficial Artificial
Intelligence” [18]. Subsequently, 23 principles for AI were formulated at the “Beneficial AI Conference”
held during January 2017 at Asilomar, California [19]. It is important to note that the Asilomar AI
Principles were formulated with, and have been signed up to, by many of the most high profile figures
in AI research including, for example, Deep Mind’s Founder; Facebook’s Director of AI research; and
eminent professors. Importantly, these are people who direct labs full of AI researchers and have strong
influence over policy-making related to AI. By the end of April 2017, 1197 AI/robotics researchers
and 2320 others, including Stephen Hawking and Elon Musk, had signed up to the Asilomar AI
Principles [19]. From the high profile 2015 AI open letter to the 2017 AI Principles, the framing of the
future of AI has been atheoretical, anthropocentric, reductionist and mechanistic.

In this paper, these shortcomings are addressed as follows. First, theoretical framing is contrasted
with current atheoretical framing. Second, post-anthropocentric framing is contrasted with current
anthropocentric framing of AI development. Third, organicist emergentist framing is compared to
current reductionist mechanistic framing. Fourth, AI is reframed as a contributor to multi-intelligence
(MI), that is, of hybrid beings and systems comprising diverse natural and artificial intelligences. In
conclusion, implications are discussed for research and for practice. Thus, the focus of this paper is the
framing of AI among technology proponents and potential end-users.

The reported study involves a literature review, critical analysis, and conceptual framework
formulation. The literature review encompassed scientific literature related to natural intelligence
and artificial intelligence. In addition, the literature review extended beyond scientific literature,
because the latest advances in related innovations and implementations are often reported in high
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circulation media, long before they are reported in scholarly journals. Critical analysis involved
reference to and structuring with established scientific frameworks, such as mechanistic reductionism
and organicist emergentism. Formulation of conceptual framework and composition of research
propositions involved multiple iterations guided by consideration of established scientific criteria,
including comprehensiveness and parsimoniousness.

2. Analyses

2.1. Theoretical versus Atheoretical Framing of AI Development

Development of AI solutions can involve application of design methodologies. However,
methodological design may involve little, or no, reference to scientific theory in consideration of
how individual solutions act as causal variables [20]. As ever, superficial consideration of causal
pathways and contexts can lead to solutions being considered as ends rather than means, and their
introduction increasing complexity rather than reducing problems [21–23]. In contrast, reference
to scientific theory can bring improved description, explanation, prediction, and management of
complexity [24–26]. Unlike many of the scientific papers presented at AI conferences and published
in AI journals, the Asilomar AI Principles are atheoretical. However, the Asilomar AI Principles are
widely reported on in popular media, while many conference and journal papers are not. Moreover,
the Asilomar AI Principles were formulated with, and/or have been signed up to, by many of the most
high profile figures in AI research. Hence, it is appropriate to consider the content of the Asilomar AI
Principles when analyzing the framing of AI among technology proponents and potential end-users.

Firstly, all of the principles are expressed in normative statements, with the word “should” being
used in all principles [19]. For example, the second principle; (2) Research Funding, is: Investments
in AI should be accompanied by funding for research on ensuring its beneficial use. It has long
been argued that normative statements are emotion-based subjective statements lacking in objective
validity [27,28]. Normative statements have been linked to normative conformity, which is a kind of
groupthink involving people conforming to normative statements, even if they are without objective
validity [29–32]. When normative statements are expressed via globally accessible Websites it is possible
for normative conformity to spread rapidly around the world, through emotional contagion and social
contagion [33,34]. This can involve fallacious argument from the supposed authority of majority
positions (argumentum ad populum), and the Woozle Effect, where statements come to be believed to
have objectivity validity because they are referred to by an increasing number of people [35]. Hence,
normative conformity among a relatively small initial group can lead to informational conformity
among a far larger group. This happens when people without any background knowledge in a topic
“look up to” the initial group for guidance in a topic [36]. Soon, the bandwagon effect can become
global as more people want to believe in something, regardless of whether there is underlying objective
validity [37], and they are drawn in by a growing fear of missing out (FoMO) [38]. In this way, a reality
distortion field can spread around the world from one initial location [39].

An alternative to normative statements, normative conformity, informational conformity, the
bandwagon effect, and reality distortion field, is to refer to relevant scientific theory throughout
the discussion of AI development. This can begin by positioning the debate within a philosophy
of science. One option is critical realism. Unlike design science, which is concerned with the
build-and-evaluate loops of solution development, critical realism addresses the full scope and
complexity of causation [40,41]. At the same time, critical realism differs from positivism’s search
for universal laws of causation and interpretivism’s limited regard for laws of causation in human
experience. Instead, the critical realist perspective is that generalizable causal mechanisms can exist,
but can only bring about outcomes within appropriate causal contexts. Furthermore, critical realism
encompasses a three-domain stratification of reality, which accepts that humans experience only
a portion of the objective world, and the objective nature of the world is not easily apprehended,
characterized or measured. The three domains are the mechanisms that comprise objective reality (i.e.,
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“why” things happen); the actual events brought about by the mechanisms (i.e., “how” things happen);
and the experiences which people perceive as evidence of events (i.e., “what” people experience
happening) [40,41]. The glibness of normative assertions becomes apparent through critical realism as
follows: why things happen—because some people say they “should”; how things happen—all people
and all AI do what they “should” do; what people experience happening—everybody and every AI
doing what they “should” do. More generally, critical realism is becoming increasingly important in
information systems research as a philosophy of science that can better enable understanding of the
“why”, “how”, as well as the “what” of information system failures and successes [42,43].

Particularly relevant to debate about the development of AI is scientific theory related to
complexity. Especially, scientific theory that distinguishes between complexity that begins with
top-down planning of variables, interactions, boundaries, etc., and complexity that arises from
bottom-up improvisation [44,45]. For example, there may be meticulous top-down planning of
complex hospital surgical systems involving human physicians and AI physicians taking action within
designed boundaries. By contrast, biohacking, body hacking and brain hacking involves micro-level
improvisation, which is not intended to have boundaries [2,46,47].

2.2. Post-Anthropocentric versus Anthropocentric Framing of AI Development

Although there is some research into topics such as animal–computer interaction; animal–robot
interaction; computational sustainability; and collaborative work with AI, animals, and human beings
in heterogeneous teams [48–50], anthropocentrism is endemic in the framing of the AI debate among AI
proponents and potential end-users. It is important to differentiate between the anthropomorphization
of AI itself and anthropocentric framing of AI among technology proponents and potential end-users.
The anthropomorphization of AI itself involves giving human form and/or personality to AI. By
contrast, within anthropocentric framing, the effects of AI for human beings is the focus of debate
between technology proponents and potential end-users. “Friendly AI”, for example, is AI that
would have positive effects for humanity [51]. There is extensive debate about how to ensure that AI
brings positive, rather than negative, effects for human beings within themes such as the “AI Control
Problem” [52,53]. However, there is little concern expressed that AI could be unfriendly to everything
else in the geosphere other than human beings. Indeed, expanding the realization and embodiment
of AI will involve more extraction of finite resources from the lithosphere, more disruption to the
biosphere, and further expansion of the technosphere [54].

In this way, anthropocentrism of AI development is a continuation of the industrialization that
began in 250 years ago in North-Western Europe and that has spread around the world. For example,
there is much debate about the potential of embodied AI taking over industrial work. Debate about the
future of AI is focused upon effects for human beings, but there is less concern expressed about effects
on the geosphere from extracting every more raw materials to fabricate ever more robots [55–57]. For
example, increasing industrialization leads to global decline in the population of pollinating insects,
such as bees. This, in turn, threatens the supply of food to human beings. An industrial solution to this
threat to human beings’ food supply is the development of aerial robots to carry out the pollination of
plants. Thus, although some AI development is informed by the study of insects, such as bees, the
human deployment of AI in advancing industrialization can further disrupt the biosphere at their
expense [58].

Anthropocentrism runs through the Asilomar AI principles [19]. For example, the tenth principle,
(10) Value Alignment, is: Highly autonomous AI systems should be designed so that their goals and
behaviors can be assured to align with human values throughout their operation. Then, the eleventh
principles; (11) Human Values, is: AI systems should be designed and operated so as to be compatible
with ideals of human dignity, rights, freedoms, and cultural diversity. Thus, only the dignity of human
beings is considered. The twenty-third principle; (23) Common Good, is: Superintelligence should
only be developed in the service of widely shared ethical ideals, and for the benefit of all humanity
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rather than one state or organization. Thus, the only form of life given beneficial consideration is
human life.

Anthropocentrism can lead to erroneous assumptions about intelligence, such as the idea that there
is no natural intelligence without centralized human-like brains, and that tiny brains are capable of
only tiny intelligence. However, plants do not have centralized human-like brains because that would
make plants vulnerable—not because plants do not have intelligence [5]. Furthermore, insects with
tiny brains have complex behavioral repertoires comparable to those of any mammal [6]. Moreover,
even brainless tiny lifeforms can exhibit formidable problem solving capabilities. For example, bacteria
exhibit microbial intelligence as they adapt to prosper against the onslaught of human-made pesticides
and pharmaceuticals intended to eradicate them [7].

When the nature of intelligence is considered in fundamental terms such as problem solving
capabilities involving self-awareness and robust adaptation, sophisticated intelligence is found in many
forms of life [4–7]. For example, post-anthropocentric research indicates that dogs have intelligence
attributes, which humans do not develop at any age. These include dogs being able to solve problems
based on their superior olfactory abilities [59]. Accordingly, when research is designed to encompass a
wide range of intelligence attributes, such as self-awareness, results support opinions that domestic
dogs can be smarter than human beings [60]. By contrast, findings from anthropocentric research
indicate that domestic dogs are as intelligent as “the average two-year-old child” when tests are used
that were designed originally to demonstrate the development of language and arithmetic in human
children [61].

Post-anthropocentric research is revealing that many forms of life have advanced intelligence. For
example, cephalopods such as octopuses have decentralized intelligence with the majority of their
neurons being in arms, which can independently taste and touch and also control basic motions without
input from the brain. Cephalopods can solve problems through their self-awareness, decision-making,
and robust adaptation. Moreover, they can solve problems in environments where human beings
cannot even survive without the continual support of resource-intensive equipment [62,63].

Post-anthropocentric research investigating natural intelligence in different forms of life reveals
increasing evidence of embodied cognition. That is intelligence in body, as well as brain [64]. This
supports the proposition that the sensorimotor skills of the human body are far more difficult to
reverse engineer into artificial intelligence than reasoning tasks centered in the brain [65,66].

Multi-intelligent hybrid systems can be created by combining different natural intelligences and
artificial intelligences. For example, human intelligence and the avian intelligence of birds of prey are
being combined to hunt down wayward drones quickly and economically. The problem of knowing
when to grab, and how to carry, a drone in flight without being injured by its rotor blades is solved
easily by the embodied intelligence of birds of prey. This deployment of natural avian intelligence is
far more straightforward and sustainable than efforts to develop AI to catch wayward drones. Rather,
a more effective application of AI is monitoring the location and condition of birds of prey within a
multi-intelligence (MI) hybrid system [3,67]. Multi-intelligent hybrid systems need not be limited to
AI, human beings and one other natural intelligence. For example, bees can be deployed with dogs,
people and AI in the detection of landmines. Bees have the advantage of being as good as sniffer
dogs, while being cheaper and faster to train, and available in much larger numbers. In addition, their
weight of approximately one-tenth of a gram is not sufficient to set mines off. However, dogs are less
susceptible to adverse weather conditions [68].

2.3. Organicist Emergentism versus Reductionist Mechanistic Framing of AI Development

Much of the discussion about AI development is limited by reductionist mechanistic framing.
Within such framing, it is argued that AI will become the single-variable mechanism causing effects in
the future [1,69–73]. Such reductionist mechanistic perspectives are limited. Firstly, by their lack of
organicist consideration of AI as just one variable in vast complex systems involving multiple natural
and artificial variables. For example, realizations and embodiments of AI in the technosphere [54] are
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dependent on finite natural resources in the lithosphere, such as rare earth elements, the extraction of
which can involve negative unintended consequences, including geopolitical aggression that chokes
supply [74]. Secondly, reductionist mechanistic perspectives are limited by their lack of consideration
of the potential for emergent phenomena throughout the biosphere [75], including multi-intelligence
(MI). Emergent phenomena can involve new wholes being more than, and different to, the sum of their
parts [76]. For example, transhumanists who refer to themselves as biohackers, body hackers, brain
hackers and/or grinders carry out unregulated do-it-yourself (DIY) experiments on themselves, which
involve taking technologies into themselves to combine their own intelligence with other intelligences.
They are motivated, rather unpredictably, by curiosity, hedonism, impecunity and/or health needs to
become cyborgs, who are hybrid beings with diverse post-human capabilities enabled by multiple
intelligences. In doing so, they make unpredictable combinations of themselves with outputs from
research institutes, commercial businesses, and DIY communities [2].

Reductionism is not easily accommodated within critical realism. This is because it is recognized
within critical realism that causal mechanisms and contexts are open to an enormous range of
codetermining factors. Hence, the notion that anything could become the single-variable mechanism
causing effects in the future does not withstand critical realist analysis, which is open to the application
of any individual theories, methods and tools that can be combined in order to reveal causal
mechanisms and causal contexts [40–43]. For example, the second principle, (2) Research Funding,
is: Investments in AI should be accompanied by funding for research on ensuring its beneficial use,
including thorny questions in computer science, economics, law, ethics, and social studies, such
as: How can we make future AI systems highly robust, so that they do what we want without
malfunctioning or getting hacked? In this reductionist framing, hacking is bad. However, hacking
has many hats, and can lead to diverse alternative development paths, including many positive
outcomes [77,78].

For example, consideration of scientific theory related to ecological complexity suggests that
edge effects will emerge where formal institutions (such as universities and companies) and informal
communities (such as activists and hackers) come into contact. Edge effects is a term used to describe
the tendency for emergence of increased variety and diversity. Contact need not be planned or
continuous. Rather contact can be erratic and non-linear [79–81], such as contacts between medical
research institutes, diabetes care companies, diabetes activists, and biohackers in the DIY diabetes
care movement [82]. The potential for variety and diversity can be increased by people who will
undertake edge work, that is, personal risk-taking due to intense curiosity, economic necessity, and/or
daring hedonism [83,84]. Although edge work is prohibited inside research institutes and private
companies today, edge work has been common throughout the history of science [85]. Now, edge
work is undertaken by individuals such as biohackers who undertake self-surgeries in order to
implant devices into themselves [86]. The potential for edge effects can be increased exponentially if
post-anthropocentric research is taken into account about different types of natural intelligence.

3. Discussion

3.1. Implications for Research

The current framing of AI promotes improving the performance and integration of technologies
to enable more sophisticated AI for human purposes. In parallel, philosophical thought experiments
are promoted exploring the machine/robot ethics of AI implementations and their potential effects
on human beings [87–89]. Here, it is argued that the current framing of AI research and philosophy
will involve further expansion of the technosphere at the expense of the geosphere as more natural
resources are dug up, converted, transported, etc., and more forms of natural intelligence are harmed
in the process [54–58]. Moreover, current framing does not promote MI: that is, multi-intelligence
hybrid beings and systems combining both natural and artificial intelligences. It has been argued
that the current framing of AI research and philosophy needs to be widened. This is because framing
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provides lasting rationale for thoughts, decisions and actions—even when risks and failings are
evident [8–15]. Widening the current framing can be accomplished with reference to scientific
research and theories concerned with the nature of intelligence across lifeforms [4–7]; causation
amidst unplanned and planned complexity [44,45]; and emergence from edge effects between formal
and informal organizations [79–81].

Figure 2 provides a conceptual framework encompassing alternative pathways for the
development of new types of intelligence. In particular, different levels of theoretical literacy
(low–high) can inform perspectives differently. For example, high theoretical literacy can involve
up-to-date knowledge of scientific theories of intelligence (anthropocentric–post-anthropocentric)
and how that relates to alternative ontological perspectives (reductionist–organicist) and causation
(mechanistic–emergentist). Four propositions from this conceptual framework are stated below.
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Proposition 1. The potential for AI singularity will be increased by research, development, innovation and
implementation work that is based on atheoretical anthropocentric reductionist mechanistic framing.

Proposition 2. Steps towards realization of AI singularity will involve increased depletion of finite natural
resources and natural intelligences as AI is embodied in robots.

Proposition 3. The potential for MI diversity will be increased by research, development, implementation and
innovation work that is based on theoretically literate, post-anthropocentric, organicist, emergentist framing.

Proposition 4. Steps towards realization of MI diversity will involve reduced depletion of finite natural
resources because embodied natural intelligence will be applied more widely.

Measurable outcomes following an expansion of framing would include an increase in research
projects and research outputs concerned with analysis, description, explanation and prediction
encompassing the geosphere and biosphere, as well as the technosphere. This would contrast the
current focus on design and action focused on the technosphere [54–58]. Analysis, description,
explanation and prediction are established steps in theory-building, which provide sounder
foundations for design and action [24,25]. A further measureable outcome would be an increase
in research projects and research outputs that address the complexity of edge effects between the
improvisations of individuals and the top-down planning of large organizations. For example, many
individuals are already “getting chipped”. That means having at least one microchip implanted into
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themselves. In many cases, they are “getting chipped” without any specific purpose other than to
participate at parties held to carry out and celebrate the implanting of microchips. Thus, individuals are
improvising their own insideables and internet of the body as large organizations promote wearables
and the internet of things. This practice has emerged from recognition among its pioneers that the
new practice of implanting microchips into pets could be transferred easily to human beings [90,91].
Such improvised DIY practices can suddenly start and spread to bring erratic non-linear interactions
with top-down planned systems. Such research can benefit from the formulation of application of
multi-resolution simulation models. These enable, for example, the testing of hypotheses about
long-term trends with “low resolution” high-level System Dynamics models: in conjunction with the
investigation of short-term patterns using “high resolution” agent-based models [92].

3.2. Implications for Practice

The current debate about AI development addresses future practical consequences from AI
implementation. Although it is often thought that impacts cannot easily be predicted from a new
technology until it is widely used [93], contrasting scenarios from AI implementation are set-out clearly
in the current debate. These range from positive scenarios, such as AI will liberate humanity from
drudgery, to negative scenarios, such as AI will take over the world at the expense of human beings.
In both positive and negative scenarios, there is some consensus that change, or even control, will
be difficult when AI has become entrenched [1,55,89]. This is because it is envisaged that AI will
become entrenched throughout every aspect of every day. In contrast, MI could reduce reliance on and
dominance of mass scale AI solutions. Rather, MI can involve a wide diversity of hybrid beings and
systems, which involves more individuality in their conceptualization and realization. Diversity can
better enable resilience [94]. In other words, diversity better enables capabilities to anticipate, prepare
for, respond to and adapt to disruptions in order to survive and prosper [95]. Accordingly, widespread
development and implementation of MI could offer more potential for human change and control of
the future, while still applying AI to address the challenges facing the world.

Figure 3 provides a visual summary of the different pathways offered by the two different types
of framing. First, atheoretical perspectives present normative statements, which do not encompass
the complexity of causation. In contrast, the potential of MI is revealed with reference to theories that
explain how diverse pathways can emerge from unpredictable interactions between systems based on
top-down planning and the improvisations of individuals [44,45].

Second, anthropocentric perspectives do not recognize the sophistication of non-human natural
intelligences. Thus, further destruction of the geosphere can go untroubled by concerns about
destroying intelligent life and massive extraction of finite raw materials. For example, anthropocentric
perspectives are focused on embodying AI in robots, which are produced using massive quantities of
raw materials extracted from the lithosphere. By contrast, post-anthropocentric perspectives increase
awareness of the sophistication of non-human natural intelligences, and raise increasing concerns
about harming them. Moreover, a post-anthropocentric focus on MI can reduce perceived needs for
robots which, as well as consuming vast quantities of raw material, could eventually be an existential
risk to humanity [1,52,53]. Accordingly, MI could lead to increased sustainability, as well as resilience,
when compared to the current trajectory of AI development [54–58].

Third, it is argued within reductionist perspectives that AI will become the single-variable
mechanism causing effects in the future [1,69–72]. For example, AI could seek to consume all existing
resources, including human beings, to fulfill its goals [96]. Reductionist framing of AI can be a
self-validating reduction: that is, a kind of self-fulfilling prophecy involving cognitive disvaluing of
nature, followed by actions that disregard nature [97]. In particular, if debate about AI development
is focused upon AI becoming the single-variable mechanism causing future effects and how that
will affect human beings, then that will be the focus of research, development, innovation and
implementation efforts. By contrast, organicist perspectives can see AI as just one causal variable in
the vast and complex systems involving multiple natural and artificial variables.
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Fourth, mechanistic perspectives do not encompass emergent phenomena throughout the
biosphere, such as edge effects that arise from erratic and non-linear contacts between formal
institutions (such as universities and companies) and informal communities (such as activists and
hackers) [79–82]. Thus, the illusion of control can become prevalent wherein it is envisaged that a list
of normative statements can encompass and manage all potential effects involving AI [98].Technologies 2017, 5, 38  9 of 13 
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Importantly, research findings indicate that initial framing can lead to suboptimal decisions and
actions throughout implementation [8–15]. Hence, the potential of multi-intelligent (MI) hybrid beings
and systems is not likely to be explored and realized while anthropocentric, atheoretical, reductionist,
mechanistic framing of AI persists. The diverging trajectories shown in Figure 3 could seem somewhat
extreme without prior knowledge of studies into the power of framing to influence the trajectories
of research, development, innovation, and implementation. Nonetheless, the powerful influence of
framing is recognized in other fields and is addressed with specific policies. It can be anticipated that
the longer the delay in expanding the framing, the less positive influence that expanded framing could
have [99,100].

A summary of framing for MI is provided in Table 1. There is some AI research and development
work that fits within this framing [48–50]. However, this work is not the current focus of the framing
of the debate among AI proponents and potential end-users. Rather, it is the focus of special tracks at
some general AI conferences, and the focus of some specialist conferences, such as the International
Conference on Animal–Computer Interaction. Reframing of the debate from AI to MI can increase
perceptions of its relevance and so can lead to expansion of related research and development work.
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Table 1. MI Framing.

Characteristic Summary

Theoretical foundations (not atheoretical)

MI positioned within philosophy of science, such as
critical realism, which can encompass full complexity
of causation. Informed by scientific theories, such as
ecology theory, which facilitate explanation,
prediction and management.

Post-Anthropocentric (not anthropocentric)

MI includes the full range of natural and artificial
intelligences, which are defined in fundamental
terms, such as self-awareness, robust adaptation, and
problem solving.

Organicist (not reductionist)

MI considered in terms of whole systems of causal
mechanisms and causal contexts encompassing full
range of variables that can contribute to intended and
unintended consequences.

Emergentist (not mechanistic)

MI encompasses hybrid beings and hybrid systems
having emergent properties that can be more than,
and different to, the various types of intelligence
which they are comprised of.

4. Conclusions

In the paper “Research Priorities for Robust and Beneficial Artificial Intelligence” [18] it is argued
that potential negative impacts should be addressed, even if there is only a very small probability of
them happening. The term used to describe a very small probability in that paper is “nonnegligible”.
To support this argument, the analogy is given of paying home insurance to address the very small
probability of a home burning down [18]. The probability that framing will exert influence over
thoughts, decisions and actions, is more than very small. Indeed, there is extensive scientific research
indicating that framing strongly influences thoughts, decisions and actions, including those among
technology proponents and potential end-users, throughout research, development, innovation and
implementation [8–15]. In this paper, it has been argued that the current framing of the debate about
the future of AI can have major negative impacts from limiting advancement of MI. In particular,
opportunities to increase resilience and sustainability from MI can be lost. In other words, there is a
“nonnegligible” probability of major negative impacts arising from the current framing of the future of
AI. Accordingly, it is appropriate to address this “nonnegible” probability of major negative impacts by
expanding the framing to be theoretically literate, post-anthropocentric, organicist, and emergentist.
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