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Abstract: The purpose of this paper is to verify the long-range correlation between the stock markets
of the largest economies in the world and the respective exchange rate with the USD. According to
theory, a negative correlation is expected, meaning that an increase in the return of one of the assets
will cause a decrease in the return of the other. Using detrended cross-correlation and detrended
moving average cross-correlation analyses and the respective correlation coefficients, we analysed
this possibility, analysing behaviour according to different time scales. Our main results showed that
in European markets, the exchange rate does not have a significant effect. This significant effect just
occurs in the case of the Indian stock market, while in the case of the Japanese one, the relationship is
positive. Japanese authorities’ monetary policy could be the reason for this different result.

Keywords: detrended cross-correlation analysis; detrended moving average cross-correlation
analysis; exchange rate; stock markets

JEL Classification: E00; F30

1. Introduction

According to theory, a negative correlation could be expected between exchange rates and stock
markets, since these are substitute assets, i.e., if one of them is valorised, investors will be expected to
change their positions to that one.

In this paper, we want to analyse the exchange rate of the US dollar (USD), as one of the main
world currencies, against the stock markets of the other 6 countries of the G7 group (considering the
GDP level). We want to evaluate if investors see the USD as a safe investment, when compared with
the stock markets of other major economies. Moreover, at times of international crisis, which affect
international stock markets (an example being the subprime crisis in 2008), investors would be willing
to sell their positions in that particular market, acquiring other assets which they consider less risky.
Thus, we can also evaluate if the USD is seen by investors as a less risky option.

In order to attain our objectives, we used the detrended cross-correlation coefficient proposed
by Zebende (2011) and the detrended moving average cross-correlation proposed by Kristoufek
(2014a). The results allowed us to understand the influence of the North American currency on the
global economy.
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Study of the relationship between stock prices and exchange rates is not new. One of the first
studies on this theme did not find a relevant relationship between markets (Frank and Young 1972),
with later work producing similar results (see Bodnar and Gentry 1993 or Bartov and Bodnar 1994).
However, most of the work we review in the next section shows contrary results.

Studies involving financial markets have increased sharply in recent years. Increased data
availability as well as increased computational capacity have made this possible. At the same time,
physicists’ increased interest in economic problems created a new research field called econophysics.
This research field contains many studies on financial markets, but also relating exchange rates and
stock markets. Studies such as those by Vandewalle and Ausloos (1998), Onnela et al. (2003, 2004),
Di Matteo et al. (2003, 2005), Bonanno et al. (2004), Norouzzadeh and Rahmanic (2006), Mizuno et al.
(2006), Naylor et al. (2007), Tumminello et al. (2007), Eom et al. (2009), Barunik and Kristoufek (2010),
Kristoufek (2010a, 2010b, 2016), Keskin et al. (2011) or Nobi et al. (2014) are just some examples of
this linkage. Using several methodologies, countries, and time samples, these studies generally point
to the existence of a relationship between these two specific markets. Our work could be included in
this research field, related to the methodologies used to evaluate the relationship between exchange
rates and stock markets. Not only do we use a longer sample, but we also apply two methodologies,
which could give new insights to the literature. Firstly, both methodologies are based on a detrended
approach, which eliminates possible trends which could affect the behaviour of the series. Secondly,
they allow to study the behaviour of the correlations in different time scales, distinguishing between
short- and long-run correlations. These features combine to present a different way of studying the
correlation between exchange rates and stock markets.

Our main results indicated that, except in the case of the Japanese currency, the others do
not show significant correlations or even have negative results (in the case of the Indian currency).
This information could be interesting for investors in the forex markets. For example, considering the
currencies with no correlation or the Indian one with a negative correlation, they could be used for
hedging/diversification purposes, because they do not move in the same way as the stock markets.
In the case of the Japanese market, investors should be careful if the objectives are those referred to in
the previous statement. This information could also be used by regulators, for example, in order to
confirm if the use of monetary policies is having the desired results.

The remainder of this study is structured as follows: Section 2 reviews the literature on the topic;
in Section 3, we briefly describe the methodology and data used; Section 4 shows the results and
Section 5 concludes.

2. Literature Review

As previously mentioned, one of the first studies analysing the relationship between exchange
rates and stock markets was that of Frank and Young (1972), finding no relevant relationship between
the variables. In the 1980s, some studies searched for a possible relationship between these assets and
tried to find its direction. For example, Dornbusch and Fischer (1980) showed that some causality
occurs from exchange rates to stock markets, while Branson (1983) and Frankel (1983) suggested the
opposite result. However, it is common to find works relating them, without aiming to determine the
direction of causality, which is also our intention in this paper.

The possible relationship between stock prices and exchange rates has received considerable
attention. Studying the relationship in the US market, Aggarwal (1981) found a significant and positive
correlation between stock prices and the US exchange rate, confirmed, for example, by Giovannini and
Jorion (1987). However, Soenen and Hennigar (1988) concluded that the result depends on the sample
chosen. Bahmani-Oskooee and Sohrabian (1992), using cointegration techniques, found the variables
were not related in the long run (although, in the short run, some relations exist). Najand and Seifert
(1992), employing a GARCH (Generalized Autoregressive Conditional Heteroskedasticity) framework
for daily data from the US, Canada, the UK, Germany, and Japan, showed that absolute differences in
stock returns have positive effects on exchange rate volatility.
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Ajayi and Mougoue (1996) took daily data from 1985 to 1991 for eight economically advanced
countries, used an error correction model and causality test, and discovered that an increase in
aggregate domestic stock price has a negative short-run effect and a positive long-run effect on
domestic currency value. Abdalla and Murinde (1997) used data from 1985 to 1994, giving results for
India, Korea, and Pakistan that suggested exchange rates Granger-cause stock prices. In the case of the
Philippines, stock prices had an effect on exchange rates. Qiao (1997) used data from Asian markets
and found a significant relationship between the variables.

Ajayi et al. (1998) investigated the causal relations for seven advanced markets from 1985 to 1991
and eight emerging Asian markets from 1987 to 1991 and supported unidirectional causality in all
the advanced economies but no consistent causal relations in the emerging ones. They explained the
different results by the differences in the structure and characteristics of financial markets between
these groups. Morley and Pentecost (2000) conducted a study of G-7 countries, concluding that the
reason for the lack of 7 strong relationships between exchange rates and stock prices may be due
to the exchange controls that were in effect in the 1980s. Similarly, Nieh and Lee (2001) examined
the relationship between stock prices and exchange rates for the G-7 countries for the period from
1 October 1993 to 15 February 1999. They claimed no long-run equilibrium relationship for all G-7
countries. While a one-day, short-run, significant relationship has been found in certain G-7 countries,
there is no significant correlation in the United States. These results might be explained by each
country’s differences in economic development, government policy or expectation pattern.

Kim (2003) showed that S&P’s common stock price is negatively related to the exchange rate.
Contemporarily, Smyth and Nandha (2003) studied the relationship for Pakistan, India, Bangladesh,
and Sri Lanka over the period 1995–2001 and proved no long-run relationship between variables.
Unidirectional causality was seen running from exchange rates to stock prices for only India and Sri
Lanka. Ibrahim and Aziz (2003) analysed dynamic linkages between the variables for Malaysia, using
monthly data for the period 1977–1998, their results showing that the exchange rate is negatively
associated with stock prices. Phylaktis and Ravazzolo (2005) used US stock prices but related this to
five Pacific exchange rates and found a lack of relationship between the variables.

Gordon and Gupta (2003) and Babu and Prabheesh (2008) claimed bidirectional causality, stating
that foreign investors are able to play the market given their volume of investments. Additionally,
Griffin et al. (2004) stated that foreign flows are significant predictors of returns in Thailand, India,
Korea, and Taiwan, while Doong et al. (2005) showed that these financial variables are not co-integrated.
Bidirectional causality could be detected in Indonesia, Korea, Malaysia, and Thailand and a significantly
negative relation between stock returns and the contemporary change in exchange rates for all countries
except Thailand.

Ozair (2006) and Vygodina (2006) worked with US data. Ozair (2006) proved no causal linkage
and no co-integration between these two financial variables, while the latter claimed causality from
large-cap stocks to exchange rates. Kurihara and Nezu (2006) took Japanese stock prices, US stock
prices, exchange rates and the Japanese interest rate (period March 2001–September 2005) and showed
that exchange rates and US stock prices affected Japanese stock prices.

Pan et al. (2007) used data from seven East Asian countries over the period from 1988 to 1998,
proving a bidirectional causal relation for Hong Kong before the 1997 Asian crisis and a unidirectional
causal relation from exchange rates to stock prices for Japan, Malaysia, and Thailand and from stock
prices to exchange rates for Korea and Singapore. During the Asian crisei, only a causal relation from
exchange rates to stock prices was seen for all countries except Malaysia.

Okuyan and Erbaykal (2008) studied 13 developing economies, using different periods of time,
and indicated causality relations for eight economies—unidirectional from stock price to exchange
rates in five of them and bidirectional for the remaining three. No causality was detected in Turkey; the
reason for the difference may be the period used. The work by Ülkü and Demirci (2012) used several
emerging markets’ exchange rates, also finding a relationship between the markets.
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Specifically, for the crisis period between 2007 and 2010, Caporale et al. (2014) analysed stock
market prices and exchange rates in the US, the UK, Canada, Japan, the Eurozone, and Switzerland,
revealing some relationships in all markets. The most interesting finding in this study was the fact
that dependence among markets increased during the crisis, meaning less diversified opportunities
for investors.

To summarize, even though the theoretical explanation is simple, empirical results have always
been mixed and the existing literature is inconclusive regarding the relationship between exchange
rates and stock markets. The use of different methodologies and time samples could explain these
results. This paper attempts to investigate the relationship between the two variables, relating stock
markets with the USD, due to its importance. As reported in the introduction, we used a longer sample
and added to the existent literature an approach using two different detrended methodologies which
allowed us to differentiate between different time scales.

3. Methodology and Data

We used two different methodologies in this paper: Detrended cross-correlation analysis (DCCA)
and detrended moving average cross-correlation (DMCA) as well as the respective correlation
coefficients. These are general correlation coefficients and can be used for both linear and nonlinear
purposes, also giving information for different time scales. Another advantage of DCCA and DMCA
is the possibility of also using them also with nonstationary data, although they could be freely used
with stationary data.

The original DCCA was proposed by Podobnik and Stanley (2008), with the following steps:
(i) Considering time series xk and yk with k = 1, 2, . . . , t equidistant observations (in our case,
daily data), we calculated x(t) = ∑t

k=1 xk and y(t) = ∑t
k=1 yk; (ii) samples were divided in equal

length boxes of dimension n and divided in N–n overlapping boxes, with the objective of calculating
x̃k and ỹk, which are the local trends, calculated from the ordinary least squares. The size of the
boxes ranges from 4 to N/4 and the local trends are linear, according to the original approach;
(iii) from the difference between the original series and the previously calculated trend, we obtained
the detrended time series used to calculate the covariance of the residuals in each box, given by
f 2
DCCA = 1

n−1 ∑i+n
k=1(xk − x̃k)(yk − ỹk); (iv) sum the covariance for all boxes of size n, obtaining the

detrended covariance given by F2
DCCA(n) =

1
N−n ∑N−n

i=1 f 2
DCCA; (v) repeat the procedure for all length

boxes, to identify the relationship between DCCA fluctuations as a function of n, FDCCA(n), which
could be represented by the power law FDCCA(n) ∼ nλ. The estimated λ is the parameter of interest
of the DCCA and equals 0.5 when two time series are random cross-correlated, is greater than 0.5
when they have a persistent long-range cross-correlation, and lower than 0.5 when series have an
antipersistent cross-correlation.

Based on the DCCA and the detrended fluctuation analysis (DFA—see Peng et al. 1994),
Zebende (2011) created a correlation coefficient able to measure the magnitude of the long-range

cross-correlation, which is given by ρDCCA =
F2

DCCA
FDFA{x}FDFA{y}

, where DFA{x} and DFA{y} measure the

long-range dependence of each individual time series. The correlation coefficient proposed by Zebende
(2011) is an efficient coefficient (Kristoufek 2014b) with the desired properties of
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being null when variables are noncorrelated, while a positive (negative) correlation means that
the compared time series show evidence of persistent (antipersistent) correlation. According to
Podobnik et al. (2011), the significance of that coefficient can be tested, a procedure that we used in
this paper.

On the other hand, DMCA was created by Kristoufek (2014a), based on the detrended moving
average (DMA) method proposed by Vandewalle and Ausloos (1998). It considers the same integrated
series, and defines the fluctuation functions given by F2

DMA{xi}
= 1

T−δ+1 ∑
[T−θ(δ−1)]
k=[δ−θ(δ−1)](xk − x̃k,δ)

2 and

F2
DMA{yi}

= 1
T−δ+1 ∑

[T−θ(δ−1)]
k=[δ−θ(δ−1)](yk − ỹk,δ)

2, where δ is the moving average window length and θ the
type of moving average (forward if θ = 0, centred if θ = 0.5, and backward if θ = 1). x̃k,δ and ỹk,δ are the
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moving averages of a window size δ. We used the centred moving average because it shows better
results (Kristoufek 2014a). Based on the DMA, He and Chen (2011) proposed the extension for the
DMCA, with a bivariate fluctuation given by F2

DMCA = 1
T−δ+1 ∑

[T−θ(δ−1)]
k=[δ−θ(δ−1)](xk − x̃k,δ)(yk − ỹk,δ) and,

from this, Kristoufek (2014a) created the DMCA correlation coefficient, similar to the DCCA and given

by ρDMCA(δ) =
F2

DMCA(δ)
FDMA{xi}(

δ)FDMA{xi}(
δ)

. This correlation coefficient also shows the desirable property

of being compounded between −1 and 1. According to Kristoufek (2014b), despite the differences
between these methods, they could be used complementarily.

Our data were retrieved from Datastream, from January 1999 until January 2018, and correspond
to the daily price of the dollar in the world’s other 6 largest economies, as well as the respective main
stock market indices. We calculated the usual log-returns, given by rt = ln(Pit)− ln(Pit−1), where Pit
is the value of the time series i in moment t. Each time series has a total of 4973 observations. See
Supplementary Materials for data availability.

4. Results

We started our analysis by calculating the descriptive statistics for the return rates, for the period
from January 1999 until January 2018, splitting them for the stock markets (Table 1) and exchange rates
(Table 2). Note that in Table 2 we just have five currencies, because Germany and France share the
Euro. The tables present the mean, minimum, and maximum levels and the standard deviation of the
return rates, as well as skewness and kurtosis levels and the number of observations.

Table 1. Descriptive statistics for returns for each stock market in the period.

Mean Maximum Minimum Std. Dev. Skewness Kurtosis

China 0.0002 0.0940 −0.0926 0.0154 −0.3090 5.3316
Germany 0.0002 0.1080 −0.0887 0.0147 −0.0507 4.5560

France 0.0001 0.1059 −0.0947 0.0147 −0.0386 5.0776
Japan 0.0001 0.1323 −0.1211 0.0146 −0.3914 6.8036
India 0.0006 0.1503 −0.1288 0.0147 0.4791 7.9063

United Kingdom 0.0001 0.0938 −0.0927 0.0117 −0.1582 6.3288

Table 2. Descriptive statistics for returns for each exchange rate in the period.

Mean Maximum Minimum Std. Dev. Skewness Kurtosis

Chinese Yuan −0.0001 0.0182 −0.0203 0.0011 −0.6803 54.4709
Euro 0.0000 0.0384 −0.0462 0.0062 −0.1567 2.4937

Japanese Yen 0.0000 0.0384 −0.0357 0.0064 −0.0943 3.0115
Indian Rupee 0.0000 0.0325 −0.0306 0.0037 0.2908 8.2795

Pound Sterling 0.0000 0.0831 −0.0447 0.0059 0.5881 11.6940

Regarding the stock markets, the indices showed a slight increase over the period analysed.
Note that in that period, the economies studied suffered a crisis with their respective recovery. Two
other interesting features are the predominance of negative skewness levels for most of the indices
and exchange rates, which means more negative returns than positive ones, and the high kurtosis
levels, a very well-known feature in the financial literature: The existence of fat tails (see, for example,
Cont 2001). This shows that return rates do not follow normal distribution.

Regarding exchange rates, the mean values are very near to 0. This means that, over the period
of analysis, the relationship of the exchange rates in respect to the USD is mean reverting. The Euro
behaved consistently with normal distribution, while the remaining exchanges also showed leptokurtic
distributions. Regarding skewness levels, the results were mixed.

We went on to calculate the DCCA and DMCA correlation coefficients between the USD exchange
rate and the stock markets studied, as well as calculating the critical values, essential to test the
existence of significant correlations between the variables or otherwise. The DCCA and DMCA
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correlation coefficients are shown in Figures 1 and 2, respectively. The estimated critical values allowed
us to identify if the correlation coefficients were significantly equal to, or different from zero (if the
correlation coefficients are outside the bounds, a given coefficient is significantly different from zero).
All figures consider critical values at a 99% level.
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Results were qualitatively similar, independently of using DCCA or DMCA. When analysing
the results, we found that the USD has no statistically significant correlation with the stock markets
of Germany, China, France, and the UK. This means that the referred assets are seen by investors as
separated (in financial language, those are segmented assets). The fact that the European currencies
studied (pound sterling and the Euro) are also very strong currencies could be an explanation,
currencies which could be seen as an alternative to the USD. Previous results contradict the theoretical
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expectation of a negative correlation. However, these are all mature markets, with high transaction
volumes, which could explain these results. The same evidence of absence of correlation occurs
between the USD and the Chinese stock market. In addition to the increased importance of the Chinese
market, the control of the currency of this country in relation to the US exchange rates could explain
the results.Economies 2019, 7, x FOR PEER REVIEW 7 of 11 
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In the case of India, a negative and significant correlation was found, i.e., when one of the
markets appreciated (the rupee market or the Indian stock market), the other market decreased in
value. As previously identified, this is the theoretically expected relationship between those variables,
because they can be seen as substitute assets. If in the previous cases, the correlation is not verified,
the fact that the Indian market is less developed could probably lead investors to consider it differently.
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Finally, the Japanese currency showed a positive correlation with its stock market. i.e., when
the USD appreciated (relative to the Japanese yen), the Japanese stock market also increased its
value. This is a very interesting result as Japan lives with a continuous economic condition known
in Macroeconomics as the “liquidity trap”. Described originally by Keynes (1936), it identifies a
situation characterized by low nominal interest rates but a high balance sheet of central banks, making
it impossible for monetary policies to promote economic growth. Thus, the constant increase of money
supplied to the Japanese economy should have a direct effect on the exchange rate, which could be
reflected in an effect of an equal sign in the Japanese stock market.

Another possible explanation is the existence of home bias, i.e., most investments made by
national investors are in local assets, which avoids the full exploitation of investment benefits.

5. Concluding Remarks

This work aimed to analyse if the United States currency could be considered a safer investment
when compared to the risk of investment in the stock exchange indices of the other 6 largest
economies. In order to do so, we evaluated the cross-correlation between the stock exchange indices of
these economies and their respective currencies converted into United States dollars, based on two
different methodologies.

The use of both methodologies revealed that this hypothesis was not sustained in most of the
countries considered, namely European ones. The fact that those countries’ currencies are also strong
could lead to that result. For example, in the case of the Indian economy, the correlation was as
expected. Finally, the results for Japan showed a positive correlation between the exchange rate and
the respective market, with that country’s monetary policy being a possible explanation. Another
conclusion is the fact that, except for the UK (but even in this case, to a limited extent), there is no
significant difference of the behaviour of the correlations, depending on the time scales used.

Based on the results, this study can be useful in the sense of being another alternative in allocating
investments in the stock exchanges of the world’s major economies. It could be used not only to
understand the behaviour of these important economic variables, but this information could also help
in the construction of portfolios.

Note that in this paper, we used a bivariate methodology to assess the correlation between stock
markets and exchange rates. As referred to previously, the main objective of this study was to identify
the relationship between those two financial markets, using alternative methodologies when compared
to previous studies. Although the use of a detrended and multiscale correlation could be seen as an
advantage, it remains as a limitation due to still being a bivariate correlation. We are aware of this fact
and our conclusions should be made cautiously and limited to the possibility of comparing the risk of
stock and exchange markets. Further work could consider the use of multivariate models, allowing
the use of other possible variables, which could overcome this limitation, including the extension of
the DCCA proposed by Zebende and Filho (2018).

Supplementary Materials: Both data and the code used for the estimations are available online at http://www.
mdpi.com/2227-7099/7/1/9/s1.
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