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Abstract: In this exploratory study, constructs related to self-efficacy theory were embedded in
a treatment to improve the use of higher-order thinking (HOT) questioning skills in candidates
enrolled in a teaching-methods course enhanced by mixed-reality simulations (MRS). The problem
of designing an effective feedback and coaching model to improve the delivery of HOT questions
in 10 min lessons was addressed. Thirty undergraduates were asked to incorporate HOT questions
into each of the three lessons presented during a 15-week semester. Treatment candidates received
individual data-driven feedback and coaching that included tailored guidance provided at regular
intervals throughout the term. Quantitative analyses indicated that there was no significant difference
in self-efficacy between conditions and that treatment group members posed significantly more HOT
questions in their lessons (effect size = 1.26) than their non-treatment peers. An optimal ratio of two
knowledge/comprehension to one HOT question in a 10 min period was proposed and three criteria
for high-quality HOT questions are presented. Interviews revealed that those who participated in the
treatment were more likely to recognize improvements in their self-efficacy, lesson planning, and
performance than comparison group members. Data-driven feedback and coaching also provided
candidates with opportunities for reflection.

Keywords: data-driven feedback and coaching; mixed-reality simulations; preservice teacher education;
reflection; self-efficacy

1. Introduction

An essential competency for a preservice teacher is to “develop high-level thinking,
reasoning, and problem-solving skills” in their students [1]. These skills promote higher-
order thinking (HOT), a crucial cognitive activity which teachers can systematically insert
into classroom lessons by using questioning techniques [2–4]. HOT competencies reflect
the top four levels of Bloom’s taxonomy of cognition: application, analysis, synthesis, and
evaluation [5], or the four highest categories of the revised hierarchy of thinking: applying,
analyzing, evaluating, and creating [6]. Entry-level skills for these taxonomies include
knowledge and comprehension or K/C [5], or remembering and understanding [6].

Implementing high-leverage practices, Refs. [1,7,8] such as HOT skills, into classroom
lessons requires training and is facilitated by appropriate feedback from experts [9–11]. Es-
sentially, feedback is the confirmation of being correct or incorrect about a performance [10].
Receiving feedback is important for the growth of preservice teachers [12], however, am-
biguous feedback, i.e., not clearly specifying what has or has not been achieved regarding
a goal, can lower future performance [10]. For preservice teachers to comprehensively
address specific areas in need of improvement, Kraft and Blazer [13] also asserted that
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direct feedback should be provided immediately following the delivery of a lesson or
after reviewing a digitally recorded one. Overall, “feedback is more effective the more
information it contains” related to the target task [11]. Accurately implemented feedback
enhances self-efficacy [14–16] because progress can be gauged as a candidate rehearses
a specific competency, making periodic adjustments to achieve the desired goal [13,17].
Goal achievement also depends upon deliberate reflective thought about how to improve a
skill [18–22].

This study focused on how to improve self-efficacy and questioning skills of preservice
teachers by implementing best practices in feedback and coaching. The context was an
undergraduate course enhanced with a mixed-reality simulation (MRS) in which candidates
were expected to develop and present HOT questions in each of three 10 min lessons. We
hypothesized that teacher candidates would improve self-efficacy for using questioning
skills when data-driven feedback about the numbers and types of questions asked during a
lesson was followed by coaching that included tailored guidance to improve these skills.

2. Lesson Delivery in a Mixed-Reality Simulation Environment

Opportunities to observe teacher candidates rehearse high-leverage practices typically
occur in actual PreK-12 classrooms or simulated environments. Numerous subject area
requirements and expanding regulations for visitors in most public schools, however,
limit the time practicing teachers can spend in actual classrooms. Many administrators of
teacher preparation programs have had to enact other options prior to student teaching.
Fortunately, an MRS environment allows a preservice candidate to teach a lesson within a
virtual classroom [23,24].

Empirical studies in virtual environments for preservice teacher education are gaining
recognition [25–31] Combining this innovative technology with best practices in teaching
will add to our knowledge about effective strategies for educating preservice teachers.

The mixed-reality simulation system used in the current study was Mursion®. This
platform allows a preservice candidate to teach within a simulated classroom environment.
Whether teaching online or in a university classroom, the monitor displays a virtual class
complete with simulated students (Figure 1). The camera is used to track where the candi-
date is located with respect to the monitor, the room, and the students in the virtual world.
This gives the impression of teaching in a realistic environment. To capture the teaching
experience, all lessons are recorded, generating an archive of a participant’s performance.
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The mixed-reality classroom contains five simulated students, each with their own
ethnicity, personality, behaviors, and learning needs [23,24]. On request, the parent com-
pany of the simulation can vary the students to reflect different ages, behavioral scenarios,
and content areas, tailoring the experience for each preservice teacher. The classroom
students are people trained to respond in real time and are referred to as avatars. In this
study, the classroom scenario using the high-order questioning skills was developed by
Mursion® [32].

3. Related Literature
3.1. Self-Efficacy and Reflection

Learning to teach in a real or simulated classroom involves a complex process that
integrates targeted performances, feedback about those performances, and self-reflection,
which are the foundational components of [33] social cognitive theory of self-efficacy. This
theory includes four dimensions for how an individual receives information about a perfor-
mance: the mastery of target skills, observational learning, the amount and type of specific
encouragement received, and the presence of specific physiological and emotional states,
such as anxiety [14–16]. When individuals encounter any of these dimensions, self-reflection
is used to adjust a future performance to obtain the desired goal. Bandura [18,33,34] ex-
plained that, as people gain insights into their own performances through self-examination,
they become agents for their future actions. Strategies to improve reflection or metacog-
nition are especially needed for preservice teachers [35]. Successful approaches include
reflective journals and discussions [21,36].

The act of reflection is embedded in the teaching–learning process through questions
and dialogue that solicit thoughtful responses. Dewey [37] was the first to emphasize
the value of reflection for teachers. Schön [38] described types of reflective practices that
have been systematically researched (e.g., Boody [19]; Killion and Todnem [20]; Liu [21]).
Reflection typically includes thinking about the knowledge needed to enact a task, reflecting
“on your feet” during an activity, and reviewing what occurred [22]. Boody [19] believes
reflection is a powerful tool that depends on our level of known information and the
reconciliation of that information with evidence. In Boody’s model, reflection falls into one
of four categories: retrospection, problem solving, critical reflection, and reflection-in-action.
Reflecting as retrospection requires reconsidering and learning from prior experiences.
Problem solving allows an individual to place oneself in a prior event to think about how a
situation might have been handled differently. When a similar experience happens again
individuals can adjust accordingly. Critical reflection, according to Boody, is “exploring
what is most educationally worthwhile and creating the conditions that would allow
all people to equally join in the dialogue on what is of most worth” [19]. This style
of reflection focuses on the educator’s actions within the immediate education setting.
Whereas reflection-in-action occurs during a current event or situation, in a time where one
may change the outcome in a meaningful way. In-the-moment reflection can be challenging
for new teachers due to lack of experience. Boody’s framework was selected for this
study because these four categories represent critical areas of reflection that could easily be
included into a coaching schema for preservice teachers.

3.2. Inquiry Begins with Asking Questions

“Inquiry is learning by questioning . . . ” [3]. When teachers ask questions that provide
opportunities for students to reflect on their responses and engage in dialogue about
ideas, they are modeling inquiry behaviors [39]. Although creating a student-centered
classroom based on inquiry teaching strategies can be a complex process [40,41], asking
HOT questions is a direct path to entering the frame of mind for inquiry learning in any
content area [42].

Providing data-driven feedback and coaching for classroom teachers in live settings
improves the number of HOT questions asked by both the teachers and students [43].
When teachers intentionally allotted the time to insert HOT questions into their lesson
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plans, they reported greater ease incorporating HOT questions into classes, and lesson
delivery became more rewarding because students actively engaged in responding to
course content. Using a mixed-reality simulation, Dieker et al. [44] had similar success
training middle-school mathematics teachers in high-leverage instructional strategies when
they checked for transfer from the simulated environment to actual classroom performance.

3.3. Feedback and Coaching in Education Using Non-MRS and MRS Environments

When developing our research design for supporting preservice teachers, we wanted
to understand the best practices for using feedback within a coaching model. Hattie and
Timperley defined feedback as “information provided by an agent (e.g., teacher, peer, book,
parent, self, experience) regarding aspects of one’s performance or understanding” [10]
and described a model of feedback that includes: (a) specific performance data about a task
(task level), (b) information regarding the process for obtaining a satisfactory performance
(process level), (c) explanations about how to monitor one’s performance (self-regulation
level), and (d) personal appraisals directed toward the individual performing the task
(self level). To effectively promote change, these four elements should be systematically
employed in a coaching model. Despite a wide variety of coaching paradigms [45], Joyce
and Showers were among the first to characterize coaching as “an observation and feedback
cycle in an ongoing instructional or clinical situation” [46]. Kraft et al. [45] maintained
that, in an optimal coaching model, sessions should be: (a) individualized, not group meet-
ings, (b) scheduled with meaningful intervals to provide intensive training, (c) sustained
over at least a semester, (d) context-specific to a teacher’s immediate environment, and
(e) focused on specific skills. These components provide opportunities for dialogue and
reflection. Kraft and Blazar [13] successfully implemented these coaching characteristics to
improve classroom management and instructional practices. Coached teachers were rated
significantly higher than control teachers on the ability to challenge students with rigorous
work. Although the effects of direct feedback through coaching appear to be promising,
Kraft and Blazar cautiously concluded that these results might not apply to a larger context
or another coaching model.

When Averill et al. [17] examined the impact of rehearsal teaching and used in-
the-moment coaching with preservice candidates to encourage high-leverage practices
of mathematical thinking and communication, candidates valued both the prompt re-
sponse about the lesson and the ability to immediately implement the coach’s suggestions.
Khalil et al. [47] also used feedback and implemented rehearsal teaching with prospec-
tive mathematics teachers. Using an MRS environment, these researchers successfully
implemented a cycle of teaching, feedback, and re-teaching practices that enabled preser-
vice teachers to enact instruction in a controlled and monitored setting, allowing them
to improve their instruction. The flexibility of rehearsal teaching in the virtual class-
room was especially advantageous. Multiple training trials were also implemented by
Garland et al. [48] who successfully instructed a small group of special education teachers.
Multiple virtual reality simulation sessions, including expert coaching with feedback and
demonstration, led to improved performance and confidence by employing a specialized
classroom strategy. Pas et al. [49] used avatars to adjust to requests by special educators for
coaching with specific feedback in classroom management strategies. These researchers
reported improvement in teachers’ skills and positive ratings by both participants and
coaches about the simulated environment. Each of these studies had successful results
that provided guidance on how to conceptualize feedback as a distinct entity in a coaching
model, although some studies provided more tangible descriptions of feedback [44,48] than
others [17,47]. Only one other study focused on providing an intervention for preservice
teachers implementing HOT questioning techniques in an MRS environment [29]. While
Mendelson and Piro provided various forms of feedback in the intervention, they did not
provide direct coaching as used in the context of the current study.

Believing that feedback should be as closely related to the task as possible, we decided
to address implementing a high-leverage inquiry practice through the discrete activity
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of asking questions and by collecting data to inform preservice teachers about the types
and numbers of questions they asked while presenting each lesson. We also provided
systematic coaching to improve the use of HOT questions for these teacher candidates.

4. Research Questions

We used the term data-driven feedback to express that the content of the feedback
was based on observed quantifiable data, rather than more subjective information. Our
coaching schema was created to improve HOT questioning skills and teacher self-efficacy
over three 10 min teaching sessions in a preservice teacher education course enhanced
by an MRS environment. To assess effectiveness, we asked: (a) Is there a difference in
preservice teachers’ self-efficacy between those who received data-driven feedback and
coaching to improve questioning skills and those who did not? (b) Is there a difference
in the number of K/C and HOT questions asked by preservice teachers in the treatment
and the comparison groups? (c) For preservice teachers in the treatment and comparison
groups, what are their perceptions of incorporating HOT questions into their lessons?

5. Materials and Methods
5.1. Research Design and Procedures

Each of the two course sections enrolled 15 preservice candidates. Sections were
randomly assigned to either a treatment or a comparison group [50]. This research followed
a mixed-methods exploratory sequential design in which a quasi-experimental process was
used to examine research questions one and two. A case-study design was employed to
address research question three [51]. For the first research question, participants completed
the Teachers’ Sense of Efficacy Scale (TSES) [52] at the beginning and end of the semester.
Means for the two groups were compared.

For research question two, baseline data were obtained from the prior semester re-
garding candidates’ use of questions when teaching in the mixed-reality simulator. Paced
throughout the following semester, participants in the treatment and the comparison groups
were expected to prepare and deliver three 10 min lessons. A high-leverage practice was
assigned to all students in each course section: include a HOT question in each lesson.
All candidates received the same written explanation of the high-leverage practice and
examples of HOT questions. Candidates developed their own lessons related to their
area of certification, that is, elementary education, secondary chemistry, etc. The lessons
occurred in a classroom containing the MRS technology and “fish-bowl” seating in which
classmates, a course facilitator, and a researcher viewed every session. The role of the
course facilitator was to (a) ensure that the candidates observed the time schedule, and
(b) provide a brief verbal summary about the performance of each preservice teacher in
both groups. A researcher attended each session to monitor the simulation hardware,
operate the videorecording equipment, and take notes.

Other students occasionally provided remarks to a candidate after a lesson. In sum-
mary, members of both groups received written documentation about composing HOT
questions; created and taught three lessons using the virtual reality simulator; when time
allowed, received a brief verbal summary of their lesson performance from a course facil-
itator; received data-driven feedback about K/C and HOT questions from each session
(treatment—during coaching; and comparison—at the end of the study); and participated
in a post-study interview.

Only the treatment group members were contacted prior to the first lesson and after
each lesson presentation. Before teaching the first lesson, an initial conversation included
introductions, and a discussion about the different types of questions, K/C and HOT. One
to three days after a lesson, a researcher contacted each participant to ask how they thought
they performed in lesson delivery and convey the data-driven feedback of the numbers and
types of questions that the participant asked in the recent lesson. Coaching then ensued as
the conversation shifted to recognizing differences between types of questions, asking the
candidate to compose a HOT question for the next lesson, and discussing strategies to insert
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the HOT question into the subsequent lesson. These conversations were audio recorded.
K/C and HOT questions from each lesson taught within the MRS were compared by group
to address the second research question. Coaching sessions included the following protocol:

Contact was made with the participants in the treatment group through phone calls or
Internet conferencing systems, such as Zoom or FaceTime. It was planned that each session
should not exceed 30 min. End-of-semester interview data were used to gain insights into
the perceptions of all treatment and comparison group students. The cases were bound
by assignment to each group. The coded data from all data-driven feedback/coaching
sessions and end-of-semester interviews were used to address the third research question.

5.2. Research Context and Sample

This study was conducted at a medium-sized state university in northeastern United
States. Over 85% of the student body were in-state residents, and 145 were enrolled in a
nationally approved initial certification program in education [53]. All 30 undergraduates
completing their third or fourth course in the education sequence consented to participate.
The same professor taught both sections of the course; activities related to the mixed-reality
simulation were an ungraded component of the syllabus. The grade levels candidates were
preparing to teach ranged from elementary to secondary.

5.3. Instrumentation and Data Collection Tools

Self-efficacy was assessed using the Teachers’ Sense of Efficacy Scale (TSES) [52], a
24-item survey with three subscales: efficacy in student engagement, instructional strate-
gies, and classroom management. Responses use a 9-point Likert scale to record beliefs
about one’s current ability to perform a specific task. Tschannen-Moran and Hoy suggested
that scores below 3 be considered low, and scores above 6 as high. When interpreting the
TSES with preservice teachers, they recommended using total mean scores, not individual
subscales, because preservice teachers’ responses are often less distinct among the subscales
compared to those of experienced teachers. Overall internal consistency reliability was
reported at 0.90 [54]. “The high correlations between teacher efficacy beliefs and teaching
strategies indicated that the TSES had good predict[ive] validity” [54]. At the beginning
and end of the semester, both treatment and comparison groups completed the survey in
10 min.

Demographic data were collected via questionnaire. In the treatment group, 1 partici-
pant identified as male, 14 as female. In the comparison group, 5 candidates identified as
male and 10 as female. Descriptive data regarding ages and GPAs are in Table 1.

Table 1. Student demographic mean data.

Participants Age GPA

Treatment

Elementary (K-6) 20.2 3.6
Secondary (7–12) Chemistry, Health, Mathematics, Spanish 21.6 3.4

Total 21.0 3.5

Comparison
Elementary (K-6) 24.7 3.5

Secondary (7–12), Chemistry, Health, Music 20.3 3.7
Total 22.5 3.6

NOTE: The treatment group started with 17 members; 2 were removed due to incomplete data. GPAs are on a
4-point scale.

All sessions were observed live by a researcher, videorecorded, and notes were taken
for all verbal exchanges. Verbal interactions from the videos were transcribed by a profes-
sional typist. By using both the transcript and the visual image when coding, we could
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precisely measure the wait-time when questions were employed by the teacher candidates.
These data were corroborated by another researcher.

In addition to videorecording each session, the Classroom Practices Record (CPR) [55]
was used to register all verbal interactions between the preservice teachers and stu-
dents. These exchanges were used to record data about the frequency of K/C (knowl-
edge/comprehension) and HOT questions (i.e., Bloom’s application, analysis, synthesis,
and evaluation levels of thinking) generated by a teacher candidate in each lesson. To
maintain coding accuracy, “The observer does not distinguish among these higher levels;
rather, the ‘HOTS’ acronym [is used] to note that a higher order thinking skill question was
raised” [55]. While the CPR can be used to record and code both questions and responses,
questioning skills were the focus of this study. We chose to limit the expectations for the
candidates, given the short time frame of 10 min for a single lesson.

The original CPR protocol underwent rigorous standardization measures including a
process to establish observer coding agreement that “met or exceeded the 0.80 criterion” [55].
The same dichotomous coding procedures for identifying levels of questioning skills
were employed in the current study and generated 100% agreement between two of the
researchers. Labeling each HOT level based on the taxonomy is an optional activity.

The feedback and coaching protocol was field-tested at two different sites. One to three
days after a lesson presentation, a researcher contacted each participant in the treatment
group via phone or Internet conference service to present the data-driven feedback from
the CPR, discuss lesson performance, and plan questioning strategies for the next teaching
session. The following steps were followed in each coaching session:

1. (Initial coaching session) Refer to the demographic form, I see that you are in the
elementary education program/secondary education program. What topics do you
look forward to teaching when you complete the program?

2. How do you think the MRS experience is preparing you for student teaching?
3. In your most recent MRS session, how do you think you did?
4. How do you think you did with respect to the questions you asked?
5. What seemed easy to do? What seemed difficult?
6. At this time, the researcher explained the number of K/C and HOT level questions the

participant generated during the lesson. After the results were given, the researcher
answered any questions to make sure the participant understood the results.

7. What do you think about these results? How were you thinking about the types of
questions you were asking during the session?

8. What do you think you could do to improve your questioning skills? What do you
think you could do to include more HOTs questions in your next session?

9. Do you need any additional resources to help you achieve your goal?
10. Recommendations for next session: At this time the researcher gave some strategies

for improving their questioning skills and explained how HOT questions can be used
to promote student engagement. Generic examples of levels of questions were used to
help candidates differentiate between K/C and HOT questions. The researcher did
not review questions for the next lesson. Students initiated their own questions when
they individually planned their lesson activities.

11. Finally, the call ended with closing rapport.

There were 45 separate 15 to 25 min data-driven feedback and coaching sessions with
the treatment group members. Each call was audio recorded and then transcribed.

After the three sessions were completed and the TSES was administered, each par-
ticipant was interviewed via phone. Interviews were digitally recorded. Interview ques-
tions 1 to 5 prompted reflections on using questioning strategies over the semester and
lesson preparation techniques, perspectives of in-class performance, insights about the
student and preservice teacher interactions, and changes they made in their teaching.
Questions 6 through 8 addressed the coaching they received, including thoughts about the
process and how it affected their planning and overall performance. Questions 9 and 10
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asked what advice they would give to the next cohort of students and how the mixed-reality
simulation experience could be improved. Each interview lasted 20 to 25 min.

6. Analyses

Research question #1 was addressed using ANCOVA to compare group differences
for TSES mean scores. For research question #2, we had planned an ANOVA to analyze the
mean differences between conditions, however, the low number of HOT questions from
the comparison group meant that the data were no longer at the interval level. Therefore,
a two-sample case chi-square test for independent samples was conducted in which the
frequency for the type of question asked, HOT and K/C, and the type of research condition
data, driven feedback and coaching versus no data-driven feedback and coaching, served
as the variables [56]. First- and second-cycle coding schemes recommended by [57] were
used to analyze interview responses for research question #3.

7. Results
7.1. Research Question #1

Prior to assessing self-efficacy between groups, academic equivalency was established
by comparing mean Grade Point Average (GPA) values. Both groups had mean GPA values
of B+ and there was no statistically significant difference between GPAs for the treatment
(M = 3.49, SD = 0.23) and comparison groups (M = 3.65, SD = 0.25); F (1,27) = 3.22, p = 0.08,
and η2 = 0.10. Therefore, achievement levels between groups were not a consideration
affecting the findings.

Most participants were completing their third course using the mixed-reality simulator.
When the TSES [52] was administered at the start of the semester, the average score
for each group was high, above six on a 9-point scale (Table 2). After assuring that all
the assumptions were met, an ANOVA between the treatment and comparison groups’
TSES pretest scores indicated no statistically significant difference between conditions;
F (1,28) = 2.94, p = 0.10, and η2 = 0.10. The groups were equivalent with respect to teacher
self-efficacy at the start of the study. By the end of the 15-week semester, TSES mean
scores for both groups improved slightly. After analyzing the assumptions for the posttest
scores, the test for the equality of variances was statistically significant, p = 0.04. To
address the outcome of unequal variances, we conducted an ANCOVA, as recommended by
Hinkle et al. [56], using pretest scores to adjust the posttest scores for error. The ANCOVA
revealed no statistically significant difference between the groups; F (1,25) = 0.66, p = 0.42,
and η2 = 0.03. A question on the TSES that specifically addresses the focus of this study is
“To what extent can you craft good questions for your students?” There was no statistically
significant difference between the groups for their mean responses to this item on the
pretest; t (28), 1.262, and p < 0.15 (treatment mean = 7.06, and comparison mean = 6.47), but
there was a statistically significant difference between means; t (28), 1.545, and p < 0.07, for
the posttest, with the treatment group mean (M = 7.41) being significantly higher than the
comparison group mean (M = 6.46).

Table 2. TSES Scores.

Treatment Comparison

Group n M SD n M SD

Pretest 15 7.39 0.93 15 6.76 1.07
Posttest 15 7.47 0.55 13 * 6.98 1.01

NOTE: * Two participants in the comparison group did not complete their simulations within the course
time frame.
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7.2. Research Question #2

In the semester prior to this study, members of both groups used the MRS in their
preservice class. The high-leverage expectation was to teach a lesson about using a graphic
organizer. Videos were available for 12/15 candidates from the treatment group and 7/15
from the comparison group for one session. Members of the treatment group asked a mean
of three K/C questions (range, 0–6) and no HOT questions. The mean number of K/C
questions asked by those in the comparison group was two (range, 0–6) with only one HOT
question recorded. The t-test revealed that there was no significant difference between
the number of K/C questions asked, prior to the commencement of the study (t = 1.41,
and p = 0.18).

By the end of this study, a total of 112 K/C and 54 HOT questions were asked by the
treatment group members and 148 K/C and 4 HOT questions were recorded for those in
the comparison group. Sample K/C questions included: Where do plants get their food?
How long do you hold a quarter note? How many systems are in the human body? In com-
parison, a sample of HOT questions are represented by the following: What would happen
[to the eco-system] if sharks became extinct? If you only ate one color of food for a month
what [do you think] would be the best food to eat? How does the amount of precipitation
in an eco-system effect what lives there? The chi-square analysis revealed a statistically
significant difference between K/C and HOT question performance for the treatment and
comparison groups; χ2(47.46), p < 0.01, and Cramer’s V = 1.26. Additionally, all four resid-
uals were important contributors to the chi-square value, ranging from an absolute value
of 2.04 to 4.51. The total of 54 HOT questions asked by those in the treatment group, was
well above the expected value of 30.28 (residual = 4.31). The number of K/C questions for
this group was 112, falling below the expected value of 135.72 (residual = −2.04). However,
the number of HOT questions observed for the comparison group was four, considerably
below the expected amount of 27.72 (residual = −4.51), generating the largest residual
value in the chi-square procedure. Comparison group members asked more K/C questions
than expected (observed = 148, expected = 124.28, and residual = 2.13).

Throughout this study, when observing the ratio of question types per session, mem-
bers of the treatment group shifted toward using more HOT questions in sessions two
and three, demonstrating that they were more likely to engage in best practices for posing
questions than their peers in the comparison group. This incremental increase for members
of the treatment group is also observed in the number of HOT questions asked and the
number of candidates engaged in posing these questions from sessions one to three. Ten
candidates in session one asked 17 HOT questions, however, five participants asked only
K/C questions. In session two, 18 HOT questions were asked by 12 candidates in the
treatment group, with no HOT questions asked by three of the candidates. In session three,
19 HOT questions were asked by 15 preservice teachers with each asking between one
to three HOT questions. In session one, the ratio between K/C and HOT questions was
3.2 K/C per 1.13 HOT. This ratio changed to 1.80 K/C per 1.20 HOT for session two and
2.47 K/C per 1.27 HOT, for session three. The 10 min limit of the session and the increased
time it takes to use HOT questioning practices restricted how much this ratio could change
from session two to three. The HOT questions took longer to execute, when performed
correctly, which afforded less time for the candidate to ask any other questions. On average,
the ratio for a 10 min session appears to be 2.0 K/C to 1.0 HOT. In contrast, the compari-
son group generated mostly K/C questions and did not incrementally increase their use
of HOT questions. The comparison group’s ratio between K/C and HOT questions for
session one was 3.33 K/C per 0.07 HOT; session two resulted in a ratio of 3.40 K/C per
0.13 HOT; and for session three the ratio was 3.36 K/C per 0.07 HOT. Without insights
provided by coaching, comparison group members did not have the support to improve
their HOT-question performance, suggesting that the initial written explanation of HOT
question formation did not help to develop this skill.
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After a review of the video recordings revealed differences between the delivery of the
HOT questions across participants, we created a categorization system of three levels using
the following components: (a) higher-order thinking, (b) wait-time, and (c) engagement. A
Level 1 HOT question met the minimum requirement of representing higher-order thinking.
A sample HOT science question was “What would life be like if the world was still like
Pangea?” However, asking the question and immediately continuing with the lesson did
not allow classroom students the opportunity to think about a possible response. Therefore,
a Level 2 HOT question entailed providing at least three to five seconds of wait-time in
addition to achieving Level 1 status. Although some participants posed a HOT question
(Level 1) and waited for students to think about how to respond (Level 2), they did not use
the response to elicit dialogue and engagement amongst the class members in the MRS. If
at least one student responded and another student made a meaningful contribution to the
conversation, the question was designated as Level 3.

The treatment group’s questions in the first session were distributed between
HOT question Levels 1 and 2, with the majority being Level 1. In the second and third
sessions, the treatment group’s questions were distributed between HOT question
Levels 1, 2 and 3. Members of the treatment group shifted toward using the higher
leveled HOT questions in the final two sessions. The shift in types and levels of
questions for the treatment and comparison groups is indicated in Tables 3 and 4.
However, the overall ratio of K/C and HOT questions changed little between these
two sessions, remaining at approximately 2.0 K/C to 1.0 HOT. After weighting the
HOT questions (Level 1 = 1; Level 2 = 2, and Level 3 = 3), a matched-pair sign test
was used with an a priori significance level of p < 0.10 for exploratory purposes. The
only statistically significant change in the average number of HOT questions was from
session one to session two for the treatment group, p = 0.08.

Table 3. Treatment group question performance for each session.

Participant Session One Questions Session Two Questions Session Three Questions

K/C
HOT
Level

1

HOT
Level

2

HOT
Level

3
Total
HOT K/C

HOT
Level

1

HOT
Level

2

HOT
Level

3
Total
HOT K/C

HOT
Level

1

HOT
Level

2

HOT
Level

3
Total
HOT

T01 4 0 1 0 1 0 0 1 0 1 1 2 1 0 3
T02 4 0 2 0 2 3 1 1 0 2 3 1 0 1
T03 3 2 0 0 2 1 0 0 1 1 2 0 1 0 1
T04 3 1 1 0 2 0 0 1 1 2 1 1 0 0 1
T05 4 3 0 0 3 0 0 2 0 2 1 0 1 0 1
T06 2 0 1 0 1 2 0 1 0 1 0 0 0 1 1
T07 3 0 1 0 1 2 1 0 0 1 2 0 1 0 1
T08 5 0 0 0 0 2 0 1 0 1 3 1 0 0 1
T09 2 0 0 0 0 3 0 0 0 0 3 1 0 0 1
T10 2 1 1 0 2 0 2 1 0 3 3 2 0 0 2
T11 4 0 0 0 0 2 1 1 0 2 4 2 0 0 2
T12 3 2 0 0 2 4 0 0 0 0 4 0 1 0 1
T13 2 0 0 0 0 5 0 0 0 0 3 1 0 0 1
T14 4 1 0 0 1 1 0 1 0 1 2 0 1 0 1
T15 3 0 0 0 0 2 1 0 0 1 5 0 0 1 1

Total 48 10 7 0 17 27 6 10 2 18 37 11 6 2 19
Average 3.20 1.67 1.17 0 1.13 1.80 1.20 1.11 1.00 1.20 2.47 1.38 1.00 1.00 1.27

Ratio 3.20 K/C: 1.13 HOT 1.80 K/C: 1.20 HOT 2.47 K/C: 1.27 HOT
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Table 4. Comparison group question performance for each session.

Participant Session One Questions Session Two Questions Session Three Questions

K/C
HOT
Level

1

HOT
Level

2

HOT
Level

3
Total
HOT K/C

HOT
Level

1

HOT
Level

2

HOT
Level

3
Total
HOT K/C

HOT
Level

1

HOT
Level

2

HOT
Level

3
Total
HOT

C01 5 0 0 0 0 4 0 0 0 0 3 0 0 0 0
C02 6 0 0 0 0 5 0 0 0 0 5 0 0 0 0
C03 2 0 0 0 0 3 0 0 0 0 4 0 0 0 0
C04 1 0 0 0 0 4 0 0 0 0 3 0 0 0 0
C05 5 0 0 0 0 2 1 0 0 1 4 0 0 0 0
C06 3 0 0 0 0 2 0 0 0 0 2 0 0 0 0
C07 4 0 0 0 0 5 1 0 0 1 4 0 0 0 0
C08 2 0 0 0 0 2 0 0 0 0 1 0 1 0 1
C09 4 0 0 0 0 4 0 0 0 0 NA NA NA NA NA
C10 1 0 1 0 1 4 0 0 0 0 5 0 0 0 0
C11 4 0 0 0 0 3 0 0 0 0 3 0 0 0 0
C12 5 0 0 0 0 4 0 0 0 0 4 0 0 0 0
C13 4 0 0 0 0 3 0 0 0 0 4 0 0 0 0
C14 3 0 0 0 0 3 0 0 0 0 3 0 0 0 0
C15 1 0 0 0 0 3 0 0 0 0 2 0 0 0 0

Total 50 0 1 0 1 51 2 0 0 2 47 0 1 0 1
Average 3.33 0 0.13 0 0.07 3.40 1 0 0 0.13 3.36 0 1 0 0.07

Ratio 3.33 K/C: 0.07 HOT 3.40 K/C: 0.13 HOT 3.36 K/C: 0.07 HOT

Although the CPR observation tool was validated on the use of a dichotomous coding
schema for labeling types of questions, K/C or HOT, we identified the specific level of
Bloom’s taxonomy for each HOT question asked. Most questions for the treatment group
were at the analysis level, 34/54 questions. Three were categorized as application, nine
as synthesis, and eight as evaluation. For the comparison group, one was identified as
application, two represented analysis, and one reflected evaluation. Further analysis
revealed that the HOT questions categorized at the evaluation level, the top tier in the
taxonomy, included four Level 1 and four Level 2 HOT questions, as well as one HOT
question at Level 3. The only evaluation question for the comparison group was at Level 2.

7.3. Research Question #3

Based on the responses to the interview questions, 24 codes and 13 categories were de-
veloped which were categorized into four main themes, described below. Theme 1 pertains
to the treatment group only.

Theme 1 was labeled data-driven feedback and coaching improve perceptions of self-
efficacy for creating and implementing HOT questions. As noted in the results for research
question one, there were no statistically significant differences in the overall means on the
TSES [52] between groups, however, the treatment group had a higher posttest mean for
the one item related to “crafting good questions”. As noted in the analyses for research
question two, prior to the study, there was no statistically significant difference in K/C
question formation between groups and only one HOT question was posed, yet at the
completion of data collection, the treatment group’s performance in creating and applying
HOT questions was overwhelmingly better than that of the comparison group. In fact,
every member of the treatment group incorporated one to three HOT questions into at least
one of the three lessons, indicated improvement in HOT question creation, acknowledged
the amount of social encouragement received through the coaching process, and reported
feeling more confident in implementing HOT questions into lessons by the end of the third
session. Categories of responses during coaching sessions with the treatment group as
related to self-efficacy are reported in Table 5.
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Table 5. Frequency of codes from the treatment group’s coaching sessions.

Categories Related to Self-Efficacy/Codes Session 1 Session 2 Session 3 Total

Mastery of experiences
Connects questioning skills to developing good teaching practices 5 17 19 41

Develops clearer questioning goals after coaching session 2 9 15 26
Believes the simulation is a positive experience for developing questioning skills 6 8 3 17

Amount or type of social encouragement received
Acknowledges coaching had a positive effect on lesson implementation 0 23 21 44

Appreciates one-on-one coaching 0 15 15 30

The individual’s responses to stressors
Expresses confidence, pride, and relief in “doing a lesson” 0 10 11 21

Displays low confidence in performing the lesson 3 1 1 5

NOTE: There were 15 participants in the treatment group (data-driven feedback and coaching).

Treatment participant 12 (T12) demonstrated how questioning strategies provided
insights into becoming a better teacher when he stated, “I feel like you have to ask them
a [HOT] question. At least that will get them to critically think about what you’re asking
them . . . to get the kids to talk”. T14 appreciated the social encouragement from coaching
when she stated, “It’s really making it a lot easier having someone to talk to about it . . .
and to be able to discuss it afterwards to see where we can see what needs to improve”.
Realizing that students were responding within the lesson boosted T06′s confidence; she
said, “My higher-level thinking question [about] whether exercise or [healthy] eating had
a greater impact on your body . . . I felt the [avatars] responded to that”. Instead of just
delivering a lesson, treatment participants recognized their progressive mastery of creating
HOT questions for their lessons and overcame their hesitancy to ask questions and engage
in conversations.

Theme 2 was identified as planning for a lesson requires reflection. Treatment group
members credited the coaching sessions for helping them develop better planning skills.
From the first individual meetings, before a researcher had performance data to share,
treatment group members asked questions about how to create and use HOT questions
in their lessons. After each session in the MRS, these candidates reported using the data-
driven feedback and coaching to reflect on how to improve questioning skills. At the end
of the semester, these participants indicated that they increased their lesson planning time
after each coaching session (n = 29 responses) and composed better questions on their
own between sessions (n = 22 responses). The participants also remarked about how they
thought a question worked in a former lesson and how to write a better question, indicating
the use of reflection as retrospection and problem solving. For example, some treatment
group members made the following comments:

I drew different ideas and different questions from . . . different lessons to kind
of make up my own [questions] and then I also developed the answers to the
questions myself, just in case. (T03)

I was trying to find my own ways to connect [my questions] with the students. (T05)

[Two of the avatars] really like reading and I just take . . . the individual’s person-
ality and try to find a way to incorporate it all in one lesson so that they’re all
engaged. (T15)

Unlike the treatment group, the researcher contacted the comparison group only at
the end of study, during the phone interview. At this time, all comparison group members
received data-driven feedback about their performance using questioning skills throughout
the semester. When asked about their planning procedures, 12 comparison group members
stated they did not change their planning methods based on their simulator experiences,
which is illustrated by this statement from comparison group member C11, “[For each
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lesson], I would write a little bit of a script . . . usually an introduction that I would stick
with almost word for word”.

Theme 3 was best depicted as lesson performance is enhanced by reflection. All
members of the treatment group responded that lesson performance improved over the
semester. When performing their lessons, they engaged in predominantly two types of
reflection about their performance, reflection-in-action and critical reflection. Across all
interviews, treatment group members commented 29 times that they were able to adapt to
unplanned interactions (reflection-in-action) in the lessons with the avatars, while those
in the comparison group indicated 19 instances of classroom management issues and
problems adapting to unexpected student interactions. Treatment group members critically
reflected that the simulated students responded well to their lessons with very minor issues
in classroom management (n = 19) and explained how their performance improved over
the semester (n = 30). T08 commented, “I feel like they didn’t fool around as much because
they were thinking about the questions”. T07 said, “I feel [that] the classroom management,
lesson, and . . . my organization of the lesson [have] gotten better”. Treatment group
members entered a lesson feeling well prepared with a clear plan for lesson objectives and
strategies to engage student learning through the use of questions.

Most comparison group members (n = 10) stated that their overall lesson performance
did not improve very much over the semester, as indicated by this comment: “I don’t think
it’s changed a ton. I think maybe like classroom management got a little better, maybe
that’s better” (C06). Despite this having been their third semester using the mixed-reality
simulation, some members of the comparison group noted that it was difficult to use the
designated lesson time. Comparison group member C09 said, “I’ve left a couple of the
[mixed-reality] lessons thinking, ‘I ran out of time or I didn’t reach all the points I wanted
to,’ and there were times where I wish I had a little more time, but also times where I wish I
had a little less time”. Without direction from a coach, or another type of intervention, their
ability to think critically about their performance or engage in reflection-in-action appears
to have been limited.

Theme 4 was represented by the statement that data-driven feedback and coaching
improves questioning skills. Every member of the treatment group recognized personal
growth in lesson development techniques through engagement with HOT questioning
strategies and described how these strategies improved over time (n = 27 responses) due to
their participation in the study. Their comments included:

Well, I feel like I’ve explored more with the whole higher-order thinking questions.
I didn’t really ever put much thought into that before this semester. (T01)

Going from asking questions where I had the specific answer in my head to
asking questions to see what they would think . . . it was smoother in being able
to communicate the questioning and have the kids as engaged as possible. (T13)

I think it was effective and I think that was shown in my assessment [from the
coach’s feedback] on the last session when I reflected on the first session, all the
kids were able to tell me what they did and their answers came a long way from
the first session. (T03)

As a result of the coaching, these candidates’ ability to label questions as K/C or
HOT became routine. Two students recognized that, after they posed a HOT question, the
avatars created their own HOT questions in response. Although the purpose of this study
was to monitor changes in the questioning skills of preservice teachers, a logical extension
of this methodology is to record K/C and HOT questions and responses for both teachers
and students [43,55].

Although members of the comparison group were given initial written material about
developing HOT questions, they felt their overall questioning skills were unchanged (n = 9).
Some even stated they felt unclear about what a true HOT question was (n = 13), or where to
use one in a lesson. In their comments, they barely mentioned growth in question creation
through statements, such as the following:
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I didn’t always get to them [the questions] because of the way I structured my
lesson for the amount of time we had. (C15)

Higher-order thinking, well again that’s a little more difficult with music because
we really don’t use higher-order thinking questions. (C14)

The way I did it, I taught the content first and then I kept asking questions to see
if they understood the content. (C06)

It’s hard to plan for higher-order thinking . . . it can only come naturally. (C10)

8. Discussion

Self-efficacy is the level of certainty individuals have about their ability to perform
an action or make decisions to achieve desired results [15]. The treatment in this study
was based on Bandura’s [14–16] notions to improve skill mastery, thereby enhancing self-
efficacy, by focusing on (a) the high-leverage practice of employing questioning skills
during lessons over a 15-week semester; (b) peer observation; (c) social encouragement
received from the researcher who provided data-driven feedback to highlight the numbers
and types of questions incorporated into each lesson; and (d) a decrease in stressors for
the preservice candidate provided during each supportive coaching session. To actualize
Bandura’s theory, candidates in the treatment group should become more self-efficacious
by improving task performance over time, learning from peers, receiving encouragement,
and experiencing reduced stress when performing the target task. By the end of this study,
the treatment group did show higher confidence to “craft good questions” for their students
(research question 1) and were more competent in delivering high-quality HOT questions
(research question 2) as compared to the comparison group. Regarding peer observations,
although students watched their classmates teach in front of the classroom of avatars, these
lessons were not mentioned by any participant as a contribution to enhance candidate
learning. Treatment group members felt reinforced by the coaching, while, for comparison
group members, the summary from the facilitator at the end of each lesson did not appear
to influence their performance in HOT question development. Finally, responses to the final
interviews indicated that the members of the treatment group felt more accomplished over
time when teaching a lesson, feeling that the avatars were responding to their questions
and engaging in the content, and exhibited signs of reduced anxiety in lesson delivery.
Unfortunately, their comparison group peers mentioned that their teaching formats had
not changed, with many feeling uncertain about the use of HOT questions.

8.1. Research Question #1: Unchanged Mean Teacher Self-Efficacy Scores between Groups

Despite having a treatment designed to address Bandura’s four dimensions of self-
efficacy [14], there was no statistically significant difference in general teaching self-efficacy
between the treatment and comparison groups as determined by the average posttest
scores on the TSES. Potential explanations for this nonsignificant result include possible
ceiling effects for both groups, a false sense of success on the part of the comparison group
members, and the need for greater statistical power to detect group differences in the
target skill. A ceiling effect could be explained by the fact that both groups began the
semester with high pretest scores in self-efficacy regarding their general capabilities as
teacher candidates. Pretest and posttest group means for both groups were above the high
rating indicator of six on a 9-point scale. For most participants, this was the third teaching
course of four, prior to being placed into student teaching, and it was also the third course
in which the participants used the mixed-reality simulator, for a total of nine mixed-reality
simulations. Candidates were used to interacting with the avatars, thus, based on past
experience, they may have entered the semester with high self-efficacy toward teaching in
a mixed-reality environment. Consequently, these students had reasons to be confident.
Perhaps they rated themselves so highly at both the beginning and end of the semester
because they could look back over the past three courses and see how far they had come in
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their knowledge and skill for teaching. A better measure of their self-efficacy may have
been to assess changes in the TSES over the entire teacher certification program [27].

Bandura explained that some outcomes could undermine growth in self-efficacy. “A
resilient sense of efficacy requires experience in overcoming obstacles through perseverant
effort” [15]. When treatment group members received data about the numbers and types
of questions they used in each lesson, this feedback provided them with information
not only about what they had achieved, but also about what they could improve. To
overcome a lack of expertise in question formation, these participants received expert
scaffolding to incorporate both K/C and HOT questions into their lessons. This feedback
and coaching maintained their already high teaching self-efficacy. In contrast, comparison
group members did not receive data about their performances until after completing the
posttest. This absence of feedback may have given these candidates a false sense of success.

Although the TSES posttest scores were higher for the treatment group members, the
low sample size likely limited the robustness of the analysis [56]. It should be noted that the
treatment group members scored statistically significantly higher than their peers on one
TSES item related to asking questions. Furthermore, the candidates’ qualitative responses
reflected how components of self-efficacy impacted their progress in the specific task of
implementing questioning techniques into their lessons.

8.2. Research Question #2: Performance Gap between Conditions

The results of research question two revealed that the treatment group’s ability to create
and use HOT questions in their simulated lessons completely outpaced the comparison
group as indicated by the statistically significant chi-square. Delivery of a lesson by a
preservice teacher followed by appropriate feedback [10] and coaching can help improve
the individual practices of an educator [13]. The feedback in this study was easy to tally
and quickly understood by the candidates. Feedback about the specific task was then
woven into the conversation between the coach and preservice teacher as they discussed
how to design questions that the candidate subsequently devised and integrated into the
next lesson. Planning questions and delivering them within the lesson are crucial because
some teacher candidates plan questions but never actually use them [43], as corroborated
by participant C15. Thus, data-driven feedback and coaching appear to have positively
influenced the practices of teacher candidates to not only create HOT questions but ask
them within a lesson.

Based on this process, the coach can be seen as the facilitator of meaning-making,
which is explained by Laverick as a “process that moves a learner from one experience
into the next with deeper understanding of its relationships with and connections to other
experiences and ideas” [58]. Laverick’s remarks support the treatment group’s ability to
use the feedback and coaching to create a deeper understanding of questioning skills which,
in turn, resulted in more high-quality HOT questions.

8.3. Research Question #3: Perceptions of Accomplishments between Conditions

All members of the treatment group indicated that they improved in HOT question
creation and proudly explained how those questions were inserted into the lessons across
the three sessions. They acknowledged that coaching positively impacted their accomplish-
ments and that they were able to connect the use of questioning skills to effective teaching
practices. These statements clearly point to the fact that they improved their confidence
to master the use of questioning skills as a direct result of the data-driven feedback and
coaching [15], although this outcome was not specifically reflected in the overall TSES
results. Total comments by treatment group candidates included 84 statements referring
to mastery of skills, 74 regarding encouragement from the coach, and 21 indicating that
the data-driven feedback and coaching sessions led to a reduction in general anxiety about
teaching the lessons (Table 5).

Treatment group members credited the coaching sessions for helping them develop
better planning skills. We propose that, because someone was keeping track of their
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performance and actively engaging them in dialogue to improve their skills, they felt more
inclined to devote more time to planning. They reported that they not only planned more,
but planned better, because of the coaching intervention. This connects to reflection as
retrospection and reflection as problem solving, as described by Boody [19]. Reflection as
retrospection requires reconsidering and learning from prior experiences, and reflection
as problem solving places an individual in a prior event to think about how a situation
might have been handled differently. The coach helped to facilitate both types of reflection
because treatment group members changed their habits and increased their lesson planning
time. Participant examples included how they anticipated potential student responses and
addressed student interests during lesson planning.

Twelve of the fourteen comparison group members explained that they did not change
their planning methods after the simulator sessions. This could mean that they failed
to engage in reflection, possibly because there was no specific coaching guidance [19],
or they reflected, but did not have the skills to make appropriate changes. Unlike the
treatment group, without someone giving them guidance and monitoring their progress,
the comparison group members might not have treated the simulation as seriously, and
therefore may not have engaged in useful reflective practices to improve their skills. In
contrast, the coach for the treatment group members was able to impel those participants
to improve their questioning skills, despite the fact that there was no grade recognition for
completing a lesson in the simulated classroom.

All treatment group members responded that their lesson performance improved
across the semester and many were able to adapt to unplanned interactions during lesson
delivery. Boody [19] referred to these in-the-moment adaptations as reflection-in-action.
Coaching also encouraged the treatment participants to reflect critically about how they
performed a lesson [19]. In contrast, the comparison group participants did not report that
they engaged in critical reflection.

9. Conclusions, Limitations, and Future Research

We explored the relationship between Bandura’s [14,15] theory of self-efficacy, data-
driven feedback and coaching strategies [9–11], and Boody’s [19] reflective practices in our
mixed-methods design.

Based on the self-efficacy theory, our theoretical framework did not lead to a sta-
tistically significant difference between groups on the mean TSES scores but did have
significance for one target item about question development. A single semester, three-
fourths of the way through a teacher education program, might not have been the best time
to measure change in general perceptions of self-efficacy. A pretest and posttest analysis
extending over the entire program would provide a better perspective for change. In
addition, the high overall scores reported for both groups may be due to their participation
in the entirety of the education program rather than the effects of the treatment in one
course. When candidates are exposed to best practices in teaching over an extended period,
such as two to three years, a clear measure of improvement in self-efficacy can be traced, as
reported by Gundel et al. [27].

What did we learn about feedback and coaching? The data-driven feedback used
in this study was effective because it could be defined and operationalized. It directly
related to the task of improving HOT questioning skills and the data were easily derived
from observation. Use of specific feedback made the process clear for the researcher and
the candidate. The feedback had immediate meaning to the learners who could use it
right away within the coaching session to initiate a dialogue about how to improve [59].
Unfortunately, the study could not be extended to ascertain if coached individuals improved
their use of HOT skills beyond the semester.

The small sample size for this study made it less generalizable, yet more manageable
to review each video, obtain feedback data, contact participants, and provide effective
coaching. Future researchers may consider a sample size of 15 as a target caseload for
a single researcher on a team. Although lessons were limited to 10 min, the notion of
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an optimal ratio of two K/C to one HOTS question in this timeframe is a concept that
could be tested by other researchers to develop expectations for the demonstration of
questioning skills.

Discriminating between the three levels of HOTS questions evolved after all sessions
were completed. As we listened to the video recordings, we realized that some HOT
questions engaged the students much more than others. We soon asked ourselves about
the quality of the HOT questions and distinguished three features: higher-order thinking,
wait-time, and student engagement. HOT questions combining all three criteria were
designated as having the highest quality, however, they also took longer to initiate, limiting
the number of HOT questions that could be posed in our timeframe. We also analyzed
the progression of HOT questions across the three sessions, as seen in Table 4, noting
that there were no level 3 questions in session 1. Once candidates became confident in
asking level 1 HOT questions, they added more wait-time to get a response. When students
began to interact with each other, the preservice teachers were surprised that the HOT
questions encouraged critical thinking and reduced classroom management issues. Directly
teaching students about the different levels of HOT questions and coaching them to reach
a level 3 could be a future research activity. Providing feedback about the exact level
of the HOT question with respect to the cognitive domain could also be used to refine
questioning techniques. Varying the amount of wait-time after a question is posed could
also be examined. Additionally, student responses to questions could be recorded and
coded to investigate the dialogue and synergy that occurs when students are engaged.

These teacher candidates responded that they felt supported by the feedback and
coaching model we designed within the MRS environment. Not only did the treatment
participants improve their use of HOT questions, but they also applied multiple types of
self-reflection [19] and positively impacted their perceptions of self-efficacy [33] as indicated
in their personal accounts. The MRS environment facilitated a consistent classroom setting
for lesson delivery and data collection. Candidates easily referred to the avatars as “my
students” or “my class”, reinforcing the value of MRS as a viable replacement for in-person
teaching to gain initial skills as a classroom teacher.
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