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Abstract: Current science assessments typically present a series of isolated fact-based 

questions, poorly representing the complexity of how real-world science is constructed. 

The National Research Council asserts that this needs to change to reflect a more authentic 

model of science practice. We strongly concur and suggest that good science assessments 

need to consist of several key factors: integration of science content with scientific inquiry, 

contextualization of questions, efficiency of grading and statistical validity and reliability. 

Through our Situated Assessment using Virtual Environments for Science Content and 

inquiry (SAVE Science) research project, we have developed an immersive virtual 

environment to assess middle school children’s understanding of science content and 

processes that they have been taught through typical classroom instruction. In the virtual 

environment, participants complete a problem-based assessment by exploring a game 

world, interacting with computer-based characters and objects, collecting and analyzing 

possible clues to the assessment problem. Students can solve the problems situated in the 

virtual environment in multiple ways; many of these are equally correct while others 

uncover misconceptions regarding inference-making. In this paper, we discuss stage one in 
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the design and assessment of our project, focusing on our design strategies for integrating 

content and inquiry assessment and on early implementation results. We conclude that 

immersive virtual environments do offer the potential for creating effective science 

assessments based on our framework and that we need to consider engagement as part of the 

framework. 
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1. Introduction 

The National Research Council [1] in the United States suggests that “Assessments that resonate 

with a standards-based reform agenda [need to] reflect the complexity of science as a discipline of 

interconnected ideas and as a way of thinking about the world” [p.12]. We concur and believe that 

current assessments of science fall short of this goal due to their format and emphasis on content only, 

context-free questions. Testing a series of isolated facts offers students a view of science at odds with 

the NRC recommendation and with real-world scientific practices, a view that foregrounds content 

over inquiry. Tests such as these cannot help guide instruction towards an overall goal as expressed in 

the new conceptual framework of science education that “all students have some appreciation of the 

beauty and wonder of science” [2]. Instead of separate questions on aspects of content and scientific 

inquiry, tests should include integrated and contextualized assessments of scientific concepts that focus 

on practices as well as content knowledge. We suggest that assessments embedded in immersive 

virtual environments offer one approach to fulfilling the NRC’s recommendation for assessments to 

“reflect the complexity of science.”  

Our current project, SAVE Science, is an NSF-funded study developing an innovative system for 

contextualized, authentic assessment of learning in science. In SAVE Science, we are creating, 

implementing, and evaluating a series of computer-based modules for assessing both science content 

and inquiry in the middle grades. The modules, based in an immersive virtual environment (IVE), are 

designed to enable students to perform a series of assessment tasks that provide data about how well 

they have mastered and can apply content knowledge and inquiry skills taught via their regular 

classroom curricula. We hypothesize that through careful design of the virtual environment-based 

assessments, data can be collected and analyzed to produce meaningful and accurate inferences about 

student learning that provide additional insights about student understanding beyond what is possible 

from more traditional assessments.  

Our first step in the SAVE Science project, reported in this paper, was to design such an assessment, 

integrating science content and inquiry. This paper reports on our initial usability study and our design 

strategies towards investigating the first two aspects of our integration, conceptualization, efficiency 

and statistical reliability/validity (ICES) framework, described later in this paper. 

Our research questions, specific to this paper, are: 

1. How can an IVE be designed for assessment with emphasis on integrating scientific inquiry 

with content? 
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2. Once designed, how is this IVE perceived by students and teachers in terms of engagement and 

usability? 

3. What is the impact of the visual context on students’ ability to demonstrate science learning? 

4. What evidence is there in what students do and say that gives insight towards their 

understanding of scientific inquiry and content? 

2. Theoretical and Research Context 

2.1. Scientific Content and Inquiry 

Prior to the twentieth century, science education primarily focused on the content of science, what 

Dewey called the outcomes of science, leaving the practice of inquiry to the scientists themselves [3–5]. 

An early scientific inquiry advocate, Dewey campaigned for an integration of content with process so 

that learning science better reflected science as practiced. By the middle of the twentieth century, the 

focus of science began to be more about relationships than ‘uncovering truths’, which led to a 

reinvigorated focus on teaching the processes of scientific inquiry in the K-12 classroom. The view 

today is that science cannot be understood, learned, or taught if content is separate from process [3]. 

The original National Science Education Standards (NSES) [6] suggested that students should 

understand inquiry as a multifaceted activity that involves actively making observations, formulating 

hypotheses, gathering and analyzing data, and forming conclusions from that data. Doing less than that 

minimizes the complexity that is science, and creates misconceptions around what constitutes science 

and how it develops [7]. For example, Klahr has researched the way science is conducted [8] and 

created a model - The Scientific Discovery as Dual Search-which states that scientific processes are 

conducted within a specific problem space and embedded in scientific content understanding. 

As one example of how some are interpreting these recommendations, the Massachusetts State 

science standards call for inquiry and experimentation to be guiding principles that are integrated 

seamlessly into content strands [9]. As a historical aside, earlier drafts of the Massachusetts science 

standards actually had scientific inquiry as a specific set of standards, but it was argued that scientific 

inquiry was too important to be viewed as an item to be completed and checked off. Therefore, it was 

added as an overall principle whose impact should be considered on all that was accomplished in the 

science classroom. 

While the research on the impact of teaching scientific inquiry is still under debate in part due to 

definitional differences of classroom-based scientific inquiry [10], we choose here to focus on studies 

that investigate the impact of integrating learning of content with scientific inquiry as defined above by 

the NSES and as the Massachusetts standards suggest be done. These studies indicate that integrating 

content and inquiry can positively impact both affective aspects as well as learning. For example, 

Gibson and Chase [11] found that a scientific inquiry-based summer science program had a long-term 

positive impact on attitudes toward science and interest in science careers for middle school children, 

even controlling for initial interest in a scientific career. One of us [12] found that after-school and 

summer scientific inquiry-based experiences also positively impacted the growth of scientific career 

interest among middle school students. Other large-scale research indicates that integrating scientific 

inquiry with content improves learning and retention [13,14] even as measured by standards-based 
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assessments [15,16]. Given that the research indicates that integrating scientific inquiry with content 

impacts learning and career interest, it is particularly important that this integration happens in  

the early grades since a student’s decision to pursue a scientific career seems to be formed by the 

eighth grade [17].  

2.2. Developing and Assessing Students’ Scientific Inquiry and Content 

Unfortunately, the goal of integrating inquiry with content in the science classroom is difficult. The 

new conceptual framework for science education draws attention to the fact, indicating that currently 

“[science education] emphasizes discrete facts with a focus on breadth over depth, and does not 

provide students with engaging opportunities to experience how science is actually done” [2; p1]. 

Indeed, in one study, 80% of K-8 science classrooms in the U.S. were found not to teach science 

content integrated with inquiry [18]. The obstacles to teaching content with inquiry are the subject of 

much research [19]. One of the identified problems is the impact that standardized testing has on 

classroom practice, the oft-mentioned teaching to the test. Numerous reports have indicated a need to 

match assessments to the curriculum (e.g., [20,21]). Thus, if students are supposed to learn with 

scientific inquiry, then their assessments should also be inquiry-based. In that case, teaching to the test 

is exactly what teachers should do as the tests reflect what should be taught. Further, if classroom 

instruction should be contextualized with real world connections as is typically recommended [21], 

then assessments should be similarly contextualized. This idea is strongly rooted in the tenets of 

situated theory, which states that learning happens best when conducted in the environment in which it 

is to be used [22,23].  

Currently, the policy climate in the United States puts the burden of assessment on standardized 

tests. However, these tests often do not reflect what should be taught in the classroom or give a full 

picture of what a student knows or understands about the complexity of science [24]. Research 

indicates that students tend to take and pass science tests, but often are not able to understand larger 

concepts, which typically are not tested on multiple-choice tests [25]. In addition, the format of these 

tests makes it difficult to assess scientific inquiry as defined by the NSES since inquiry involves higher 

order skills that are not easily measured by multiple-choice tests [26,27]. Consequently, students are 

frequently assessed on whether they understand terms such as “hypothesis” or “control,” while in-

depth assessment of their abilities to formulate questions and hypotheses, and design and analyze 

experiments, is neglected [28]. In these cases, teaching to the test undermines the recommendations 

and directives of various state and federal policy doctrines. Concurring, the Carnegie report [20] 

suggests that the current testing system in the United States focuses heavily on assessing knowledge 

and interpretation to the detriment of more scientific inquiry-based topics. 

Some state and federal assessments have tried to address this problem by including detailed open-

ended questions. However, in order to set the context for the question, lengthy text-based scenarios are 

often included. These questions then rely on students’ reading abilities as much as on their science 

knowledge. For example, one released 2009 NAEP scientific-inquiry based open-ended question asks 

the following:  

“Janet has four identical containers. In each container there are 200 grams of a different 

colored sand, as shown below. All the sand is at the same temperature and has the same grain 
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size. Janet leaves the containers out in the full sun for three hours. Then she measures the 

temperature of the sand in each container. Her results are shown below. Explain why the 

temperature of the sand in each container is different.”  

(http://nces.ed.gov/nationsreportcard/itmrlsx/search.aspx?subject=science) 

The readability scores for this introduction based on the SMOG test is 10th grade, and yet this 

question is on the 4th grade test! In addition, the question includes a set of pictures and a data table to 

analyze. Clearly this question is testing reading as much as it is science, which disadvantages English 

language learners and poor readers. In Pennsylvania, a state where the population of English language 

learners has more than doubled in the last 10 years (in Philadelphia alone it tops 15% of the student 

body) and 33% of all students fail to reach reading proficiency (in Philadelphia 60% fail to reach 

reading proficiency), reliance on English reading skills calls into question how to use scores on tests 

like these. Does a student’s score indicate their science knowledge or their reading ability? For some 

students, this is unclear. 

This issue is not relegated to U.S. tests alone. It has also been raised regarding the large-scale 

“Trends in International Mathematics and Science Study” (TIMSS) science assessment, where in one 

study it was shown that students could correctly answer science questions in an interview that they had 

answered incorrectly on a TIMSS implementation because of poor reading and English language  

skills [29]. 

2.3. Better High Stakes Tests 

Shavelson and Baxter [30], working from a premise that good assessment is directly linked to 

learning, compared five different forms of assessment of scientific inquiry—conducted to solve 

problems in specific content areas—to what they believed was the gold standard: direct observations of 

students solving problems. Their five assessment formats were: (1) lab notebooks, (2) computer 

simulations, (3) short answer paper and pencil questions, (4) multiple choice questions derived from 

practice, and finally (5) decontextualized standardized test questions of science achievement. 

Shavelson and Baxter found that the design of the non-test assessments was time-consuming but could 

result in high-quality assessments of learning. They also found that multiple-choice tests seem to tap 

into a different aspect of learning than other forms of assessment, as the correlation between student 

outcomes on these tests and the performance assessments was only moderate. They further suggest that 

each assessment format taps into a different facet of student understanding, and that to get a full 

understanding, multiple pathways should be used. This last piece of advice portends the recommendations 

in the Carnegie report, nearly 20 years later. 

Clearly, the question then becomes: what would a better science test look like? We propose that 

there are four conditions for designing better science assessments. First, the test must assess scientific 

inquiry in the context of content. While understanding how scientists work is itself a content area, it is 

only one aspect of scientific inquiry [6]. Students should also be asked to use science practices in a 

natural way to show a deeper understanding of what scientists do and why they do it. It is impossible 

to assess this latter aspect of scientific inquiry without embedding its assessment in content. Second, 

the theory of situated cognition would argue that students will have a difficult time applying their 

classroom-based understanding of science inquiry and content to the decontextualized questions found 
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on a multiple choice test. On typical paper-and-pencil tests, the material is not only isolated from the 

context in which it was learned, but also from where it will be used [31]. Thus, our second condition is 

that assessments should contextualize the question. Third, the tests must be time and cost efficient for 

grading. The results need to be provided to schools, teachers, parents, and students in a timely fashion 

if they are to inform teaching and learning. Fourth, they must be able to show evidence of reliability 

and validity. Students’ scores on tests should reflect their full understanding of science, not their 

reading abilities or any single facet of their science knowledge. These four conditions—integration, 

contextualization, efficiency, and statistical reliability/validity (“ICES”)—together can create a litmus 

test for good high stakes science assessment.  

To address some of these conditions, alternative methods of assessment have been promoted [19]. 

However, in most cases, such methods are unable to address all four of our conditions. For example, 

the Carnegie report suggests that portfolios can be used to integrate assessment of scientific inquiry 

with content and clearly situate the assessment in the environment in which learning happened (the 

classroom). Thus, the use of portfolios does indeed address the first two of our conditions. However, 

portfolios require time-intensive hand grading by well-trained assessors, violating the third condition, 

and because they are hand-graded, portfolios suffer from a lack of reliability and, depending on how 

they are structured, issues of validity as well [1,32]. Therefore, while useful in many ways, portfolios 

fail as good high stakes science tests based on our four conditions.  

In 2009, the NAEP outlined their framework for an approved science assessment. The new 

framework highlights a number of key features, among which are the inclusion of questions requiring 

inquiry skills and the piloting of interactive computer tasks [33]. Unfortunately, while this is an 

improvement, even the computer tasks fail at the least on providing contextual clues. One new option 

that is being considered is using immersive virtual environments as a platform for science assessments 

that might meet these four conditions. 

2.4. Immersive Virtual Environments and Assessment  

In an attempt to move beyond cookbook inquiry instruction toward a comprehensive approach for 

science learning, a growing number of researchers are turning to immersive virtual environments 

(IVEs). These game-like environments enable the situating of science inquiry practices and content in 

realistic contexts that have been shown to be engaging for students and beneficial for learning––

particularly for students who do not do well with more traditional science instruction [19,34, 35].  

IVEs are often created as simplified multimedia simulations of realistic situations and places. 

Players navigate IVEs, represented by an avatar, wandering through virtual countryside and cities, 

viewing landscape, entering buildings, driving vehicles or riding animals, and exploring. IVEs 

typically utilize a back-end database that records all interactions that take place within the 

environment, producing data from students that can be analyzed to infer evolving levels of competency 

around science inquiry and concepts [36].  

IVE-based science curriculum has the advantage of placing problems in an authentic context for 

students to solve while providing meaningful information on patterns of learning over time to both 

students and teachers. Steele [37] reports that if students can learn to connect any concept they are 

learning to real-world situations, not only will it make the concept more meaningful but also help make 
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it easier to understand and remember. Part of the promise of IVEs is their capability to create immersive 

experiences with problems in contexts similar to the real world. In particular, research indicates that 

using IVEs for learning and assessment offers additional details about student understanding, giving 

information about students’ strategies in solving the problem plus their solutions [38].  

Research is beginning to emerge on the question of how well IVEs can be used to situate 

assessments. For example, Shute et al. [39] explore the idea of conjoining immersive games with 

embedded assessments to create what they label “stealth” formative assessments. Shute and her 

colleagues argue that player interactions in a game can be assessed in real-time using probability 

analysis techniques. The sum of these interactions over the course of a game adds up to meaningful 

evidentiary records of understanding of the content and processes taught in the game. Game players 

can be continuously and invisibly assessed as they work through series of challenging tasks situated 

seamlessly into game play and narrative [40].  

In a study of the River City IVE curriculum, one of us [38] used assessment data gathered on 

students’ actions in River City to investigate changes in their scientific inquiry processes over four 

visits to the virtual town, and to explore how their self-efficacy in science impacted those changes. The 

study found that on average students increased their data-gathering activities with each visit to the 

IVE, and that initially self-efficacy levels correlated with the number of data-gathering actions in 

which they engaged. In other words, high self-efficacy students engaged in more data gathering than 

students with low self-efficacy, as self-efficacy theory would predict. However, by the end of their 

time in the River City IVE, initial student self-efficacy no longer correlated with data-gathering 

behaviors. As another example of how embedded assessment techniques can be used to understand 

more about student inquiry learning in virtual environments, Ketelhut and Dede [41] discovered in 

further analysis that, on average, increases of only eight inquiry activities in the River City IVE were 

associated with an increase of 5% on science content scores (p < 0.02). 

2.5. SAVE Science 

Building off our work in River City and enacting similar ideas to those proposed by Shute, we are 

developing assessments of scientific inquiry embedded with assessments of content. The SAVE Science 

(Situated assessment using virtual environments for science content and inquiry) project utilizes our 

four conditions for good high stakes assessment to design and implement a series of IVE-based 

modules that assess both science content and inquiry taught in the middle grades science classroom. In 

the SAVE Science project, middle school students have an overall goal of uncovering the likely 

contributors to a series of problems facing a virtual world (e.g., sick farm animals, weather-related 

disasters, and urban planning). Students enter the SAVE Science IVE multiple times over the course of 

a school year, conducting a new inquiry quest on each visit, being assessed on understanding and 

application of content just studied through classroom-based instruction. 

The SAVE Science project makes use of an IVE called Scientopolis that we have developed. 

Throughout the assessment modules, student interactions are recorded in a database allowing us to 

analyze both explicit answers to questions posed by the lead computer-based character that the 

students meet in each module as well as students’ actions in coming to those answers. Automatically 

recorded in-world interactions are used to understand students’ problem-solving behaviors, and are 
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recorded in the database with a location and time-stamp. This allows us to assess students’ processes in 

solving the posed problems in addition to their solutions.  

While automatically recorded process data helps us assess students’ understandings of material and 

concepts in the virtual world, it is important to assess students’ ability to articulate and apply what they 

have learned. Therefore, each assessment module ends with a series of embedded questions about what 

students conclude and the evidence for that conclusion. These are integrated into the storyline as help 

for the main computer-based character.  

Further, we are looking to see if our assessments provide new information about student 

understanding of the content and skills being assessed beyond that which the schools can learn from 

their in-class tests. The participating school district has several different standardized assessments of 

their curriculum that students are required to take. Using questions from these district assessments, we 

have designed the SAVE Science assessment modules to clearly show, either through student 

behaviors, articulation or both, whether they can answer those questions. 

2.6. SAVE Science and the Four Assessment Conditions 

The design of the assessments takes into consideration our four high stakes science assessment 

conditions, ICES, described above. Here we will describe how these four conditions guide our design 

work. Later in the paper, we will detail how these are effectuated in one module, “Sheep Trouble.” The 

first condition requires that we integrate assessment of content with scientific inquiry. By creating 

problem-based assessments, students must use their scientific inquiry skills to solve the content-based 

problem, while the tools they choose and how they interpret data gathered through use of those tools 

relies on their understanding of the content. For example, if you are given a barometer and a 

thermometer and asked to predict if a storm is coming, you would choose the barometer to see if the 

air pressure is dropping indicating an arriving storm. Choosing the thermometer would imply a lack of 

understanding of air pressure changes associated with weather fronts.  

In SAVE Science, we carefully outline specific content and scientific inquiry objectives for each 

module and design the scenario with gaps that students must fill with their own knowledge. Their 

success in doing so, as indicated by both their processes in the world and their articulation at the end, 

reflects how well they understand those specific objectives. 

The second condition, contextualization, is difficult to achieve on a multiple-choice text-based test, 

but is actually the main strength of virtual environments. For example, on a 2010 Pennsylvania System 

of School Assessment (PSSA) standardized test [42], the following question on adaptation is asked 

baldly with little context:  

“The picture (see Figure 1) below shows a type of fish that is adapted to live in the 

weedy areas of freshwater lakes. How is this fish adapted to live in the weedy areas in 

freshwater lakes?  
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Figure 1. The fish. 

 

a) The upper fin looks like another fish. 

b) The lower fins look like the legs of a turtle. 

c) The stripes of the fish look like plants in the water.  

d) The mouth of the fish looks like the bottom of a lake.” 

To interpret this question, students would need to imagine a freshwater lake with weeds, thus 

testing their ability to imagine the lake as well as their understanding of adaptive coloration (the 

correct answer is “C”). For urban-based students without experiences with freshwater lakes, this 

becomes a much more difficult question than for their suburban or more well-travelled peers. 

However, if this same question was asked embedded in a virtual environment, the IVE could include a 

freshwater lake with weeds that has the appropriate fish swimming around. Students could observe the 

fish swimming among the pond weeds before answering the question. Their difficulty in finding the 

fish (since the stripes camouflage it) would give them the contextualized clues needed to apply their 

understanding of adaptive coloration to answer the question. 

Efficiency is the hallmark of the third condition. Our purpose in SAVE Science is to create an 

assessment that integrates science content with scientific inquiry, and has the ultimate goal of data 

mining the recorded student actions and communications in order to produce an assessment report. 

Since all students’ actions and answers are recorded in a database, we envision ultimately having the 

virtual environment ‘score’ students’ progress through the assessment module and deliver both a 

quantitative score on various measures and key phrases from the students’ answers for teachers’ 

formative use. Progress toward this goal is ongoing. In this paper, we report on our first interpretation 

of how successful our design is in creating tasks that could be automatically scored.  

The most challenging conditions to ascertain with IVE-based assessment are reliability and validity. 

For if we accept that current tests are fraught with difficulties, then we may not want to look for 

correlations between the results of our IVE-based assessment and results from current tests—the 

traditional way of assuring validity—as we are suggesting that there are validity issues with current 

tests. Therefore, in the SAVE Science modules we are building in triangulation data to allow us to 

ascertain if computer generated scores match up with other measures. These other measures include: 

classroom observations (as discussed above this was the gold standard according to Shavelson and 

Baxter), interviews and focus groups (the measure used in the previously measured TIMSS study), and 

open-ended questions where students must explain their answers in their own words. Using content 

experts scoring these last, we can look for content validity in our assessment.  
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3. Methodology 

3.1. Research Questions 

1. How can an IVE be designed for assessment with emphasis on integrating scientific inquiry 

with content? 

2. Once designed, how is this IVE perceived by students and teachers in terms of engagement and 

usability? 

3. What is the impact of providing visual versus textual context for assessment questions on 

students’ ability to demonstrate learning? 

4. What evidence is there in what students do and say that gives insight towards their 

understanding of scientific inquiry and content? 

3.2. Site and Sample 

Sheep Trouble was the first assessment module to be designed for the SAVE Science project. It was 

first implemented in a mid-Atlantic school district, classified as a near-urban district. Of the students in 

this school, 19% are on free or reduced lunch—a proxy for poverty— 18% are racial minorities. The 

seventh grade science teacher in the sole middle school volunteered one of his classes to participate. 

The mid-morning class consisted of 23 students, of which 20 were present on the day of the pilot, 

evenly split between girls and boys with demographics typical for this school. The content of the 

relationship between biological structure and its function which the Sheep Trouble module assesses 

had been covered earlier in the semester.  

3.3. Procedure 

Students met in the computer laboratory for a single class period. Several research staff, including 

the authors, were in attendance and introduced the project to students by telling them that they were 

about to take a new kind of science test, that this test would assess their understanding of adaptations, 

and that they would have the entire period to complete it. Further, they were told that since this was a 

test, silence would be expected and enforced, but if they had issues with the software they should let us 

know. After this introduction, students logged in to the module and began trying to solve the problem. 

As students completed the module, we engaged them as junior researchers to write an evaluation of the 

test along with their recommendations for improvement. Circuit breakers tripped repeatedly on six 

computers preventing those students from completing the assessment. The 14 other students completed 

the assessment in under 20 min; a ten minute class discussion (led by the first two authors on this 

paper) on what caused the problem with the new sheep ensued. Three students were chosen by the 

teacher to be interviewed by a regional official, not directly affiliated with the project or the school. 

3.4. Design of Sheep Trouble Assessment 

“Sheep Trouble” is the initial module in SAVE Science and assesses student understanding of 

concepts of adaptation and structure/function that underlie beginning speciation. The module is 

designed so that by interacting with farmers and sheep on a virtual farm, students gain the contextual 
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understanding they need to apply their classroom learning to more meaningful assessment tasks. We 

designed the assessment curriculum and the Sheep Trouble module to address our four conditions for a 

high quality assessment that we highlight below. All interactions within the module are written at a 7th 

grade reading level using the Flesch-Kincaid Grade Level test [43]. 

In Sheep Trouble, students enter a medieval-like world (see Figure 2 below) where they are met by 

a farmer character. The farmer asks students to help him find a scientific explanation for why his 

recently imported flock of sheep is in poor health. Students discover that many of the townsfolk think 

that the new sheep are sick due to “bad magic” and that the new sheep must be destroyed quickly 

before the bad magic spreads to the local sheep. The farmer asks the student-scientists to apply their 

skills to suggest possible science-based contributors to the new sheep’s poor condition. Students are 

given virtual tools for data collection and can also observe visual clues about the environment itself 

(for example, most of the newly imported sheep are gathered at the bottom of a hill on the farm, where 

there is little grass; while the ‘original’ sheep are mostly at the top of a steep hill in lush grass). 

Students use a question and answer system to communicate with a farmer and his brother (see  

Figure 3). They can also interact with a large number of the new and local sheep scattered around the 

farmyard. The local “original” sheep (sheep from stock that have been raised locally for centuries) are 

all healthy. Students can use virtual rulers to measure the sheep’s legs, body length, and ears, and can 

access information on sheep weight loss or gain, age and gender. Once students feel they have 

gathered enough information to form a hypothesis, they return to the farmer and explain their 

hypothesis for why the new sheep are failing to thrive. 

Figure 2. Scientopolis: the SAVE Science world. 
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Figure 3. The question and answer communication process. 

 

Students are provided with access to information related to the problems through posters, computer 

agents, and the design of the virtual world. For example, a poster on the farm explains that the new 

sheep come from a very different geographic locale (a flat, snowy island) from the current farm (hilly, 

rocky, and dry). By applying their knowledge of scientific inquiry and of adaptation through 

exploration of the virtual world, students can discover that to get to the best grass, the new sheep need 

to climb a hill. Students gather evidence and can reach the conclusion that the newly imported sheep 

are not adapted for this new environment, which requires them to climb steep hills for food. As a 

result, they are failing to thrive.  

In this module, students are being assessed on specific state science standards (from an East Coast 

state) related to both content and scientific inquiry (our first assessment condition). Using the 

associated state standards, we identify how they are embodied in Sheep Trouble: 

1. “Changes in environmental conditions can affect the survival of populations and entire 

species”—students need to recognize that the new flock of sheep has been transplanted to a 

very different environment from the one to which they are adapted and using their classroom 

learning about adaptations, infer that this might be impacting their survivability. 

2. “Describe the structures of living things that help them function effectively in specific ways 

(e.g., adaptations, characteristics)”—students describe the structural differences between the 

two flocks as indications of adaptations to different environments. 

3. “Explain how different adaptations in individuals of the same species may affect survivability 

or reproduction success”—students explain how the different adaptations impact survivability 

of the two flocks. 

4. “Apply appropriate measurement systems (e.g., time, mass, distance, volume, temperature) to 

record and interpret observations under varying conditions”—students should choose the 

appropriate tools (ruler, scale, graphing tool) for gathering, recording and interpreting data. 

5. “Interpret data/observations”—students collect data but before they report to the Farmer at the 

end on what they have found, they must make sense of this data. 
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6. “Use evidence, such as observations or experimental results, to support inferences about a 

relationship”—students need to identify the evidence that supports their hypothesized 

relationship. 

7. “Use evidence from investigations to clearly communicate and support conclusions”—students 

must communicate their findings and conclusions to the Farmer at the end of the test, using 

evidence they have collected to support their conclusions. 

Our second condition, contextualization, is derived from allowing students to manipulate an avatar 

who represents them as a student-scientist and explore the farm. Rather than list the various clues to 

solve the problem as is done on tests (for example, the previously mentioned fish example lists that it 

lives in a freshwater pond with weeds), students can see the clues in context (grass at the top of the 

hill, different shaped sheep, etc.) and then apply their understanding of adaptations to gather the 

appropriate data and interpret the clues.  

Efficiency is the third condition and is found in how Sheep Trouble will be graded. Ultimately, we 

plan for the assessment anchors embedded in the module to be computer-graded and so have built into 

this various aspects that allow for this. As an example, assessment anchor #5 above states that students 

must interpret data. In Sheep Trouble, students are provided with a graphing tool. However, to use that 

tool, students must make choices that show their understanding of how to interpret data. The first 

choice that students face is whether to include both sheep types on their graph or only one. Choosing 

both types to graph indicates student knowledge of the role graphing plays in helping them understand 

what if any differences exist between the two flocks. Their second choice is on what data to graph,  

and preferably would be only one type of data so that the graph clearly illustrates whether that 

characteristic differs from new to old sheep. Since these are clickable choices, they are recorded in the 

database, and a grade report showing whether students can use graphs to interpret their data can be 

immediately available to teachers.  

In Sheep Trouble to gather validity data for this measurement, we ask students through the 

conversation with the Farmer at the end of the assessment module to explain why they think the 

problems with the sheep do not have magical causes in several ways: open-ended response, listing 

three sources of evidence used to reach their conclusions and then ranking that evidence in order of 

importance. This data, along with the computer generated grade report, will allow us to gather 

reliability and validity evidence for the computer-generated report. Further, once students finish the 

module, they are asked to ‘debrief’ their experience by explaining what they found in writing on a 

hardcopy report. This report is then submitted to the research team to triangulate with what students 

did in the environment. Once the entire class is finished, the teachers conduct a class discussion on the 

module which is recorded and used similarly by the research team. 

3.5. Analysis 

Qualitative content analysis was used to analyze the data collected for the pilot study which 

included: students’ actions in the module, observers’ notes of all comments students made as they 

explored and completed the module, the students' written evaluation, and the observers’ notes of the 

ten minute class discussion. This data was content analyzed specifically looking for terms and phrases 

alluding to engagement e.g., “fun”, “looking for”, “figure out”, and other action verbs indicating 
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engagement in the game module [44]. Transcriptions of each source of student input, both written and 

verbal, were used to identify evidence of engagement and usability, understanding of scientific inquiry, 

and aspects of improvement of the module. The student answers to the two questions embedded in the 

module were used to assess students’ knowledge of adaptation content. Two researchers independently 

reviewed coded the transcriptions, and then compared analysis. Initially, there was a 77% agreement 

level. Discrepancies were discussed using individual researcher analyses and consensus achieved, 

leading to a 100% agreement. This process was used for each type of qualitative data used for this 

analysis to insure internal validity of coding and analysis. In addition, the students' performance in the 

module, as recorded by the underlying database, allowed the researchers to compare module performance 

with answers to the two end-of-module questions. 

4. Results and Discussion 

4.1. Engagement and Usability 

In order to evaluate whether students were engaged and had few issues in using the environment, 

we looked at whether students were active in the module, and interacting with the various objects and 

computer-based characters. In addition, student comments about their impressions of Sheep Trouble 

were considered. Overall, we found students were active, interacting with both of the computer-based 

characters in the IVE, attempting to gather information from the sheep, and interpreting their findings 

in response to the farmer’s questions. In addition, student comments indicated a high level of interest. 

Table 1 has illustrative student comments on engagement, indicating their enjoyment of the challenge. 

For example, one typical comment was “it was a brain puzzle but still lots of fun.” Other comments, 

column 2 of Table 1, indicate that students were challenged and interested by the problem: “it was 

intriguing.” Overall, student comments indicated that students thought of the Sheep Trouble module 

more as a game than as an assessment. As one student stated, “It didn’t feel like we were just taking a 

test on a blank screen.” 

Table 1. Example student comments (n = 20). 

Engagement Assessment aspects Overall  
it was fun with the evidence  
that you had to find on the  

two kinds of sheep 

It seemed like a  
real-life question 

I liked how you could interact  
with the different people 

the game was very intriguing.  
It was a brain puzzle but still  

lots of fun 

it was sort of a  
challenge 

Give a second hint about what  
the problem is 

Its really fun I think the barriers of the  
game was too small 

I need more stuff to  
interact with 

You get to figure out  
what’s wrong 

It was fairly easy It was really fun because you got 
to go around and explore why  

the new sheep were sick 
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Table 1. Cont. 

Engagement Assessment aspects Overall  

the most interesting part  
was trying to find out what  

was wrong with sheep. 

It was fun and realistic. It didn’t 
feel like we were just taking a  

test on a blank screen. 

Make a bit harder  
and longer 

its real enough looking that  
I can really get into it. 

I think this a great way for  
students to test their skills 

But the story will get old  
and it would probably be better if 

there were different challenges 

All students were engrossed in the task throughout the class period. While the students were 

encouraged to be quiet much as during a “real” test, from time to time when they discovered 

something interesting, they burst out with a comment of “cool” or “did you see that?” Several students 

finished the task quickly and then asked if they could continue to explore the IVE. Looking at the data 

from the database, we found that 11 of the 20 students went back into the virtual world and measured 

more sheep or talked with a farmer again after completing the embedded questions from the farmer at 

the end of the quest, supporting our observations in the classroom of their sustained interest. Two of 

the participants actually completed the embedded final conversation with the farmer twice, but in both 

cases the second attempt was accompanied with odd answers that in one case, the student identified 

was just ‘for fun’.  

Because this was our first implementation, we were very interested to evaluate how easily students 

would interact with the assessment module and how well it would run on typical (old) school 

computers. We found that students had no difficulties moving their avatar around or in interacting with 

the various objects in the IVE. Indeed, a couple of students figured out how to do different things 

while in the world beyond the typical avatar movement via arrows on the computer keyboard, 

including learning how to make their avatar run. Issues of running the software on the school 

computers were non-existent, although the school’s electrical circuits were found to be unable to run a 

full class of computers simultaneously, resulting in circuit breakers tripping periodically. However, 

apparently, this was a known and expected problem for teachers in this school. Unfortunately, this 

meant that only 14 of the 20 students were able to complete the module. 

4.2. Evidence for Scientific Inquiry Understanding 

One of our participating school districts indicated an interest in knowing if students understood the 

importance of forming conclusions based on data. This is not currently well-tested in their district-wide 

assessments from their perspective but it is one of the state standards (“Use evidence, such as 

observations or experimental results, to support inferences about a relationship”) that Sheep Trouble is 

assessing as described above. The data from this first Sheep Trouble implementation does indicate that 

we can gather this information. Students made use of the science inquiry methods they learned through 

regular classroom instruction prior to the module to gather information by measuring the sheep, 

exploring and talking with the farmers. They then used their gathered data to make an inference about 

the problem to the farmer at the end of the assessment. Automatically collected data indicated that all 

students gathered data before reaching conclusions. Some students asked questions of the two non-

player characters multiple times, and all observed sheep characteristics.  
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Further, students used their observations to support their responses to questions from the farmer, 

indicating their understanding of evidence to support ideas in their answers. For example, when asked 

if they knew why the sheep were dying, several students said: “grass is dead in a lot of areas”, “not 

the type of land they (new sheep) are used to–mostly flat where they came from while hills here”. Some 

students did show a confusion of the concept of data as evidence. When asked for their data to support 

their conclusion, they answered with an inference instead, “(they) need different grass,” “(they are) 

not eating enough”.  

4.3. Knowledge of Adaptation Content 

We included two questions from the district science assessment test in an embedded interview given 

by “Farmer Brown” at the end of the module to see if the visual context provided through the 

immersive virtual environment to these questions improved students’ ability to answer them as 

compared to the success rate for the district test where the questions are presented via text as story 

problems. To do this, we slightly modified the questions so that they were about sheep on a farm 

instead of their original context. For example, one question asks about beginning speciation very 

generically, “How would different structures most likely benefit two subpopulations going through 

speciation?” We took this question and situated in on our farm and in our problem: “If these two sets 

of sheep are undergoing speciation, what is the most likely benefit to each sub-population of the 

different leg lengths?” No other changes were made to this question. The second question is about 

adaptation and shows the front half of a head of a tropical-appearing bird, asking: “Based on its 

physical appearance, what is the most likely function of this bird’s beak?” We situated this question in 

the sheep on the farm and asked, “It looks like the sheep's legs are different lengths. What is the most 

likely function of the old sheep's shorter legs?” in this situation we also needed to adjust the responses 

but were careful to match the intent of the original question’s choices: “(a) Kicking rocks over.  

(b) Walking through snowy ground. c. Climbing steep hills. d. Running fast on flat ground”.  

Fourteen students answered both of these questions. Two students answered both incorrectly, eight 

students answered one or the other correctly, and four answered both correctly. Our results for the 

second question on adaptation mirrors those found in the larger school district; however, the percent of 

our students who answered the speciation question correctly was nearly double that of the school 

district. In investigating this further, we found that for the adaptation question there were no 

differences between students who answered correctly or incorrectly in how many sheep they looked at, 

however, students who answered the speciation question correctly had measured 69% of the sheep they 

looked at while those who answered incorrectly had only measured 54% of the sheep they looked at  

(p = 0.10). This provides a tentative indication that contextualizing questions does improve students’ 

ability to answer, if students take an active part in the contextualized assessment tasks, however, since 

our sample was very small and we did not find the same results for the speciation question, we are 

investigating this further.  



Educ. Sci. 2013, 3 188 

 

 

4.4. Aspects for Improvement 

As can be seen in the third column of Table 1, many students asked for more complexity or 

difficulty in future modules. Nearly all of the students suggested changes that involved more 

interactivity and complexity to the story. For example, several students wanted to have the sheep and 

farmers move naturally and this is a design feature we have since built in to subsequent versions of the 

module. They also wanted to be able to explore the hypothetical town that the farmer lived near. 

Subsequent modules allow students to explore different parts of the larger virtual world of 

Scientopolis. 

Several students indicated a desire for more complexity. One student wanted us to “make the game 

more challenging”. The intriguing part of that comment was that while we told them that this was a 

test, the students still overwhelmingly referred to it as a game, despite clearly telling them that it was a 

test. Indeed, one student in an interview afterwards said, “[the game] seemed like a real life question. 

Tests just seem like a made up question on a piece of paper. Even though the game is kind of a made 

up question, it still seems more like a real question”. Clearly, students responded to this assessment 

more as a fun challenge than as a test.  

5. Conclusion and Future Research 

The purpose of this study was to investigate the viability of designing IVE-based science tests that 

integrate content and scientific inquiry assessment. We identified four characteristics, ICES, that we 

think identify high quality science assessments:  

1. Integrated content with scientific inquiry as opposed to separate questions 

2. Contextualized questions to help student apply their learning 

3. Efficient means for grading 

4. Statistically reliable and valid assessments 

We designed the Sheep Trouble assessment module around these four characteristics as indicated 

above. Study data indicates that we have been successful at integrating assessment of content with 

scientific inquiry and in contextualizing the problem. Further, we have evidence that the contextualization 

was helpful for students in showing us what they knew.  

The strength of students’ responses around engagement, however, has caused us to rethink our four 

characteristics. Typically, engagement is not an aspect as seriously considered in test design as it is in 

curriculum design. Given that we were designing a test inside an environment that evoked gaming,  

we planned for visual and interactive engagement of students. For example, the sheep are more  

cartoon-like than real, the farm has interesting places to explore, and there are several different avatar 

designs. However, game designers often state that students see embedded assessments in computer 

games as the tests they are. In an unpublished study of a summer camp built around the River City 

IVE, one of us found students avoiding interactions with a computer-based newspaper reporter (the 

embedded assessor) because they said they did not want to stop exploring the IVE to take a test. In 

other words, the students recognized the embedded character as a thinly disguised test. However, 

keeping students’ attention on a test embedded in a virtual environment means that they are more 

likely to engage in the difficult cognitive activity required by well-designed test questions. This 
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overlooked characteristic of well-designed science assessments, engagement, therefore becomes our 

fifth aspect in the newly named ICESE framework. 

The implementation described in this paper improved our understanding of how to create efficient 

assessments of scientific inquiry and content. In Sheep Trouble, we found it relatively easy to identify 

students who understand what constitutes evidence and how to interpret that data. What was much 

more difficult was discerning gradations of student understanding related to the embedded assessment. 

In this study, we had evidence that higher levels of engagement with the module represented by 

increased levels of sheep investigations predicted for better scores on traditional multiple choice 

questions, but that connection was not fine-grained enough to suggest that these type of tests can assess 

student knowledge of concepts along with scientific inquiry. We have used insights from this first pilot 

study to redesign Sheep Trouble and other subsequent assessment modules to include embedded 

prompts that will give us clearer evidence of student understanding of the integrated content and 

inquiry assessed in this module.  

Based on findings from this initial study, and on subsequent Scientopolis implementations, our 

future research in this area will focus on ICESE framework development and validation. In the study 

reported here, we focused on the first two aspects of this framework: designing modules that integrate 

assessment of science content with science inquiry and investigating the impact of contextualizing 

assessment. Future studies will investigate the other three components of the framework: efficiency 

and statistical validity of our modules, and the impact of creating engaging assessments on students’ 

self-efficacy and interest in science. To explore these components, we plan to (1) investigate our 

system’s ability to automate evaluation of learners’ evolving state of understanding as indicated by 

their actions in the IVE assessment, and provide clear formative and summative evaluation data back 

to teachers and students; (2) redesign our existing IVE-based assessment modules based on 

sophisticated data mining findings to bolster assessment validity, while investigating validity of the 

redesigned assessments across diverse traditional and non-traditional settings; and (3) explore factors 

affecting student engagement, teacher uptake of the technology, and sustainability of IVE-based 

assessments by implementing the redesigned modules across delivery platforms (mobile and desktop). 
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