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Abstract: Along with the importance of digital literacy, the need for SW(Software) education is steadily
emerging. Programming education in public education targets a variety of learners from elementary
school to high school. This study was conducted for the purpose of judging the proficiency of low
school-age learners in programming education. To achieve the goal, a tool to collect data on the entire
programming learning process was developed, and a machine learning model was implemented to
judge the proficiency of learners based on the collected data. As a result of determining the proficiency
of 20 learners, the model developed through this study showed an average accuracy of approximately
75%. Through the development of programming-related data collection tools and programming
proficiency judging models for low school-age learners, this study is meaningful in that it presents
basic data for providing learner-tailored feedback.

Keywords: computer education; programming education; leaner classification; log collection; Scratch
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1. Introduction

According to a digital revolution in modern society, many countries have shown
changes in education policy, such as starting SW education for elementary school stu-
dents [1]. Starting with the UK in 2014, Korea in 2015, and Japan in 2017, many countries
have included programming education in their elementary school curriculum [2-7]. More-
over, in OECD Education 2030, digital literacy along with literacy and numeracy are
included as competencies for living in the current age in the same context [8]. To foster
digital literacy, programming education for learners with a low learning age is conducted
with block-based programming education rather than text-based programming [9-11].

The difficulties of programming education for novice learners have been confirmed
through many studies [11-13]. The difficulty of the programming process is that when an
error occurs, the cause is not known, so even if the problem is solved, the procedure is
not correctly recognized. Without the help of the instructor, the cause of the error cannot
be identified and easily missed. Scratch, an educational programming language, works
through “trial and error’, and the learner’s difficulty appears relatively low [14,15]. “Trial
and error’ in Scratch includes the process of learning while debugging through sprites
in real time. However, even if one has completed the program, if one is not aware of the
process through which it was completed, the learning effect will be reduced. In other words,
if a meta-cognition of what learners know and do not know on their own is formed in the
programming process, it will contribute to enhancing the learning effect [16].
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If errors that occur during programming can be checked and fed back, it will con-
tribute to enhancing the learning effect. For learners, it is possible to keep their interest in
programming by minimizing the decline in learning motivation. However, in the current
programming learning situation, there is a limit to checking the programming process of all
students because the instructor may be in charge of more than 20 students [17]. To support
programming for adults and college students, peer evaluation and online judgement are
being used. However, the support for the programming process is insufficient compared to
the support for the results [18].

Studies have been conducted to analyze the learner’s programming process and to
support programming. It was analyzed based on the record of the learner’s programming
process. In other words, the programming process was analyzed by checking the final result
of the code written by the learner or by recording and reviewing the learner’s programming
process [19]. In this case, rather than supporting the programming process in real time,
there is a limit to support after the results are displayed.

In order to support programming learning, it is necessary to analyze the learner’s
programming process and provide real-time feedback to maintain the interest in learn-
ing [20]. Real-time support of programming learning should accompany the entire process
of learners’ programming and include various data analyses [21]. That is, if patterns of
errors are identified in the programming process and feedback is provided at difficult
points, the process will be able to support programming learning.

Therefore, this study conducted basic research to support learners in real time in the
programming process [20]. In other words, it analyzed the learner’s programming log to
confirm points of difficulty in the programming process. The point of difficulty is used to
classify the behavior types for programming and to provide appropriate feedback for each
behavior type.

The CNN(Convolutional Neural Network)-based learning model checks whether it is
possible to classify the programming log of a specific project activity by dividing it into a
programming dataset of a proficient user and a programming dataset of an inexperienced
user. Subsequently, the accuracy was extracted using the datasets of other students.

2. Related Work

Clues for determining whether learners are learning programming education correctly
are often lacking, depending on the perspective. In a one-to-many setting, such as the
teacher—student relationship in a school, various cues are missed or not collected. The
data of programming learners from existing studies are used to verify whether a teacher is
suitable for judging learners.

Evaluation and analysis studies to check whether the learner’s programming process
data affect the learner’s learning level have been continuously conducted. In this section,
we discuss the programming data analysis that this study intends to proceed with and
related research on how to use the data.

2.1. Learning Process Analysis Study

There are many ways to analyze the programming process. S. Y. Lye and J. H. Koh
conducted process analysis while the teacher directly watched the student’s programming
process or reviewed the video recording to assist the student’s learning. As the number
of hours of training increases and the scope of education increases, the scope of feedback
required for students increases and the number of parts that learners do not know increases,
so this method is inefficient and incorrect [19]. Moreno et al. proceeded to evaluate com-
putational thinking ability based on the project file that results from the programming
activity. This evaluation method based on output may be suitable for a test that evaluates
only the result, but it does not sufficiently reflect the learner’s programming intention or
situation [22].

In one-to-many cases, systems that enable teachers to understand learners’ program-
ming processes must have educationally grounded skills. In order to confirm the hypothesis
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that the programming process is related to the learner’s achievement, this study confirmed
a related study that left the programming process as data. J. Helminen and two others
collected data of students solving Parsons programming problems. The web programming
tool used in this study has a ‘Get Feedback’ button, which allows the learner to receive
the feedback requested by clicking this button [23]. The researchers collected these records
to gather data about situations in which the learners struggled. This method is effective
for capturing the moment when feedback is needed, but data for estimation is insufficient
because it does not collect all the processes up to that point. The study of D. Filva et al.
traces the mouse trajectory that learners program in the Scratch editor [24]. The tracked
path and click position data are collected as a single dataset, and the learner is classified as a
designer type or a coder type. Due to the characteristics of the Scratch programming editor
(the location of the programming block where changes have already been written), there is
a limitation in that it is insufficient to distinguish learners. In the study of M. Kong et al.
the behavioral data of learners programmed in Scratch were collected as one dataset on
the before—after relationship [25]. Using the data collected in this way, we created data to
predict what the next action will be when the learner takes a certain action. This study
speculates on programming behavior that applies to anyone. Although this study has a
good premise to generalize, it lacks clues about how learners exhibit the resulting behaviors
in various situations. In this study, the entire programming process is used as continuous
dataset to reflect both the before and after of the behavioral process.

2.2. User Data Classification Study

If a neural network model is created based on the user’s pattern, the behavioral pattern
of an invalidated user can be distinguished. When user behavior data are generated as
two-dimensional data, the model shows high accuracy when using a convolutional neural
network compared to other neural network models. Looking at the CNN proposed by Y.
LeCun’s research, the algorithm using a two-dimensional array does not require direct
feature extraction and can be sufficiently processed as long as the computing power is
improved, even when the data are increased [26].

In the study of G. Cao et al., a system that can accommodate sensor values of various
channels on the face was built for facial expression recognition [27]. It was effective in
recognizing facial expressions when using CNN by generating data obtained through the
system as two-dimensional array data. The fact that each sensor datum, which cannot be
regarded as irrelevant, can be distinguished even if it is displayed in two dimensions rather
than a three-dimensional or more multidimensional array is closely related to this study.

Various types of CNN are available depending on the type of data input or the desired
result. According to the research of F. Ning et al., 2D-CNN is the best to create a model for
classifying 3D modeled mechanical parts. The result shows that the efficiency of the model
created through preprocessing and trained through the CSV file is higher than the result
obtained by learning the 3D file itself on the 3D-CNN model.

3. Development Methods

In this section, we set up the programming environment and analyze the form of data
to be collected in order to check how to use the learner’s programming log to analyze the
process. A learning model was set up for the purpose of classifying these data and the skill
level of the learner.

3.1. Development Environment

This study examines the relationship between the learner’s programming process and
the learner’s proficiency. For research, we need data quantifying the learner’s programming
process and a learning model to analyze these data. A separate log collection tool is required
for data collection. The tool used for log collection is a programming log crawler developed
for this work. The programming log crawler processes data in two servers, as shown in
Figure 1. The result of programming in the Scratch editor is transmitted as a JSON-type
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script, and the JSON file is transmitted and saved from the client to the database server.
If a learner inputs an index before programming, the learner and the project are stored
separately in the database.
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( \ Json script
Web Page (project name: blocks) RDS EC2 Server
(prczject name: ch)ent) (app: MysQL) (project name: server)
library: react

Figure 1. Data flow diagram of a programming log crawler.

Scratch was selected for this study because it is the most used language among block
programming languages. The reason for choosing a block programming language is that,
first, it is used as a learning language for novice learners, as it is burdensome to provide
CUI (Character User Interface) in learning [28]. Programming learners who are accustomed
to programming can recognize what they do not know, but novice learners cannot. A block
programming language that is easy to visually understand what is not clear was selected.
The essence of this study is to develop a tool that enables teachers to check the programming
process and provide feedback to assist learners in learning. Second, the block programming
language is effective in confirming the change that occurred at the time of the click. In a
block programming language, it is difficult to perform more than two actions at a time
when a single click occurs. By comparing the programming log created before the click with
the programming log immediately after the click occurred, one can categorize what kind
of action was taken. Using Scratch, one can easily represent the learner’s programming
process numerically compared to other string languages.

As a result of implementing the functions, it was possible to collect the learner’s log
through the editor, as shown in Figure 2.

ZP0E
= 4 « N
A.,Exw‘
o NI
o GBI
QI &S
. =)
w
o NOXImm
o NImEmT
- o 1
«««««« SR

HE
] )

1

EI?
olo
HE

HUENE BR28E - (R FH

00

Figure 2. A view of the programming log crawler used in the study.

The raw data collected through the programming log crawler are difficult to distin-
guish with the naked eye. The programming log crawler analyzes the difference between
the JSON script remaining before the learner clicks and the JSON script right after the click
is made to understand the learner’s behavior type. Data are extracted in CSV format by
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classifying each learner from the database. When the extracted raw data are opened, they
are composed as follows.

idx,project_json,created
21664, “{“meta”: {“vm”: ... , “2021-06-16 17:22:36"}"
21666, “{“meta”: {“vm”: ... , “2021-06-16 17:22:39"}"

In the data above, the log the learner programmed is in “{“meta”:.... By parsing
the programming log in this area and comparing the necessary data, the behavior type
can be extracted. The extracted behavior types were classified into eight types of blocks
including the first seven types: ‘add code’, ‘delete code’, ‘code copy’, ‘code order change’,
‘code position change’, ‘code internal value change’, and 'no change’ and by adding an
eighth type 'detection of other changes’ as an extra. The data to be actually generated are
composed of seven columns using seven types, excluding ‘detection of extraneous changes’.
The configured database is displayed as in Figure 3.
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Figure 3. User log collection and database browsing.

Behavior type data consist of seven columns, and, because it creates as many rows as
the number of mouse clicks that occurred during the programming process, the number of
rows is different for each learner with high probability.

3.2. Learning Model

The Conv2d module based on the CNN model was used as a model for learning the
data stored in the csv format of the learner’s programming process. The Conv2d module
has a key value that calculates the size of the output channel according to the size and factor
of the input channel. The Conv2d module uses the convolution layer, which is typically
used in image classification, which has a key value that calculates the size of the output
channel according to the size and factor of the input channel [29].

Using the Conv2d module, we obtained the kernel corresponding to the programming
log of the ‘mature’ learner and the programming log of the ‘immature” learner. The kernel,
which corresponds to the two groups, makes it possible to distinguish whether a user is an
experienced user or an inexperienced user when new learning log data are received.

The difference from a commonly used model in creating a learning model is that the
training data are not of the same size. Depending on the learner, even if the same result
occurs, the number of clicks during the programming process may vary. Unlike the process
of removing or resizing unnecessary parts such as image pre-processing, there are no data
that can be omitted in the programming process. Therefore, it was necessary to recognize
the maximum data size in advance and fill the remaining data with empty tokens.

4. Implementation of Development

In this section, we tried to confirm the usefulness of the model by securing data and
learning through the developed tool. After recruiting actual learners, securing the learner’s
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metadata, and guiding the project to be carried out, project activity data of 20 people were
collected. Next, in order to learn by putting the generated data into the learning model,
the model was customized.

4.1. Data Collection and Further Processing

The result we wanted to achieve through the artificial intelligence neural network
model was to check whether the data of the programming process can be classified accord-
ing to the learner’s programming proficiency. In order to classify the proficiency of the
learner, it is difficult to proceed with the data programmed by the learner without a specific
purpose. This is because it is difficult to identify behavioral patterns or commonalities
appearing in the programming process.

The creation of a specific task is required to generate data to feed into the learning
model. The students participating in this task are third and fourth graders attending
elementary school A in Seoul. In order to proceed with this task, students conducted an
eighth session of using the Scratch function. Below is the programming task used to collect
the data.

e Cat sprite is centered on the left and can move in all directions;

*  Apple sprite is pinned to the top center;

e Ifauser clicks the flag (), only cats and apples are visible;

e User moves to the next background when touching the right edge of the background;
¢  There is a star sprite in the center right of the moved background;

¢  Task ends when the cat touches the star sprite.

Table 1 shows the grade, gender, and programming education experience of the
students who performed the task.

Table 1. Students participating in the experiment and their experience in programming education.

No. Student Grade Sex Programming Experience
1 A 3 M -
2 B 3 F (@)
3 C 3 M (@)
4 D 3 M X
5 E 3 F -
6 F 3 M @)
7 G 3 M (@)
8 H 3 M (@)
9 I 3 F (@)
10 J 3 M (@)

11 K 3 M -
12 L 3 M ©)
13 M 4 M X
14 N 4 F (@)
15 (@) 4 M X
16 P 4 M (@)
17 Q 4 F (@)
18 R 4 M (@)
19 S 4 M (@)
20 T 4 F (@)

-: Programming for the first time; O: Scratch for the first time; X: Scratch experienced.

Table 1 is the evaluation of students’ project results. Considering the basic functions
and difficult parts to implement in the course of performing the task, we were able to
qualitatively evaluate the student’s proficiency.

Most of the students implemented the movement of moving the sprite to the left or
right well, but the function to make it disappear when the sprites touched or to appear
when the project was executed again was not well implemented. The standards of proficient
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and inexperienced students were reflected in the standards by checking whether they work
as well as in the beginning when the project is restarted.

According to Table 2, students selected as proficient users are subjects D, E, H, J, L, M,
O, Q R, and S, and students selected as inexperienced users are subjects A, B,C, F, G, L, K,
N,P and T.

Table 2. Results of project activities of students who participated in the experiment.

No. Stdt Move-Left Move-Right Jump Interaction Disappear Can Restart Configure Design Finish on Time

1 A Failed to Submit

2 B (@] O (@) O O X O X (@]
3 C (@] O o O (@] - O (@) (@]
4 D (@] O o O (O] (@] O (@) (O]
5 E o O o O (@] (@] O - (@]
6 F - X (¢) O (0] X X (@) X
7 G (@] O o O O X X O (@]
8 H (@] O (@) O (@] (@] O (@) (@]
9 I (@] O X O (O] X O X (O]
10 J (@] O (@) O O (@] O X (@]
11 K X X (©) O (@] X X (@) X
12 L o O (@) O O - O (@) (O]
13 M (@] O o O O (@] O X (©]
14 N o O X O o - O (@) X
15 O (@] O (@) O O (@] O O O
16 P (@] O X O (@] X O (@) (@]
17 Q (@] O o O (O] (O] O X (O]
18 R (@] O o O O (@] O O (O]
19 S (@] O o O (@] (@] O (@) (@]
20 T - O X X O X O X (O]

-: Implemented but not working. O: Succeed result. X: Failed result.

The process of creating a file by importing students” data is shown in Figure 4.

( N 4 ) { )
Step2. Parsing Step3
Database Server Step1. Call to data Compare.the Create CSV
Programming | main server "| before & after 4 Parsing data file
Script File click event 9
\. J/ . J . J

Figure 4. The whole process of collecting data and creating a CSV file.

The learner’s programming log stored in the database server is in the form of a JSON
script. These data need to be called to the main server, but because a comparison target is
needed, all data before and after the click are loaded. In the loaded JSON script, only the
necessary data are parsed and then the data are compared. This compared result value is
created and saved in CSV format. The CSV file consists of the same seven columns as in
Figure 5, but it is composed of different rows because the number of clicks used for the task
is different for each student.
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Figure 5. The actual composition of the CSV file.

A few errors occurred in the process of creating the CSV file. Because these errors
were not a problem with the parser, but a problem with the development environment or
the generated data itself, exception handling was necessary. First, Python’s JSON library
sometimes caused errors in the encoding process. If there are consecutive quotation marks
(”,”) used to recognize output statements or commas (,) used to separate data in JSON files,
they are sometimes removed while encoding. An exception was handled for this, and in
this case, the corresponding row was skipped.

Some of the generated CSV files were used as training data and some were used as
validation data. In the neural network model, the tree of the folder was aligned so that the
data used for training and the data used for validation could be distinguished.

4.2. Learning Model

After creating the dataset, the data must be placed into the neural network to train it.
The dataset is transferred to the neural network through the data loader. The CNN model
must create a layer according to the shape of the data and determine the activation function.

The learning model used in this study is a 2D-CNN model that learns through two-
dimensional data. The data to be classified through learning does not use a linear model.
Because the result value to be distinguished is a binary identifier that distinguishes whether
the corresponding data are Os or 1s, a sigmoid function that outputs a value between 0 and
1 was used. In addition, ReLU was used together so that a value less than 0 could not occur.

The configuration of the model using the activation function value is as follows.

self.layerl = nn.Sequential(nn.Conv2d(1, 64, 3),
nn.RelLUQ),

nn.Conv2d (64, 256, 3),

nn.ReLUQ),

nn.Conv2d (256, 512, 3))

self.layer2 = nn.Sequential(nn.Linear(512,256),
nn.ReLUQ),

nn.Linear(256,64),

nn.ReLUQ),

nn.Linear (64, 1),

nn.Sigmoid())

The generated data are learned through the model. Through the training model,
the training loss and validation loss are printed out every time the epoch runs.
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5. Results

The loss output through the training model file is shown on the left graph in Figure 6.
This training model noticeably reduced the loss up to about 40 epochs. The validation loss
also decreased until the 40th epoch, but after that, the loss value showed a tendency to
rise again. Relatively, compared to the training loss, the validation loss does not decrease,
but rises.

The result of measuring the accuracy for each epoch through the generated model is
as shown in the graph on the right of Figure 6. In the case of the training model in which
the loss was converging to 0, the accuracy was 100% from 11 epochs. In the case of the
validation model, after measuring 70% accuracy for the first 10 epochs, unstable results
showed 40% accuracy at 20 epochs. After 50 epochs, the accuracy was 70-80%.

The reason that the region showing the "highest accuracy’ cannot be accurately pre-
sented is because there are not enough data to create a model, so the point with the highest
accuracy of data appears redundantly. (Ten data points were used per classification target.)
Therefore, this study conducted a single T-test to find out the average value of the high hit
rate in a small number of samvles and to check whether the value of the view has normalitv.

model loss model accuracy

074 =~ — train 1.0 —— train
val val
0.6

4
©

0.5

o
©

0.4

0.3

loss
accuracy
5}
<

o
o

0.2

=3
o

0.1

0.0 0.4

0 20 40 60 80 100 0 20 40 60 80 100
epoch epoch

Figure 6. Loss and accuracy values of the model trained through the Conv2d model.
A single T-test was performed using the accuracy data corresponding to each epoch
of validation accuracy and training accuracy. As a result of analyzing the existing data to

present a test value that is close to the existing mean, the mean and standard deviation of
validation accuracy and training accuracy are as shown in Table 3.

Table 3. Mean and standard deviation of training accuracy and validation accuracy.

N Average Deviation
Training accuracy 100 0.959 0.111
Validation accuracy 100 0.728 0.100

The significance probability was confirmed by changing the values close to the two av-
erage values in units of 0.1. Table 4 is a single T-test result corresponding to training
accuracy, and Table 5 is a single T-test result corresponding to validation accuracy.

Table 4. Significance probability according to test value of training accuracy.

Test Value T-Value Significance Probability
0.91 4411 0.000
0.92 3.510 0.001
0.93 2.610 0.010
0.94 1.710 0.090
0.95 0.810 0.420
0.96 —0.090 0.928
0.97 —0.990 0.325
0.98 —1.890 0.062
0.99 —2.790 0.006

1 —3.690 0.000
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Table 5. Significance probability according to test value of validation accuracy.
Test Value T-Value Significance Probability
0.69 3.778 0.000
0.7 2.784 0.006
0.71 1.790 0.077
0.72 0.795 0.428
0.73 -0.199 0.843
0.74 —1.193 0.236
0.75 —2.187 0.031
0.76 —3.181 0.002
0.77 —4.176 0.000

The highest value where the significance probability satisfies the normality and there
is no statistically significant difference corresponds to the training accuracy of 96% and the
validation accuracy of 73%.

6. Conclusions

Various educational programming languages have been developed so that learners
without programming experience can have an interest in programming. Among the vari-
ous languages developed, a block-based programming language such as Scratch has the
advantage that it can be used by learners of low school age. In the case of a block-based
programming language learned through trial and error, the learner directly recognizes the
point of error, but it is difficult to help acquire basic programming-related knowledge.

Especially in the case of beginner learners, it is difficult to know where they are getting
the error because they do not know what they do not know and where they made a mistake.
The form used in the past—the form in which the learner gives simple feedback by moving
a specific block or when an error occurs—can help to learn the function to solve the problem
from a programming point of view, but it is difficult to acquire and understand the concept.
Existing previous studies have also made efforts to support programming learning by
analyzing the learner’s error points or by analyzing the programming results. However, it
was not possible to directly analyze the learner’s programming process and provide error
feedback according to the level of programming proficiency. In other words, the analysis of
the programming process could not proceed.

This study tried to prepare basic data to judge the proficiency of learners based on the
data on the programming process and to provide customized feedback according to the
proficiency of the learners. Therefore, we developed a data collection tool for the learner’s
programming process and developed a model for judging the learner’s proficiency by
analyzing the collected data.

This study used an artificial intelligence neural network to analyze the log of the entire
programming learning process. In the future, it is necessary to find a way to extract patterns
for programming from each dataset through the learning model developed in this study
and to provide appropriate feedback to learners according to the patterns. The significance
of this study is that in public education, basic research was conducted to allow learners to
engage in programming activities on their own in a state where teachers could not take care
of all students. In addition, if factors such as the learner’s personal background or learning
propensity are collected, qualitative research can be expected to analyze the difference in
which each factor affects accuracy.
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