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Abstract: A classical Lotka–Volterra model with the logistical growth of prey-and-hunting coopera-
tion in the functional response of predators to prey was extended by introducing advection terms,
which included the velocities of animals. The effect of velocity on the kinetics of the problem was
analyzed. In order to examine the band behavior of species over time, traveling wave solutions were
introduced, and conditions for the coexistence of both populations and/or extinction were found.
Numerical simulations illustrating the obtained results were performed.
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1. Introduction

Population dynamics is an active research field in mathematical biology, aimed at
studying and predicting the evolution of ecosystems as a consequence of different dynamic
behaviors. When considering ecological communities, along with interspecific interactions,
such as predation and competition, intraspecific interactions (both aggressive and coop-
erative) can provide new insights for modeling more complex dynamics. Cooperation,
indeed, can be observed in many biological systems and is known to induce demographic
Allee effects [1]. In particular, cooperative hunting, observed in many species (carnivores,
birds, aquatic organisms, spiders), often increases hunting success: this phenomenon, the
Allee effect in predators, can sensibly alter the stability of the ecological community, by
either allowing the survival of predators that would go extinct otherwise or increasing
predation pressure and leading to a drastic prey decrease [2]. The population growth is
strongly influenced by both environmental factors [3] and species density. The spatial struc-
ture of the environment affects individual movements, with consequences on population
dynamics. Individual movements can be undirected or directed. The random movement
of individuals in the environment is generally modeled as a passive diffusion of a density
function. To describe such a random movement of individuals in both prey and predator
populations, self-diffusion terms can be introduced in the model. Along with these mod-
ifications, cross-diffusion terms can be considered to take into account how the random
movement of one population can be influenced by the presence or absence, abundance
or scarcity of individuals belonging to the other species [4–6]. These reaction—diffusion
models have been widely used to describe the spatiotemporal behavior of similar systems
in different fields, from chemical to economic as well as biological [7–12].

Previous work by our research team has considered some interacting population mod-
els and investigated several characteristics (e.g., scarcity of resources, nonlinear growth,
fear effect, cooperative predation), also in the context of a spatially inhomogeneous environ-
ment. In previous research, the authors considered and analyzed ODE representations for
the spreading of waterborne diseases (for example [13]) and reaction—diffusion systems
modeling a predator–prey community with either hunting cooperation [14,15] or fear and
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group defense [16]. These last models helped to highlight the effect of spatial diffusion
on the evolution of an ecosystem, and its role in the appearance of spatial patterns in
equilibrium states. Conditions on the model parameters leading to the presence of such
patterns and to the specification of their aspect (stripes, spots, etc.) have also been obtained.

In some contexts, individuals belonging to a population can have advective (directed)
movements either driven by a directional fluid/wind flow or arising from their senses
and following the gradient of a resource distribution (taxis); in other contexts, species
move towards (or away from) other species to compete for food, or to escape and survive.
Some examples of this directed movement can be found in living species in rivers, lakes,
and oceans, as well as in marine species along coastlines. Various advection models have
been formulated in order to highlight the possible different types of taxis, with or without
the additional presence of random dispersion (e.g., [17–24] and the references therein).
It has been observed (e.g., [25]) that often animals move aggregated in groups or bands.
Many studies have been conducted to highlight collective trends and interactions between
different individuals and different species (e.g., [26,27] and the references therein). Several
authors have developed models and techniques aimed at capturing the above collective
behavior of these species. Among these techniques, traveling waves can be found in various
studies to describe the aggregation of microorganisms in chemotaxis phenomena [28], in
studies of cell movement phenomena in the evolution of wound healing [29], and in studies
of movement and cohesion in insect swarms [30]. On the contrary, they have been used little
in studies concerning the behavior of other categories of animals in prey–predator dynamics.
Generally, traveling wave solutions have been interpreted as a spatial distribution (i.e.,
as dispersion rather than clustering); consequentially, they have not been used often to
study the temporal dynamics in ecological systems. In such spatial models, the coexistence
problem can also depend on the characteristics of the domain in which the populations
live. From another point of view, traveling waves could represent good candidates to
describe the temporal dynamics in the movement of animal bands [4,5] In this paper, we
used traveling wave solutions to analyze the band behavior of prey and predator species
over time. We firmly believed that studying the behavior of each band and the interactions
between them could be useful to provide a clear overview of the evolution of the system.
In order to represent individual and collective movements and analyze how the velocity of
individuals affected their competition and the coexistence of competitors and influenced the
kinetics of the system in general, a taxis model was considered. In this model, the predator–
prey system with hunting cooperation, as introduced in [2], was extended to include an
advection term where each individual of both species moved with its own velocity. We
emphasize that the advection terms were introduced in the ODE system in order to evaluate
the influence of individual velocity alone on the kinetics of the system. Adding advection to
the system could change the long-term outcome (coexistence/extinction) of the population.
As an example, as compared to the ODE system, in a scenario in which the predation
pressure was strong while, at the same time, the prey population moved slowly, it was
possible to reach the extinction of both species. Once we have assessed the contribution due
to advection terms, we also plan to consider a diffusive advection system in a future study,
in order to evaluate the combined effect of both directed movement and random dispersion.

Note that in [14,15], the authors extended the model in [2] to include spatiotemporal
dynamics; they studied the effect of diffusion and explored the related Turing patterns
formation. Later, in [31], the influence of cross-diffusion was analyzed. In [32], the authors
replaced the ordinary time derivative with a fractional one in order to investigate how
the fractional-in-time derivative impacted the system dynamics, while in [33], traveling
wave solutions of diffusive extension of the predator–prey model (with spatial diffusion of
predators) were investigated.

Briefly, the novelty of this contribution was to introduce the effect of the collective
movement of both populations in a predator–prey model whose complex kinetics already
assumed hunting cooperation in the functional response of predators. Traveling waves,
usually considered as a tool to describe the spatial distribution of species, were introduced
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to study the evolution of bands of each species over time, taking into account the interplay
between the velocities of bands and individuals. Such a study provided challenges and
ideas in many other fields of applied mathematics such as ecology, aerospace science,
and economics, in which nonlinear mathematical models having a similar structure have
been considered.

The paper is arranged as follows. Section 2 is devoted to preliminary results concerning
the starting mathematical model and the statement of the problem. In Section 3, the
traveling waves are introduced, and the stability analysis is performed, obtaining the main
theorem that summarizes the influence of the velocity on the kinetics of the system. In
Section 4, various numerical simulations are performed, painting rich scenarios. The paper
ends with conclusions on the obtained results.

2. Mathematical Model
2.1. Preliminaries

In this section, we start with the model studied in [2], where the classical Lotka–
Volterra with logistical growth of the prey had been extended by considering hunting
cooperation in the functional response of predators to prey. Specifically, it was assumed
that cooperative predators would benefit from their behavior, so that the success of their
attacks increased with their density: the constant attack rate λ of the classical model was
replaced by a density-dependent term. The model is given by

du
dτ

= ru
(

1− u
k

)
− (λ + aw)uw,

dw
dτ

= e(λ + aw)uw−mw,

(1)

where u(τ) and w(τ) represent prey and predators densities, respectively; r > 0 is the per
capita growth of prey, k > 0 is the carrying capacity of prey; e > 0 is the food conversion
efficiency; m > 0 is the per capita mortality rate of predators; λ > 0 is the attack rate;
and a > 0 is the predators’ rate of hunting cooperation. Then by adopting dimensionless
variables and parameters, the non-dimensionalized version of the model is given by

dn
dt

= σn
(

1− n
K

)
− (1 + αp)np,

dp
dt

= (1 + αp)np− p,

(2)

where n(t) and p(t) are prey and predator densities, respectively, and the three dimension-
less parameters are obtained as

σ =
r
m

; K =
eλk
m

; α =
am
λ2 .

As observed in [2], K comprises the dimensional carrying capacity, the conversion
efficiency, as well as the per-capita predator mortality and attack rate; then it could be
interpreted as the predators’ basic reproduction number.

System (2) admits the steady states E0 ≡ (0, 0), E1 ≡ (K, 0) and the coexistent equilib-
ria E∗ = (n∗, p∗), where

n∗ =
1

1 + αp∗
(3)

and p∗ (positive) solution of

f (x) := Kα2x3 + 2αKx2 + K(1− σα)x + σ(1− K) = 0. (4)
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If K > 1, then E∗ is unique; while if

−2− 9ασ + (2 + 6ασ)
√

1 + 3σα

ασ(1 + 4ασ)
< K ≤ 1, σ >

1
α

, (5)

then there exist two coexistent equilibria. In all other cases, no coexistent equilibria were
admissible. Concerning the stability of the above steady states, the following theorem
holds true.

Theorem 1. The coexistent equilibrium E∗ ≡ (n∗, p∗) is stable when

αKp∗ < σ <
K(1 + αp∗)2(1 + 2αp∗)

α
. (6)

The boundary equilibrium E0 ≡ (0, 0) is always unstable; the boundary equilibrium E1 ≡
(K, 0) is unstable if K > 1 and stable if K < 1.

This result easily follows from linear stability analysis. Indeed, the entries aij of the
Jacobian matrix J characterizing the linearized system close to the generic equilibrium
Ē = (n̄, p̄) can be written as:{

a11 = σ(1− 2
K n̄)− (1 + α p̄) p̄, a12 = −(1 + 2α p̄)n̄,

a21 = (1 + α p̄) p̄, a22 = (1 + 2α p̄)n̄− 1.
(7)

The Jacobian matrix for E0, E1, and E∗ is given by:

J(E0) =

(
σ 0
0 −1

)
; J(E1) =

(
−σ −K
0 K− 1

)
;

J(E∗) =


−σ

K(1 + αp∗)
−1 + 2αp∗

1 + αp∗

(1 + αp∗)p∗
αp∗

1 + αp∗

.

It is evident that the eigenvalues of J(E0) are {σ,−1}, so that E0 is a saddle point. E1
is stable only for K > 1, as J(E1) has {−σ, K− 1} as eigenvalues. Finally, the requirements
tr[J(E∗)] < 0 and Det[J(E∗)] > 0 lead to the two inequalities in (6). For ease of notation in
the following analysis, we denote by

σ∗ =
K(1 + αp∗)2(1 + 2αp∗)

α
. (8)

2.2. The Advection Model

In order to describe and examine the effect of the individual-directed movement on
the kinetics of the system, we generalized (2) by introducing advection terms. In particular,
we introduced a velocity for each individual of both populations in order to represent the
movement of individuals belonging to prey and predator populations

∂n
∂t

+ v1 · ∇n = σn
(

1− n
K

)
− (1 + αp)np,

∂p
∂t

+ v2 · ∇p = (1 + αp)np− p, t

(9)

where n(x, t) and p(x, t) represent the densities of prey and predator population, x ∈ Ω ⊂ R2

and t > 0. The parameters v1 = (v1
1, v2

1) and v2 = (v1
2, v2

2) are the average velocities of each
(individual) prey and predator. We appended the initial boundary conditions
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{
n(x, 0) = n0(x), p(x, 0) = p0(x) on Ω
n(x, t) = n̄, p(x, t) = p̄, on ∂Ω×R+

(10)

where n̄ and p̄ are positive constants.

Remark 1. The system (9) admits the same constant steady states of system (2) and of the diffusive
system introduced in [14].

3. Traveling Waves: Stability Analysis

We introduce the following variables for the traveling waves analysis

z = −κ · x + ct, n(x, t) = N (z), p(x, t) = P(z), (11)

where κ = (κ1, κ2) is the wave vector and c is the wave speed. System (9) becomes
(c− κ · v1)N ′ = σN

(
1− N

K

)
− (1 + αP)NP ,

(c− κ · v2)P ′ = (1 + αP)NP −P .

(12)

In view of (11), if the asymptotic behavior of (9) and (12) is the same (z→ ∞, t→ ∞),
then the asymptotic behavior analysis of the traveling waves N and P of (12) gives the
description of the asymptotic behavior of (9). It is also worth highlighting that the existence
of traveling waves of the most varied biological models (and not only) has been a well-
studied topic in the literature (including diffusive terms, advection terms, time delays).

Denoting the generic steady state again by Ē ≡ (n̄, p̄) and by introducing the pertur-
bation fields {U = N − n̄, V = P − p̄}, the linear version of (12) is

∂

∂t

(
U
V

)
=


a11

c− κ · v1

a12

c− κ · v1a21

c− κ · v2

a22

c− κ · v2

( U
V

)
= A(Ē)

(
U
V

)
, (13)

where the expressions of aij in the entries of this new Jacobian matrix A are the ones given
in (7). The necessary and sufficient condition guaranteeing the linear stability [34] of Ē is

tr[A(Ē)] < 0, Det[A(Ē)] > 0. (14)

The three equilibria were considered separately.

• The Jacobian matrix A written near E0 is

A(E0) =

(
σ

c−κ·v1
0

0 −1
c−κ·v2

)
. (15)

If for c < κ · v2 or c > κ · v1, at least one eigenvalue is positive, then the steady state
E0 is unstable. When κ · v2 < c < κ · v1, the condition (14) is satisfied, then E0 is stable.

• In the vicinity of E1, the Jacobian matrix is

A(E1) =

(
−σ

c−κ·v1
−K

c−κ·v1

0 K−1
c−κ·v2

)
. (16)

When c < min (κ · v1, κ · v2), we can distinguish two cases: K < 1 andK > 1. When
K > 1, it follows that Det[A(E1)] < 0; while if K < 1, then it follows that tr[A(E1)] > 0;
in both cases, E1 is unstable.
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When κ · v2 < c < κ · v1, the steady state E1 is unstable. In fact, if K > 1, then it follows
that tr[A(E1)] > 0; while if K < 1, then it follows that Det[A(E1)] < 0.
When κ · v1 < c < κ · v2, the steady state E1 is unstable if K < 1 being Det[A(E1)] < 0,
while E1 is stable if K > 1.

• In the vicinity of E∗, the Jacobian matrix can be written as

A(E∗) =

(
b11

c−κ·v1

b12
c−κ·v1

b21
c−κ·v2

b22
c−κ·v2

)
, (17)

with 
b11 = − σ

K(1 + αp∗)
, b12 = −1 + 2αp∗

1 + αp∗
,

b21 = (1 + αp∗)p∗, b22 =
αp∗

1 + αp∗
.

(18)

In this case, we can write

tr[A(E∗)] =
1

K(1 + αp∗)

[
− σ

c− κ · v1
+

αKp∗

c− κ · v2

]
,

Det[A(E∗)] =
1

(c− κ · v1)(c− κ · v2)

p∗

(1 + αp∗)2K
[−ασ + K(1 + αp∗)2(1 + 2αp∗)].

(19)

When κ · v1 < c < κ · v2, being tr[A(E∗)] < 0, then E∗ is stable (unstable) if and only
if σ > σ∗ (σ < σ∗).
When κ · v2 < c < κ · v1, being tr[A(E∗)] > 0, then E∗ is unstable.
If c < min (κ · v1, κ · v2), denoted by

σ̄ = αKp∗
c− κ · v1

c− κ · v2
, (20)

it follows that
Det[A(E∗)] > 0 (< 0) ⇐⇒ σ < σ∗ (σ > σ∗),
tr[A(E∗)] < 0 (> 0) ⇐⇒ σ < σ̄ (σ > σ̄).

(21)

Remark 2. When c > max (κ · v1, κ · v2), the asymptotic stability analysis for system (12) in the
vicinity of the steady states is the same as we have reported for system (2).

The above results were summarized in the following theorem.

Theorem 2.

• When c > κ · v1 and c < κ · v2, the coexistent equilibrium E∗ is stable if σ > σ∗, and
unstable otherwise.

• When c > κ · v2 and c < κ · v1, the coexistent equilibrium E∗ is unstable.
• If c < min (κ · v1, κ · v2), then

E∗ is stable ⇐⇒ σ < min {σ∗, σ̄} and unstable ⇐⇒ σ > max {σ∗, σ̄}.
• If c < κ · v2 or c > κ · v1, then E0 is unstable.
• If c > κ · v2 and c < κ · v1, then E0 is stable.
• If c < min (κ · v1, κ · v2) or c > κ · v2 and c < κ · v1, then E1 is unstable.
• If c > κ · v1 and c < κ · v2, then E1 is stable for K > 1 and unstable for K < 1.

From a biological point of view, recalling that v1 and v2 represent the average velocity
of each member of prey and predator species, respectively, while c is the velocity at which a
band of each species moves, we could provide a possible interpretation of the above results.

Unlike the ODE system for which the equilibrium E0 would always be unstable, when
the velocities of the individuals of both species were considered, the equilibrium E0 could
be stable. In particular, when the velocity of a band of predators was greater than the
average speed of any member of the predator population (c > κ · v2), that is, the band
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would move rapidly to catch a prey, increasing the predation pressure; and at the same
time, if the velocity at which a band of prey moved was smaller than the average velocity
of any individual of that species (c < κ · v1), that is, the prey population moved slowly, not
perceiving predatory pressures, then it would be possible to reach the extinction of both
species. In this case, consistently, the coexistent equilibrium was always unstable.

Concerning the coexistent equilibrium, we noted that when the velocity of the band
of predators was smaller than the average speed of any member (c < κ · v2), that is, the
band moved slowly to catch a prey, reducing the predation pressure, and at the same time,
the velocity at which a band of prey moved was greater than the average velocity of any
individual of the prey species (c > κ · v1), that is, the prey population was more interested
in security, the same condition ensuring the stability of E∗, according to Theorem 1, implied
the instability of E∗, according to Theorem 2.

4. Numerical Simulations

In order to graphically represent our findings on the stationary states of the con-
sidered model (9), we first thoroughly explored the parameter space to identify suit-
able regions corresponding to the stability/instability of the equilibria in the related
cases. Clearly, different values of the predators’ basic reproduction number K (higher
or lower than one) discriminated different regimes, along with weak or strong coopera-
tion (described by small/large α values). To identify such values, as well as to numeri-
cally solve the ODE system (12) and obtain a phase portrait of the solution trajectories
corresponding to the different parameter settings, we developed a set of routines in a
Mathematica [35] environment.

Before reporting some results of the many numerical simulations, we should summa-
rize the previously reported findings for the ODE system (2). In that case, there existed
two boundary steady states (E0 and E1) and 0, 1, or 2 internal steady states. Therefore,
depending on the value of the parameter K, we could observe two different behaviors.

(a) When K > 1, there existed a single coexistent equilibrium E∗ that was stable, provided
that the conditions (6), given in Theorem (1), were met. The other equilibria were unstable.

(b) When K < 1, the boundary equilibrium E1 was always stable. Therefore, two coexis-
tent equilibria could exist when conditions (5) were met. One (or both) of them could
be stable provided that the conditions (6), given in Theorem 1, were met. Figure 1
shows a phase portrait of this situation, where orbits could reach the boundary steady
state E1 or the stable coexistent equilibrium E∗, depending on their starting point.

For the traveling wave solutions of (9), the situation was more complex and, therefore,
more complicated. In the following, we examine all scenarios in detail. To simplify the
description and interpretation of the different cases, we chose to consider one dimension in
space, so that x, κ, v1, v2 were all scalar quantities. Moreover, we scaled κ to 1. In this setting,
v1 and v2 represented the average individual speed for a prey and a predator, respectively,
to be compared with the band speed c.

4.1. K > 1

Once we fixed the values of the model parameters σ, α, and K, we could still observe
changes in the stability of all the equilibria, as stated in Theorem 2, according to different
values of c, v1, and v2. Specifically, we chose σ = 3, α = 0.2 (corresponding to a weak
cooperation among predators), and K = 4. Then for all the simulations, we fixed the same
initial conditions N0 = P0 = 0.25. All results for this case are shown in the left panel
of Figure 2. First, we chose c = 2, and v1 = v2 = 1. In this case, system (12) formally
reduced to (2), so that the only coexistent equilibrium was E∗ ≈ (0.74; 1.80). In this
case, the constants σ̄ and σ∗ had the approximate values 1.4 and 60, respectively, so that
conditions (6) were met. Then, E∗ was stable, and the orbit in the phase plane starting
from (0.25; 0.25) approached it (green line). Therefore, we fixed c = 0.2, v1 = 0.5, and
v2 = 0.1, to describe a scenario where the bands of prey moved slowly while the bands
of predators moved quickly, consequently increasing the predatory pressure. Predators
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would greedily hunt all prey, consume them, and consequently go extinct themselves. As
stated in Theorem 2, the only stable equilibrium was E0, so that both populations would go
extinct (blue line). Finally, if we chose c = 0.2, v1 = 0.1, and v2 = 0.5, so that the bands of prey
moved quickly, while the bands of predators moved slowly, the only stable equilibrium
was E1: predators would go extinct, and prey density would reach the saturated value K
(red line). In addition, we found that even in the first described case (c > v1 and c > v2)
with the coexistent equilibrium E∗ verifying the requirement (6), an imbalance between the
individual velocities v1 and v2 could lead to instability, confirmed by the appearance of a
limit cycle in the phase portrait. Indeed, by modifying only the value v2 = 1.5 according to
the first example (with c = 2, v1 = 1), the green orbit leading to the coexistence of a steady
state, as shown in the left panel of Figure 2, transformed into the one shown in the right
panel of the same figure.

Figure 1. Phase portrait of the orbits of system (2) in the case K < 1: once fixed K = 0.8, α = 2.5, σ = 3,
both E1(0.8, 0) and E∗(0.4, 0.6) are stable. Then, different starting points lead to different steady states.
Here, for (n0, p0) = (0.1, 0.1) and (n0, p0) = (0.2, 0.2), the orbits reach E1 (green and pale blue lines,
respectively), while for (n0, p0) = (0.25, 0.25) and (n0, p0) = (0.3, 0.3), the orbits reach E∗ (red and
violet lines, respectively). The superimposed stream plot highlights the basins of attraction of the
two equilibria.

Figure 2. Phase portrait for system (9) in the case K > 1. The parameters are fixed as σ = 3, α = 0.2,
and K = 4, and the initial conditions as N0 = P0 = 0.25 for all simulations. In both panels, the settings
c = 0.2, v1 = 0.5, and v2 = 0.1 leads the orbit towards E0 (blue line) and the settings c = 0.2, v1 = 0.1,
and v2 = 0.5 leads the orbit towards E1 (red line). In the left panel, the settings c = 2, and v1 = v2 = 1
leads the orbit towards E∗ (green line); in the right panel, with c = 2, v1 = 1, and v2 = 1.5, a limit circle
around E∗ appears (green line).
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4.2. K < 1 and No Coexistent Equilibrium Exists

In this case, a suitable choice of the velocities could lead to the extinction of both
populations (E0 became stable and E1, unstable). To represent this situation, we fixed the
values of the model parameters as σ = 3, α = 0.6 (corresponding to a weak cooperation
among predators), and K = 0.8. Again, we fixed as initial conditions N0 = P0 = 0.25. All
results for this case are shown in Figure 3. Therefore, if we choose c = 2 and v1 = v2 = 1,
system (12) again reduced to (2), so that the only stable equilibrium was E1 = (0.8; 0):
predators would go extinct while density of prey would reach its maximum possible value
(pale blue line). However, if we chose, instead, c = 0.2, v1 = 0.5, and v2 = 0.1, E1 lost
its stability, and the only stable equilibrium was E0, so that both populations would go
extinct (red line). This choice of parameters represented a situation in which either the prey
population was not very sensitive to predatory pressure or not sufficiently interested in
its own safety, and then the bands of prey would move slowly; or the bands of hungry
predators moved fast and captured all the prey, and all would become extinct.

Figure 3. Phase portrait for system (9) in the case K < 1, when no coexistent equilibria exist. The
parameters are fixed as σ = 3, α = 0.6, and K = 0.8, and the initial conditions as N0 = P0 = 0.25 for all
simulations. Now, the setting c = 2 and v1 = v2 = 1 leads the orbit towards E1 (pale blue line), while
the setting c = 0.2, v1 = 0.5, and v2 = 0.1 leads the orbit towards E0 (red line).

4.3. K < 1 and Two Coexistent Equilibria Exist

This situation was undoubtedly the most complex, as compared to the other scenarios.
We could observe the stability of each one of the equilibria and also the coexistence of
two different stable steady states, so that orbits could reach any one of them, according to
different initial conditions. As an example, we chose again the model parameters as σ = 3
and K = 0.8 while α = 2.5 (corresponding to a strong cooperation among predators). In this
case, system (2) admitted two coexistent equilibria, E∗1 ≈ (0.75; 0.13) and E∗2 ≈ (0.4; 0.6).
For E∗1 , the constants σ̄1 and σ∗1 had the approximate values 0.26 and 0.93, respectively, so
that the conditions (6) were not met: E∗1 was an unstable steady state for system (2). On
the contrary, E∗2 was a stable steady state for system (2), since the approximate values of
the constants σ̄2 and σ∗2 were 1.2 and 8.0, respectively. As a consequence, if we chose c = 2
and v1 = v2 = 1, so that system (12) reduced to (2), the orbit reached the stable equilibrium
E∗2 or, as shown in Figure 1, the boundary equilibrium E1, depending on the chosen initial
conditions. Figure 4 shows the phase portrait corresponding to this parameter setting, with
orbits always starting from N0 = P0 = 0.25: the yellow line ends in E∗2 .

A different setting for the velocities, as in the previous examples (c = 0.2, v1 = 0.5,
v2 = 0.1), led to a situation where E0 was the only stable equilibrium and both populations
would go extinct (green line). As a third setting, we chose c = 0.2, v1 = 0.1, and v2 = 0.5.
Then, E1 lost its stability, and the orbit approached the first coexistent equilibrium E∗1 (blue
line). Convergence of the orbit towards E∗2 was also possible when c < v1 and c < v2:
indeed, for c = 0.1, v1 = 0.6, and v2 = 0.2, E∗2 was the only stable steady state (magenta line).
Finally, when c = 0.6, v1 = 0.1, and v2 = 0.4, none of the coexistent equilibria were stable,
and the orbit reached the boundary equilibrium E1 (red line).
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Figure 4. Phase portrait for system (9) in the case K < 1, when two coexistent equilibria exist. The
parameters are fixed as σ = 3, α = 2.5, and K = 0.8, and the initial conditions as N0 = P0 = 0.25, for all
simulations. The settings c = 2 and v1 = v2 = 1 (yellow line) as well as c = 0.1, v1 = 0.6, and v2 = 0.2
(magenta line) both lead the orbit towards E∗. The settings c = 0.2, v1 = 0.1, and v2 = 0.5 lead the orbit
towards E∗1 (blue line). With c = 0.2, v1 = 0.5, and v2 = 0.1, the orbit reaches E0 (green line), while the
settings c = 0.6, v1 = 0.1, and v2 = 0.4 lead the orbit towards the only stable equilibrium E1 (red line).

5. Conclusions

Spatial effects are often relevant in interacting population dynamics. Among them,
models involving convective pursuit and evasion have been particularly significant for
ecological studies, but they are also challenging. From this perspective, the present study
considered a generalization of a predator–prey model with the logistical growth of the prey
and the hunting cooperation of predators by the inclusion of suitable terms representing the
species’ movements. A traveling waves analysis allowed us to characterize the interplay
between the aggregated movements of bands of both populations and the individual
velocities. Theoretical results on the stability of the traveling bands equilibria, also as
comparison to the model without advective terms, were obtained. Such results were
confirmed by specific numerical simulations. Future work will include the analysis and
numerical simulation of a diffusive advection system to assess the combined effect of
directed movement and random dispersion on the model dynamics. Different choices,
such as a single species diffusion, both species dispersion, and even cross-diffusion should
be considered. In these extended spatial models, the shape of the domain should also be
considered in order to represent more complex ecosystems.
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