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Abstract: For a function p analytic in the open unit disc and satisfying p(0) = 1, we prove certain
subordination implications of the first order differential subordination 1 + zp′(z) ≺ 1 + Mz, which
provides sufficient conditions for a function to belong to various subclasses of Ma-Minda starlike
functions. The pre-Schwarzian norm estimate and inclusion criteria for certain subclasses of analytic
function are also obtained. Additionally, using Gronwall’s inequality we give a sufficient condition
for a normalized function to belong to a class of functions with bounded arguments that extends the
class of strongly α-Bazilevič functions of order γ studied by Gao in 1996.
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1. Introduction and Preliminaries

Let A denote the class of analytic functions in the unit disc D := {z ∈ C : |z| < 1} of
the complex plane, with the usual normalization f (0) = f ′(0)− 1 = 0. The class S ⊂ A
consists of all normalized and univalent functions in D.

A function f ∈ A belongs to the class S∗ of starlike functions, or to the class C of convex
functions, if f maps conformally the unit disc D onto the domains that are starlike with
respect to the origin, or convex, and the analytical characterization of these classes are
given by Re(z f ′(z)/ f (z)) > 0 and Re(1 + z f ′′(z)/ f ′(z)) > 0 in D, respectively.

If f and g are two analytic functions on D, we say f is subordinated to g, written
f (z) ≺ g(z), if f = g ◦ w for some analytic function w : D → D, with w(0) = 0. If g is
univalent in D, then f (z) ≺ g(z) if, and only if, f (D) ⊂ g(D), and f (0) = g(0) (cf. ([1] p.
90); see also [2]).

Let φ : C2 → C, and let h be univalent in D. If p is analytic in D and satisfies the
differential subordination

φ
(

p(z), zp′(z)
)
≺ h(z), (1)

then p is called a solution of the differential subordination. The univalent function q is called a
dominant of the solutions of the differential subordination, or more simply a dominant, if
p(z) ≺ q(z) for all p satisfying (1). A dominant q̃ that satisfies q̃(z) ≺ q(z) for all dominants
q of (1) is said to be the best dominant (for details see [2]).

For a convex univalent function h defined on D with h(0) = 1, Re h(z) > 0, z ∈ D,
in 1985 Padmanabhan and Parvatham [3], and Shanmugam [4] in 1989, introduced and
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studied certain subclasses defined in terms of convolution and subordination as follows,
respectively:

S∗α (h) :=
{

f ∈ A :
z(kα ∗ f )′(z)
(kα ∗ f )(z)

≺ h(z)
}

,

where kα(z) =
z

(1− z)α
, α ∈ R, and

S∗g (h) :=
{

f ∈ A :
z(g ∗ f )′(z)
(g ∗ f )(z)

≺ h(z)
}

,

where g is a fixed function. For g(z) =
z

1− z
and g(z) =

z
(1− z)2 , the corresponding

subclasses S∗g (h) are denoted by S∗(h) and K(h), respectively.
If h is a univalent function with positive real part, which maps D onto a domain

symmetric with respect to the real axis and starlike with respect to h(0) = 1 and h′(0) >
0, in 1992 Ma and Minda [5] studied growth, distortion, and coefficient estimates for
functions belonging to the above mentioned classes, S∗(h) and K(h). In recent years, many
researchers have taken specific functions and studied numerous subordination implications
that provide sufficient conditions for functions to belong to various subclasses of Ma-Minda
starlike functions (see Table 1).

Table 1. Ma-Minda starlike subclasses S∗(h).

No. Ma-Minda Starlike Subclasses S∗(h) Article

(i) S∗(
√

1 + z) =: S∗L [6]

(ii) S∗
(

z +
√

1 + z2
)
=: S∗c [7]

(iii) S∗(α + (1− α)ez) =: S∗e [8]

(iv) S∗
(

1 + 4z
3 + 2z2

3

)
=: S∗car [9]

(v) S∗(1 + z− z3

3 ) =: S∗Ne [10]

(vi) S∗
(

1 + z
k ·

z+k
k−z

)
=: S∗R, k = 1 +

√
2 [11]

(vii) S∗(1 + sin z) =: S∗sin [12]

(viii) S∗
(

2
1+e−z

)
=: S∗sig [13]

(ix) S∗
(

1 +
√

2z + z2

2

)
=: S∗lim [14]

(x) S∗
(

1+Az
1+Bz

)
=: S∗[A,B] [15]

In 1996, Sokół and Stankiewicz [6] studied the radius of convexity of some subclasses
of strongly starlike functions. Raina and Sokół in [7] have discussed certain geometric
properties of the functions belonging to the class S∗c , while in [8] the authors have obtained
sharp radii for functions belonging to the class S∗e . In [9–11], the authors used the method
of differential subordination to obtain sufficient conditions for functions of the class A to
belong to Ma-Minda subclasses of starlike functions.

On the other hand, subordination implications and subclasses of analytic functions
have been recently studied in literature, such as [16] and [17].
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Motivated by their works, in the Section 2, we have used the subordination as a tool to
obtain bounds on M for an analytic function p, with p(0) = 1, such that 1+ zp′(z) ≺ 1+ Mz
implies the function p is subordinate to each of the following functions:

ez,
√

1 + z, z +
√

1 + z2, 1 +
4z
3

+
2z2

3
, 1 + z− z3

3
,

1 +
z
k
· z + k

k− z
with k = 1 +

√
2, 1 + sin z,

2
1 + e−z , 1 +

√
2z +

z2

2
. (2)

In the Section 3, in connection with [18,19], we determine the pre-Schwarzian norm
estimates for function belonging to the classes

S∗(ψ, µ) :=

{
f ∈ A :

(
z

f (z)

)1+µ

f ′(z) ≺ ψ(z)

}
, (3)

and

K(ψ) :=
{

f ∈ A : 1 +
z f ′′(z)
f ′(z)

≺ ψ(z)
}

, (4)

where µ ∈ C, and ψ is an analytic function in D, with ψ(0) = 1 and ψ(z) 6= 0 for all z ∈ D;
also, S∗(ψ, 0) =: S∗(ψ). Moreover, norm estimates for various classes mentioned in the
Table 1 are obtained.

In the Section 4, using the Gronwall’s inequality [20] we obtained a sufficient condition
involving the Schwarzian derivative, such that a given function belongs to a certain class
associated with S∗(ψ, µ).

2. Subordination Results for Some Special Dominants

To obtain bounds on M for an analytic function p, with p(0) = 1, such that 1+ zp′(z) ≺
1 + Mz implies the function p is subordinate to each of the following functions mentioned
in (2) the following lemma will be used to prove our main results.

Lemma 1. ([2]) Let q be univalent in D and let φ and ν be analytic in a domain D containing
q(D), with φ(w) 6= 0 when w ∈ q(D). Set Q(z) := zq′(z)φ(q(z)) and h(z) := ν(q(z)) + Q(z).
Suppose that:

(i) either h is convex or Q is starlike univalent in D,
and

(ii) Re
zh′(z)
Q(z)

> 0 for z ∈ D.

Let p be analytic in D with p(0) = q(0) and p(D) ⊂ q(D). If p satisfies

ν(p(z)) + zp′(z)φ(p(z)) ≺ ν(q(z)) + zq′(z)φ(q(z)),

then p(z) ≺ q(z), and q is the best dominant of the above subordination.

Theorem 1. Let p be an analytic function in D, with p(0) = 1, such that

1 + zp′(z) ≺ 1 + Mz.

Then, the following subordination results hold:

(a) p(z) ≺ ez, for 0 < M ≤ 1− e−1;

(b) p(z) ≺ ψNe(z) = 1 + z− z3

3 , for 0 < M ≤ 2
3 ;

(c) p(z) ≺ ψL(z) =
√

1 + z, for 0 < M ≤
√

2− 1;
(d) p(z) ≺ ψc(z) = z +

√
1 + z2, for 0 < M ≤ 2−

√
2;

(e) p(z) ≺ ψcar(z) = 1 + 4z
3 + 2z2

3 , for 0 < M ≤ 2
3 ;

(f) p(z) ≺ ψR(z) = 1 + z
k ·

k+z
k−z , with k = 1 +

√
2, for 0 < M ≤ 1

3+2
√

2
;
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(g) p(z) ≺ ψsin(z) = 1 + sin z, for 0 < M ≤ sin 1;
(h) p(z) ≺ ψsig(z) = 2

1+e−z , for 0 < M ≤ e−1
e+1 ;

(i) p(z) ≺ ψlim(z) = 1 +
√

2z + z2

2 , for 0 < M ≤
√

2− 1
2 .

The bounds of M are the best possible.

Proof. If we let the function qM : D→ C defined by

qM(z) = 1 + Mz, M > 0,

then qM is a solution for the first order differential equation 1 + zq′M(z) = 1 + Mz. If we
take ν = φ = 1 in Lemma 1, then we have

Q(z) = zq′M(z)φ(z) = Mz =: h(z)− 1.

Since the function Q is starlike, and Re
zh′(z)
Q(z)

> 0, z ∈ D, from Lemma 1 it follows

that the subordination assumption 1 + zp′(z) ≺ 1 + zq′M(z) implies p(z) ≺ qM(z).
Each of the conclusions in all the parts of this theorem are of the form p(z) ≺ G(z), for

appropriate choices of G, whenever the subordination qM(z) ≺ G(z) holds.
(a) Letting G(z) := ψ(z) = ez, then qM(z) ≺ G(z) implies

G(−1) = e−1 ≤ 1−M < 1 + M ≤ e = G(1).

A simple calculation yields that the above double inequality holds whenever 0 ≤
M ≤ 1− e−1. Therefore, according to the Figure 1a made by MAPLE™ software, we see
that qM(D) ⊂ G(D), and since qM(0) = G(0) = 1, it follows that qM(z) ≺ G(z), hence the
subordination (a) is proved.

(b) If G(z) := ψNe(z) = 1 + z− z3

3 , then qM(z) ≺ G(z) implies

G(−1) =
1
3
≤ 1−M < 1 + M ≤ 5

3
= G(1),

that holds whenever 0 < M ≤ 2
3 . From the Figure 1b made by MAPLE™ software,

since we see that qM(D) ⊂ G(D), and combining with qM(0) = G(0) = 1, it follows that
qM(z) ≺ G(z), thus the subordination (b) is holds.

For proving the items (c)–(i) we proceed similarly and obtain the required results.
The bounds are the best possible in each cases because, such as in the cases (a) and (b)

presented above, the left and right hand side inequalities are attained for the mentioned
values of M, respectively.

For f ∈ A, such that f (z) 6= 0 for z ∈ D \ {0}, if we let p(z) :=
(

z
f (z)

)1+µ

f ′(z) in

Theorem 1, we obtain the following special cases:
Corollary 1. If µ ∈ C and the function f ∈ A satisfies the subordination

1 +
(

z
f (z)

)µ[
(1 + µ)

z f ′(z)
f (z)

(
1− z f ′(z)

f (z)

)
+

z2 f ′′(z)
f (z)

]
≺ 1 + Mz,

then:

(a)
(

z
f (z)

)1+µ

f ′(z) ≺ ψNe(z) = 1 + z− z3

3 , for 0 < M ≤ 2
3 ;

(b)
(

z
f (z)

)1+µ

f ′(z) ≺ ψL(z) =
√

1 + z, for 0 < M ≤
√

2− 1;

(c)
(

z
f (z)

)1+µ

f ′(z) ≺ ψc(z) = z +
√

1 + z2, for 0 < M ≤ 2−
√

2;



Mathematics 2022, 10, 2879 5 of 16

(d)
(

z
f (z)

)1+µ

f ′(z) ≺ ψcar(z) = 1 + 4z
3 + 2z2

3 , for 0 < M ≤ 2
3 ;

(e)
(

z
f (z)

)1+µ

f ′(z) ≺ ψR(z) = 1 + z
k ·

k+z
k−z , with k = 1 +

√
2, for 0 < M ≤ 1

3+2
√

2
;

(f)
(

z
f (z)

)1+µ

f ′(z) ≺ ψsin(z) = 1 + sin z, for 0 < M ≤ sin 1;

(g)
(

z
f (z)

)1+µ

f ′(z) ≺ ψsig(z) = 2
1+e−z , for 0 < M ≤ e−1

e+1 ;

(h)
(

z
f (z)

)1+µ

f ′(z) ≺ ψlim(z) = 1 +
√

2z + z2

2 , for 0 < M ≤
√

2− 1
2 .

The bounds of M are the best possible.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 1. Figures for the Theorem 1. (a) Boundary curve of ψ(D) and qM(D) for M = 1 − 1
e .

(b) Boundary curve of ψNe(D) and qM(D) for M = 1
e . (c) Boundary curve of ψL(D) and qM(D) for

M =
√

2− 1. (d) Boundary curve of ψc(D) and qM(D) for M = 2−
√

2. (e) Boundary curve of ψcar(D)
and qM(D) for M = 2

3 . (f) Boundary curve of ψR(D) and qM(D) for M = 1
3+2
√

2
. (g) Boundary curve

of ψsin(D) and qM(D) for M = sin 1. (h) Boundary curve of ψsig(D) and qM(D) for M = e−1
e+1 .

(i) Boundary curve of ψlim(D) and qM(D) for M =
√

2− 1
2 .
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Taking µ = 0 in Corollary 1 we obtain the next sufficient condition for the function
f ∈ A to belong to various Ma-Minda type subclasses:

Remark 1. If the function f ∈ A satisfies the subordination

1 +
[

z f ′(z)
f (z)

(
1− z f ′(z)

f (z)

)
+

z2 f ′′(z)
f (z)

]
≺ 1 + Mz,

then:

(a) If 0 < M ≤ 2
3 , then f ∈ S∗Ne; (b) If 0 < M ≤

√
2− 1, then f ∈ S∗L ;

(c) If 0 < M ≤ 2−
√

2, then f ∈ S∗c ; (d) If 0 < M ≤ 2
3 , then f ∈ S∗car;

(e) If 0 < M ≤ 1
3+2
√

2
, then f ∈ S∗R; (f) If 0 < M ≤ sin 1, then f ∈ S∗sin;

(g) If 0 < M ≤ e−1
e+1 , then f ∈ S∗sig; (h) If 0 < M ≤

√
2− 1

2 , then f ∈ S∗lim.
The bounds of M are the best possible.

3. Norm Estimates for the Classes S∗(ψ, µ) and K(ψ)
In this section, we derive pre-Schwarzian norm estimate for the classes S∗(ψ, µ) and

K(ψ) defined by (3) and (4), respectively, followed by certain applications of the main
results. Additionally, inclusion criteria for various subclasses of analytic function are
obtained using Gronwall’s inequality.

The pre-Schwarzian derivative of a locally univalent function f in the unit disc D, i.e.,

Tf (z) :=
f ′′(z)
f ′(z)

and the Schwarzian derivative

S f (z) := Tf (z)−
3
2

(
Tf (z)

)2
,

and their respective norms

‖Tf ‖ := sup
|z|<1

(
1− |z|2

)
|Tf | and ‖S f ‖ = sup

|z|<1

(
1− |z|2

)2
|S f |

play a crucial role in the theory of Teichmüller spaces [21]. The Teichmüller space can
be associated with the set of Schwarzian derivatives of univalent functions on D with
quasiconformal extensions to the Riemann sphere, Ĉ = C∪ {∞}. Moreover, for 0 ≤ k < 1,
if f extends to a k-quasiconformal mapping of Ĉ, then ‖S f ‖ ≤ 6k, and, conversely, if
‖S f ‖ ≤ 2k, then f is a k-quasiconformal mapping of Ĉ.

It is well known that ‖Tf ‖ ≤ 6 for f ∈ S and that ‖Tf ‖ ≤ 4 for f ∈ C, and, conversely,
for f ∈ A, ‖Tf ‖ ≤ 1 implies f ∈ S (the well-known Becker’s theorem).

Yamashita [22] showed that if f ∈ S∗(α) (i.e., f is starlike of order alpha), then
‖Tf ‖ ≤ 6− 4α.

LetM denote the class of analytic functions w : D → D, w(0) = 0, and for a given
z0 ∈ D let ζ0 := w(z0). The Dieudonné Lemma ([1] p. 198) which plays a pivotal role
in the proof of our next results states that for a fixed pair of points z0, ζ0 ∈ D with

|ζ0| ≤ |z0| 6= 0, the value w′(z0) belongs the closed disc centered at
ζ0

z0
with radius

|z0|2 − |ζ0|2
|z0|(1− |z0|2)

. Moreover, if w′(z0) lies on the boundary of this disc, then w has the form:

w(z) = z
λ

z− z0

1− z0z
+

ζ0

z0

1 + λ
ζ0
z0

z− z0

1− z0z

, (5)
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where λ ∈ C with |λ| = 1.
Kim and Sugawa [19] obtained the pre-Schwarzian norm estimate for some close-to-

convex functions of specified type. Additionally,

|w′(z0)| ≤
∣∣∣∣ ζ0

z0

∣∣∣∣+ |z0|2 − |ζ0|2
|z0|(1− |z0|2)

= K(|z0|, |ζ0|), (6)

and the sharp inequality for w ∈ M was obtained in [19].
The following two lemmas will be used to prove Theorem 2:

Lemma 2 ([19] Proposition 2.4., (2.3) and (2.4)). For a continuous function F defined on the
interval [0, 1), the maximal function of F, denoted by F̂, and defined by

F̂(r) := max
0≤s≤r

K(r, s)|F(s)|, 0 ≤ r < 1,

where

K(r, s) :=
s
r
+

r2 − s2

r(1− r2)
,

satisfies
lim

r→1−

(
1− r2

)
F̂(r) = sup

0≤r<1

(
1− r2

)
F̂(r) = sup

0≤r<1

(
1− r2

)
|F(r)|.

Lemma 3 ([19] Corollary 2.5., (2.3) and (2.4)). For two functions F, G ∈ C([0, 1)), we have

sup
0≤r<1

(
1− r2

)(
F̂(r) + Ĝ(r)

)
= sup

0≤r<1

(
1− r2

)
F̂(r) + sup

0≤r<1

(
1− r2

)
Ĝ(r).

Theorem 2. For a function f ∈ S∗(ψ, µ) we have

‖Tf ‖ ≤ sup
|z|<1

(
1− |z|2

)∣∣∣∣(1 + µ)

(
f ′(z)
f (z)

− 1
z

)∣∣∣∣+ sup
|z|<1

(
1− |z|2

)∣∣∣∣ψ′(z)ψ(z)

∣∣∣∣. (7)

Proof. For a function f ∈ S∗(ψ, µ), from the definition of the subordination we have(
z

f (z)

)1+µ

f ′(z) = ψ(w(z)), z ∈ D,

where the function w is analytic in D, such that |w(z)| < 1, z ∈ D, and w(0) = 0. According
to the definition of the class S∗(ψ, µ), since ψ(z) 6= 0 for all z ∈ D, it follows that f is locally
univalent in D.

By taking derivative on both sides of the last equation, a simple computation yields

f ′′(z)
f ′(z)

=: Tf (z) = (1 + µ)

(
f ′(z)
f (z)

− 1
z

)
+

ψ′(w(z))
ψ(w(z))

w′(z), z ∈ D,

which implies∣∣∣Tf (z)
∣∣∣ ≤ ∣∣∣∣(1 + µ)

(
f ′(z)
f (z)

− 1
z

)∣∣∣∣+ ∣∣∣∣ψ′(w(z))
ψ(w(z))

∣∣∣∣ ∣∣w′(z)∣∣, z ∈ D.

Generally, for a function g analytic in D let define Qg(r) := max{|g(z)| : |z| = r}, and
Q̂(r, g) be the maximal function of Qg(r). Additionally, we denote

Ψ(z) :=
ψ′(z)
ψ(z)

, and F (z) := (1 + µ)

(
f ′(z)
f (z)

− 1
z

)
.



Mathematics 2022, 10, 2879 8 of 16

For a fixed point z0 ∈ D with |z0| = r > 0, let ζ0 = w(z0). Therefore, from the well-known
Schwarz lemma we have r1 = |ζ0| = |w(z0)| ≤ |z0| = r, hence w ∈ M. From the above
inequality, using (6) it follows that

|Tf (z0)| ≤ K(r, r)
∣∣∣∣(1 + µ)

(
f ′(z0)

f (z0)
− 1

z0

)∣∣∣∣+ K(r, r1)|Ψ(ζ0)| (8)

≤ K(r, r)QF (r) + K(r, r1)QΨ(r1)

≤ Q̂(r,F ) + Q̂(r, Ψ).

From here, using Lemma 2 and Lemma 3, we obtain

‖Tf ‖ ≤ sup
0≤r<1

(
1− r2

)(
Q̂(r,F ) + Q̂(r, Ψ)

)
= sup

0≤r<1

(
1− r2

)
QF (r) + sup

0≤r<1

(
1− r2

)
QΨ(r),

that is (7) holds for all f ∈ S∗(ψ, µ).

Remark 2. The inequality (7) of Theorem 2 gives an estimation for the upper bound of the norm
of the pre-Schwarzian derivative for the functions that belong to the class S∗(ψ, µ). Since this
estimation is not the best possible, to find the sharp result remains still an open question.

Taking the function ψ(z) =
1 + Az
1 + Bz

, −1 ≤ B < A ≤ 1, the parameter µ = 0 in

Theorem 2 and using Lemma 4.2 of [19] we obtain the next result:

Corollary 2. For −1 ≤ B < A ≤ 1, if f ∈ S∗[A,B], then

‖Tf ‖ ≤ sup
|z|<1

(
1− |z|2

)∣∣∣∣ f ′(z)
f (z)

− 1
z

∣∣∣∣+ 2(A− B)
1− AB +

√
(1− A2)(1− B2)

.

If we consider B = 0 in Corollary 2, then ψ(z) = 1+ λz with 0 < λ ≤ 1, and we obtain
the following norm estimate for the class S∗(1 + λz):

Example 1. For 0 ≤ λ < 1, if f ∈ S∗(1 + λz), then

‖Tf ‖ ≤ sup
|z|<1

(
1− |z|2

)∣∣∣∣ f ′(z)
f (z)

− 1
z

∣∣∣∣+ 2λ

1 +
√

1− λ2
.

Letting in Theorem 2 the special case µ = 0 and ψ(z) = 1 +
4z
3

+
2z2

3
, we will obtain

the norm estimate for f ∈ S∗car, as follows.
A simple computation shows that

S := sup
|z|<1

(
1− |z|2

)∣∣∣∣ψ′(z)ψ(z)

∣∣∣∣ = 4 sup
|z|<1

(
1− |z|2

)∣∣∣∣ 1 + z
3 + 4z + 2z2

∣∣∣∣,
and

S = max{M1; M2},

where

M1 = 4 sup

(1− r2
)√ r2 − 2r + 1

4r4 − 16r3 + 28r2 − 24r + 9
: r ∈

[
0,

√
2

2

],



Mathematics 2022, 10, 2879 9 of 16

and

M2 = 4 sup

(1− r2
)√ r2 + 2r + 1

4r4 + 16r3 + 28r2 + 24r + 9
: r ∈

[√
2

2
, 1

].

We obtain that

M1 = 4
(

1− r2
)√ r2 − 2r + 1

4r4 − 16r3 + 28r2 − 24r + 9

∣∣∣∣∣
r=0.1203851202...

= 1.361155360 . . . ,

and

M2 = 4
(

1− r2
)√ r2 + 2r + 1

4r4 + 16r3 + 28r2 + 24r + 9

∣∣∣∣∣
r=
√

2
2

=
1
2

,

hence S = 1.361155360. . . , and next result holds:

Corollary 3. If f ∈ S∗car, then

‖Tf ‖ ≤ sup
|z|<1

(
1− |z|2

)∣∣∣∣ f ′(z)
f (z)

− 1
z

∣∣∣∣+ 1.361155360 . . . .

Remark 3. For µ = 0 and various specializations of the function ψ, we know that the class S∗(ψ)
represents various Ma-Minda type starlike subclasses showed in the Table 1. Additionally, as
given in the above corollary, we can obtain estimates for the pre-Schwarzian norm for the functions
belonging to S∗L , S∗c , S∗e , S∗Ne, S∗R, S∗sin, S∗sig, and S∗lim.

Theorem 3. For a function f ∈ K(ψ) we have

‖Tf ‖ ≤ sup
|z|<1

(
1− |z|2

)∣∣∣∣ψ(z)− 1
z

∣∣∣∣, (9)

and the estimate is sharp if the inequality∣∣∣∣ψ(z)− 1
z

∣∣∣∣ ≤ ψ(ε|z|)− 1
ε|z| ,

hold for all z ∈ D, where ε ∈ C with |ε| = 1.

Proof. If f ∈ K(ψ), then

1 +
z f ′′(z)
f ′(z)

= ψ(w(z)), z ∈ D,

hence
f ′′(z)
f ′(z)

=
ψ(w(z))− 1

z
, z ∈ D,

where the function w is analytic in D, such that |w(z)| < 1, z ∈ D, and w(0) = 0. Therefore,

|Tf (z)| :=
∣∣∣∣ f ′′(z)

f ′(z)

∣∣∣∣ = ∣∣∣∣ψ(w(z))− 1
z

∣∣∣∣,
and denote

H(z) :=
ψ(w(z))− 1

z
.

As in the proof of Theorem 2, let us define Qg(r) := max{|g(z)| : |z| = r}, and Q̂(r, g)
be the maximal function of Qg(r).
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For a fixed point z0 ∈ D with |z0| = r > 0, let ζ0 = w(z0). Thus, from the well-known
Schwarz lemma we have r1 = |ζ0| = |w(z0)| ≤ |z0| = r, hence w ∈ M. From the above
inequality we have

|Tf (z0)| ≤ K(r, r)|H(z0)| ≤ K(r, r)QH(r) ≤ Q̂(r,H),

and using Lemma 2 we obtain

‖Tf ‖ ≤ sup
0≤r<1

(
1− r2

)
Q̂(r,H) = sup

0≤r<1

(
1− r2

)
QH(r),

hence (9) holds for all f ∈ K(ψ). Since the remaining part of the proof concerning the
sharpness is similar to that proved for the Theorem 2 it will be omitted.

Example 2. We will prove that the function

f (z) = z +
z2

4
+

z3

6

belongs to the class S∗
(

1+z
1−z ,−2

)
. Thus, denoting

P(z) :=
f ′(z) f (z)

z
=

(
1 +

z
2
+

z2

4

)(
1 +

z
4
+

z2

6

)
,

like we could see in the Figure 2 we have

Re P
(

eit
)
> 0.2 > 0, t ∈ [0, 2π].

The function P is analytic in D, hence Re P is a harmonic function in D, and thus it attains
its extremal values of the boundary of D. Therefore, this inequality combined with P(0) = 1 > 0
leads to

Re P(z) > 0, z ∈ D,

hence P(D) ⊂ {w ∈ C : Re w > 0} = ϕ(D). Since P(0) = ϕ(0) and ϕ is a univalent function
in D, we conclude that P(z) ≺ ϕ(z), that is f ∈ S∗

(
1+z
1−z ,−2

)
.

Figure 2. The graphics of v = Re P
(

eit
)

for t ∈ [0, 2π], and v = 0.2.
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Since for ψ(z) =
1 + z
1− z

we have

sup
|z|<1

(
1− |z|2

)∣∣∣∣ψ′(z)ψ(z)

∣∣∣∣ = 2, (10)

and using the inequality (7) it follows that

‖Tf ‖ ≤ sup
|z|<1

(
1− |z|2

)∣∣∣∣ 3 + 4z
12 + 3z + 2z2

∣∣∣∣+ 2,

Denoting

S := sup
|z|<1

(
1− |z|2

)∣∣∣∣ 4z + 3
2z2 + 3z + 12

∣∣∣∣,
a simple computation shows that

S = sup

{
T(r) :=

(1− r2)
√

16r2 + 24r + 9√
4r4 + 12r3 + 57r2 + 72r + 144

: r ∈ [0, 1)

}
= T(0.2924799068 . . . ) = 0.2922326371 . . . ,

hence ‖Tf ‖ ≤ 2.2922326371 . . . .

Example 3. We will prove that the function

f (z) =
2z

1 + e−z

belongs to the class S∗
(

1+z
1−z , 1 + i

)
. Letting

R(z) :=
(

z
f (z)

)2+i
f ′(z) =

1
2

(
1 + e−z

2

)i(
1 + e−z + ze−z),

from the Figure 3 we get
Re R

(
eit
)
> 0.3 > 0, t ∈ [0, 2π].

Since R(0) = 1 > 0, using similar reasons like in the proof of Example 2, the above inequality
implies

Re R(z) > 0, z ∈ D,

that is f ∈ S∗
(

1+z
1−z , 1 + i

)
.

Using (10) from the inequality (7) we obtain

‖Tf ‖ ≤
√

5 sup
|z|<1

1− |z|2
|1 + ez| + 2.

Letting

S :=
√

5 sup
|z|<1

1− |z|2
|1 + ez| ,

and

S = sup

{
T(r; t) :=

(1− r2)
√

5√
1 + 2er cos t cos(r sin t) + e2r cos t

: (r, t) ∈ [0, 1)× [0, 2π]

}
= T(0.2132772440 . . . ; π) = 1.1805507135 . . . ,
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hence
‖Tf ‖ ≤ 3.1805507135 . . . .

Figure 3. The graphics of v = Re R
(

eit
)

for t ∈ [0, 2π], and v = 0.3.

4. An Application of the Gronwall Inequality

Suppose that u1 and u2 are two linearly independent solutions with initial conditions

u1(0) = u′2(0) = 0 and u2(0) = u′1(0) = 1

of the second order differential equation

u′′(z) + A(z)u = 0, z ∈ D, (11)

where 2A(z) := S( f ; z), and S( f ; z) is the Schwarzian derivative of the function f ∈ A,
that is

S( f ; z) :=
(

f ′′(z)
f ′(z)

)′
− 1

2

(
f ′′(z)
f ′(z)

)2

.

Thus, the function f has the following representation (see also ([1] p. 259), [23,24])

f (z) =
u1(z)

cu1(z) + u2(z)
, where c = − f ′′(0)

2
, (12)

hence
f ′(z) =

1

(cu1(z) + u2(z))
2 . (13)

An important tool used in this section is the following Gronwall’s inequality.

Lemma 4 ([20] p. 19). Suppose that P and q are non-negative continuous real functions for t ≥ 0.
If k > 0 is a constant, then the inequality

q(t) ≤ k +
∫ t

0
q(s)P(s)ds

implies

q(t) ≤ k exp
(∫ t

0
P(s)ds

)
, t > 0.
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Using the integral representation of the fundamental solutions of (11) we have

u1(z) = z +
∫ z

0
(η − z)A(ζ)u1(ζ)dζ,

u2(z) = 1 +
∫ z

0
(η − z)A(ζ)u2(ζ)dζ, (14)

and using the Gronwall’s inequality in [25] the author proved that if f ∈ A, whenever

|A(z)| < δ := δ(η) for all z ∈ D, where η =

∣∣∣∣ f ′′(0)
2

∣∣∣∣ and 2δ(η) = sup
z∈D
|S( f , z)|, then

∣∣∣∣u1(z)
z
− 1
∣∣∣∣ < 1

2
δ e

δ
2 , (15)

|cu1(z) + u2(z)| < (1 + c)e
δ
2 ,

|cu1(z) + u2(z)− 1| < η +
1
2
(1 + η)δ e

δ
2 , (16)

for all z ∈ D (for details see [24,25]).
Using the Gronwall’s inequality Chiang [25] investigated conditions involving the

Schwarzian derivatives for a function f ∈ A to belong to the class of strongly starlike
functions, and to the class of convex functions. In [24], the authors have obtained inclusion
criteria for various subclasses of analytic functions.

The subclass which is of interest in the next study is defined as follows:

Rτ
µ(γ) :=

{
f ∈ A :

∣∣∣∣∣(1− τ) arg

((
z

f (z)

)1+µ

f ′(z)

)
+ τ arg

(
1 +

z f ′′(z)
f ′(z)

)∣∣∣∣∣ < γπ

2
, z ∈ D

}
,

where µ ∈ R, and τ, γ ∈ [0, 1).
Consequently, this class reduces to the class of starlike functions, and to the class of

convex functions of order γ for specified values of τ and µ. For instance, if µ = −α and
τ = 0 we obtain the class of strongly α-Bazilevič functions of order γ studied by Gao [26].

The next result represents a sufficient condition for a function f ∈ A to belong to the
classRτ

µ(γ).

Theorem 4. Let µ ∈ R and τ, γ ∈ (0, 1]. For f ∈ A, let γ, µ, τ and η :=
∣∣∣∣ f ′′(0)

2

∣∣∣∣ satisfy the

relation

|1− µ|(1− τ) sin−1(η) + τ sin−1
(

2η

1− η

)
<

γπ

2
. (17)

If
2δ := sup

|z|<1
|S( f ; z)|,

and δ satisfies the inequality

(1− τ)

[
|1 + µ| sin−1

(
1
2

δe
δ
2

)
+ |1− µ| sin−1

(
η +

1
2
(1 + η)e

δ
2 δ

)]

+ τ sin−1
2
(

η + (1 + η)δe
δ
2

)
1− η − 1

2 (1 + η)δe
δ
2
≤ γπ

2
, (18)

then f ∈ Rτ
µ(γ).

Proof. First, the condition (17) assures the existence of a real number δ ≥ 0 satisfying
the inequality (18). This follows from the fact that, taking δ → 0 the assumption (17)
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shows that there exists a real number δ(µ, τ, η) > 0 such that the inequality (18) holds for
0 < δ < δ(µ, τ, η).

Representing the function f as in (12) in terms of the linearly independent solutions
u1 and u2 of the differential equation (11), and using (13) we obtain∣∣∣∣∣arg

((
z

f (z)

)1+µ

f ′(z)

)∣∣∣∣∣ =
∣∣∣∣∣arg

((
z

u1(z)

)1+µ

(cu1(z) + u2(z))
µ−1

)∣∣∣∣∣
≤ |1 + µ|

∣∣∣∣arg
u1(z)

z

∣∣∣∣+ |1− µ| | arg(cu1(z) + u2(z))|, z ∈ D.

Additionally, for w ∈ C we have that |w− 1| ≤ r implies | arg w| ≤ sin−1 r. Using this
implication combined with the inequalities (15) and (16), the above inequality leads to∣∣∣∣∣arg

((
z

f (z)

)1+µ

f ′(z)

)∣∣∣∣∣ < |1 + µ| sin−1
(

1
2

δe
δ
2

)
+ |1− µ| sin−1

(
η +

1
2
(1 + η)δe

δ
2

)
, z ∈ D. (19)

Since
z f ′′(z)
f ′(z)

= −2z
cu′1(z) + u′2(z)
cu1(z) + u2(z)

, z ∈ D,

following the method of proof given in ([24] Theorem 3.3, p. 69) we obtain

∣∣∣∣(1 +
z f ′′(z)
f ′(z)

)
− 1
∣∣∣∣ ≤ 2

(
η + (1 + η)δe

δ
2

)
1− η − 1

2 (1 + η)δe
δ
2

, z ∈ D,

hence ∣∣∣∣arg
(

1 +
z f ′′(z)
f ′(z)

)∣∣∣∣ < sin−1

 2
(

η + (1 + η)δe
δ
2

)
1− η − 1

2 (1 + η)δe
δ
2

, z ∈ D. (20)

Therefore, using the inequalities (19) and (20), from the assumption (18) we obtain∣∣∣∣∣arg

[
(1− τ)

(
z

f (z)

)1+µ

f ′(z)

]
+ arg

[
τ

(
1 +

z f ′′(z)
f ′(z)

)]∣∣∣∣∣
≤ (1− τ)

∣∣∣∣∣arg

((
z

f (z)

)1+µ

f ′(z)

)∣∣∣∣∣+ τ

∣∣∣∣arg
(

1 +
z f ′′(z)
f ′(z)

)∣∣∣∣
< (1− τ)|1 + µ| sin−1

(
1
2

δe
δ
2

)
+ |1− µ|(1− τ) sin−1

(
η + (1 + η)

1
2

δe
δ
2

)
+ τ sin−1

(
2(η + (1 + η)δe

δ
2 )

1− η − 1
2 (1 + η)δe

δ
2

)
≤ γπ

2
, z ∈ D,

which implies f ∈ Rτ
µ(γ).

Taking τ = 0 in Theorem 4, the sufficient condition for a function f ∈ A to belong to

the class S∗
((

1+z
1−z

)γ
, µ
)

, with 0 < γ ≤ 1, is given by the following corollary.

Corollary 4. Let µ ∈ R and γ ∈ (0, 1]. For f ∈ A, let γ, µ and η :=
∣∣∣∣ f ′′(0)

2

∣∣∣∣ satisfy the relation

|1− µ| sin−1(η) <
γπ

2
.
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If
2δ := sup

|z|<1
|S( f ; z)|,

and δ satisfies the inequality

|1 + µ| sin−1
(

1
2

δe
δ
2

)
+ |1− µ| sin−1

(
η +

1
2
(1 + η)e

δ
2 δ

)
≤ γπ

2
,

then f ∈ S∗
((

1+z
1−z

)γ
, µ
)

.

Remark 4. (i) If we choose of µ = −α, with α > 0, and τ > 0 in Theorem 4 we obtain the result
of ([24] Theorem 3.2, p. 68).

(ii) For µ = 0, if τ = 0 or τ = 1 we obtain the sufficient conditions for a function to be
strongly starlike and strongly convex of order γ, with γ ∈ (0, 1], respectively.

5. Conclusions

Concluding, by using the general subordination theory and the graphical represen-
tations, we obtained bounds on M for an analytic function p, with p(0) = 1, such that
1 + zp′(z) ≺ 1 + Mz implies the function p is subordinate to each of the functions given
by (2).

Secondly, we determine the pre-Schwarzian norm estimates for function belonging to
the classes given by (3) and (4), and we gave some simple applications of the main results
given by Theorems 2 and 3.

The article ends with an application of the Gronwall’s inequalities, that represents
a sufficient condition for an analytic and normalized function to belong a subclass of
functions with bounded arguments and connected with the class of strongly α-Bazilevič
functions of order γ studied by Gao [26].
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