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Abstract: Nature-inspired metaheuristic algorithms have gained great attention over the last decade
due to their potential for finding optimal solutions to different optimization problems. In this study,
a metaheuristic based on the dwarf mongoose optimization algorithm (DMOA) is presented for
the parameter estimation of an autoregressive exogenous (ARX) model. In the DMOA, the set of
candidate solutions were stochastically created and improved using only one tuning parameter. The
performance of the DMOA for ARX identification was deeply investigated in terms of its convergence
speed, estimation accuracy, robustness and reliability. Furthermore, comparative analyses with
other recent state-of-the-art metaheuristics based on Aquila Optimizer, the Sine Cosine Algorithm,
the Arithmetic Optimization Algorithm and the Reptile Search algorithm—using a nonparametric
Kruskal–Wallis test—endorsed the consistent, accurate performance of the proposed metaheuristic
for ARX identification.

Keywords: ARX; parameter estimation; swarm intelligence; dwarf mongoose optimization

MSC: 90C31; 93-10

1. Introduction

Over recent years, metaheuristic techniques have made substantial progress in the
solution of different optimization problems arising in the spectrum of engineering ap-
plications [1–7]. One may classify optimization heuristics into four categories: Group
one includes methods inspired by human behavior such as balanced teaching–learning-
based optimization [8], harmony searches [9] and socio evolution and teaching–learning
optimization [10]. Group two includes evolutionary algorithms involving mutation and
crossover operations; a few methods in this area include genetic algorithms [11], differen-
tial evolution [12], biogeography-based optimizers [13] and bat algorithms [14,15]. Group
three includes physics-based techniques involving physical laws for optimization prob-
lem solutions; a few techniques in this area are Henry gas solubility optimization [16,17],
the big bang–big crunch [18,19] and gravitational search algorithms [20,21]. The final
group includes swarm intelligence-based techniques used for optimization solutions; a few
methods in this area are particle swarm optimization [22,23], artificial bee colonies [24,25],
cuckoo searches [26,27], the marine predators algorithm [28,29] and the slime mold algo-
rithm [30,31]. Recently, the dwarf mongoose optimization algorithm (DMOA) has been
proposed, obtaining better results than standard state-of-the-art algorithms [32–34]. Its
easy structure, with only controlling parameter, and its better performance motivated
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the authors to exploit these strengths for the parameter estimation of an autoregressive
exogenous noise (ARX) model.

The ARX model is widely used to model a number of engineering optimization prob-
lems such as electrical/power systems [35], estimating battery charge [36], predicting
electrical loads [37] and forecasting gas emissions and water flooding [38–40]. The pa-
rameter estimation of the ARX model is of paramount significance owing to its ability to
model different phenomena. Some of the parameter estimation methods that have been
proposed for ARX identification are recursive identification [41], the variational Bayesian
approach [42], the sparse estimation idea [43], momentum gradient descent [44], the vari-
able step-size information gradient scheme [45], the two-stage gradient mechanism [46],
evolutionary algorithms [47] and Aquila search optimization [48].

Sörensen exposed the metaphor of proposing novel metaheuristics in his great research
work [49] and pointed out some actual research directions in metaheuristics that would
take this field a step forward rather than backward. However, the current research study
extends the application domain of metaheuristics and provides a detailed investigation
into solving the parameter estimation problem of the ARX model through the exploitation
of the well-established strengths of the DMOA. A detailed performance evaluation of the
proposed scheme for ARX identification was conducted for different noise conditions in the
ARX structure. The reliability of the proposed approach in comparison with other recently
introduced metaheuristics was established through detailed analyses based on multiple
independent experiments and statistical tests.

The remainder of the paper can be outlined as follows: Section 2 describes the ARX
model structure. Section 3 presents the DMOA methodology, with pseudocode and flow
chart descriptions. Section 4 provides the results of detailed simulations by way of graphical
and tabular representations. Finally, Section 5 concludes the study by presenting the main
findings of the current investigation.

2. Mathematical Model of ARX Systems

The parameter estimation of the ARX model structure presented in Figure 1 is of
great interest for the research community because of its ability to model a variety of real-
life problems. Saleem et al. used the ARX structure to model real-life induction motor
drive [50]; Azarnejad et al. investigated ARX processes to study the dynamics of an actual
stock returns system [51]; Hadid et al. explored the practical applications of ARX in disaster
management through effective flood forecasting by rainfall-runoff modelling of rivers [40];
Li et al. exploited the ARX model for the modeling of practical industrial processes such as
the pH neutralization process, which is normally required in wastewater treatment [52]
and many other processes.
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The description of the terms in Figure 1 are as follows: ε(j) is the input, θ(j) is the
output, q(j) is random noise and H

(
z−1) and I

(
z−1) are polynomials with the degrees nh

and ni, respectively, as given in (1) and (2):

H
(

z−1
)
= 1 + h1z−1 + h2z−2 + · · ·+ hnh z−nh , (1)

I
(

z−1
)
= i1z−1 + i2z−2 + · · ·+ ini z

−ni (2)

The output of the ARX model presented in Figure 1 is given in (3):

θ(j) =
I
(
z−1)

H(z−1)
ε(j) +

1
H(z−1)

q(j) (3)

Multiplying (3) by H
(
z−1) on both sides results in the equation given in (4):

H
(

z−1
)

θ(j) = I
(

z−1
)

ε(j) + q(j) (4)

Equation (4) can be rewritten as:

θ(j) =
[
1− H

(
z−1
)]

θ(j) + I
(

z−1
)

ε(j) + q(j) (5)

Defining the information vectors as in (6) and (7) and the parameter vectors, they can be
estimated as shown in (8) and (9):

κh(j) = [−θ(j− 1),−θ(j− 2), · · · ,−θ(j− nh)], (6)

κi(j) = [ε(j− 1), ε(j− 2), · · · ,−ε(j− ni)], (7)

h =
[
h1, h1, · · · , hnh

]
(8)

i = [i1, i2, · · · , ini ] (9)

The identification model for the ARX system can be determined using the overall informa-
tion and parameter vectors given in (10)–(12), respectively:

θ(j) = κT(j)γ+ q(j), (10)

κ(j) =
[
κh(j) κi(j)

]
, (11)

γ =
[
h i

]
(12)

The objective was to estimate the parameter vector (12) of the ARX model through the
optimization strength of the DMOA scheme.

3. Methodology

In this section, a DMOA-based methodology for the parameter estimation of the ARX
model is presented.

3.1. Dwarf Mongoose Optimization Algorithm

The DMOA is a swarm intelligence-based method inspired by animal behavior for the
finding of solutions to optimum global problems. It replicates dwarf mongoose behavioral
responses. The DMOA model, pseudocode and algorithm flow are presented below.
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3.1.1. Population Initialization

The DMOA started with the initialization of the population for mongoose candidate
solutions (S), as given in (13):

S =

 s1,1 · · · s1,Q
...

. . .
...

sNp,1 · · · sNp,Q

 (13)

Np is the total population size and Q is the number of decision variables or the features
of the dwarf mongoose. The number of decision variables Q for the parameter estimation
problem of the ARX system represents the parameters of the ARX system provided in the
parameter vector γ, as given in (12). The population is generated randomly using (14):

Su,v = unifrnd(LB, UB, Q) (14)

LB and UB are the lower and upper bounds of the problem.

3.1.2. The DMOA Model

The optimization procedure of the DMOA was divided into three groups, which are
presented below.

Alpha Group

After the initialization, the population fitness of each solution was calculated using
(15). On the basis of fitness, the female alpha was chosen, as presented in (15):

α =
fitj

∑
Np
j=1 fitj

(15)

As the number of mongooses in α is related to the number of babysitters bb and the
vocalization of the dominant female ρ, the solution’s updated mechanism was calculated
using (16):

Sj+1 = Sj +∅∗ρ (16)

∅ is the distributed random number. The sleeping mound was calculated for every repeti-
tion using (17):

εj =
fitj+1 − fitj

max
{∣∣fitj+1, fitj

∣∣} (17)

The average of εj was calculated using (18):

σ =
∑

Np
j=1 εj

Np
(18)

The algorithm moved to the next group when the babysitter criteria was met.

Scout Group

During this phase, if the family forages far enough, then a new sleeping mound will
be discovered—this was calculated using (19a) and (19b):

if θj+1 > θj : Sj+1 = Sj −DF ∗ rand∗
[

Sj −
→
V
]

(19a)

else : Sj+1 = Sj + DF ∗ rand∗
[

Sj −
→
V
]

(19b)
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Here, the rand value was between [0, 1]. DF was a parameter for controlling the collective

volitive movement of the mongoose group and
→
V was the movement vector; they were

both calculated using (20) and (21):

DF =

(
1− m

max_G

)(2∗ m
max_G )

, (20)

→
V = ∑Np

j=1

Sj × εj

Sj
(21)

The Babysitters

The babysitters are the secondary group that stays with youngsters. To assist the alpha
female, babysitters are recycled on a routine basis, while the rest of the squad conducts
daily hunting expeditions. The pseudocode of the DMOA is presented in Algorithm 1. The
flowchart for the DMOA is shown in Figure 2.

Algorithm 1: Pseudo-code of the DMOA

Initialization:
Initialize DMOA parameters : population Np and number of babysitters bb.
Set Np = Np − bb.
Set babysitter exchange parameter K.
for m = 1 : max _G
Calculate the mongoose fitness.
Set time Counter D.
Calculate α =

fitj

∑
Np
j=1 fitj

Calculate candidate food position Sj+1 = Sj +∅∗ρ.
Evaluate new fitness of Sj+1.

Evaluate sleeping mound εj =
fitj+1− fitj

max{|fitj+1, fitj|}

Compute average of εj. σ =
∑

Np
j=1 εj

Np
.

Compute movement vector
→
V = ∑

Np

j=1
Sj×εj

Sj
.

Exchange babysitters if D ≥ K and set.
Initialize bb position usng (1) and calculate fitness fitj ≤ α.

Simulate next position Sj+1 =


Sj −DF ∗ rand ∗

[
Sj −

→
V
]

if θj+1 > θj Exploration

Sj + DF ∗ rand ∗
[

Sj −
→
V
]

else Exploration

Update best solution
end
Return best solution
End
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4. Performance Analysis

In this section, the performance analysis of the DMOA for the ARX model is presented.
The identification of the ARX model was conducted over several noise levels, generations
and population sizes. The algorithm was evaluated in terms of its accuracy, as measured
by the fitness function presented in (22):

Fitness Function = mean
(
θ − θ̂

)2
(22)
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Here, θ̂ is the estimated response determined by the DMOA and θ is the desired response
or actual output of the ARX model as presented in (12). For the simulation study, we
considered the second order ARX model presented in (23) and (24). The simulations were
conducted in Matlab with the input as a zero mean unit variance signal, and the desired
output was obtained using the desired parameters provided in Equations (23) and (24) of
the ARX system. Meanwhile, the noise signal was considered to be zero with a normal
distribution, having a constant variance.

H
(

z−1
)
= 1− 1.5z−1 + 0.7z−2, (23)

I
(

z−1
)
= 1.0z−1 + 0.5z−2 (24)

4.1. Statistical Convergence Analysis

In this section, the performance of the DMOA is judged by introducing three noise
levels to the ARX model. The simulations were conducted in a MATLAB Windows 10 en-
vironment. The parameter settings of the DMOA for the ARX model were: number of
babysitters bb = 3, babysitter exchange parameter K = 7 and female vocalization α = 2.
Moreover, the fitness of the DMOA was valued through three variations of generation
number (150, 200 and 250) and population size (15, 20 and 25). The Average Fitness, Best
Fitness, Worst Fitness and standard deviation (STD) were the evaluation metrics used to
evaluate the performance of the DMOA for the ARX model.

The performance in terms of the number of babysitters bb is presented in Table 1.
It can be seen from the table that by increasing bb, the average fitness increased for all
population numbers and generation sizes. The best values achieved for Average Fitness,
Best Fitness and Worst Fitness were 1.1× 10−4, 8.5× 10−5 and 2.6× 10−4 at a population
size of 25, a generation size of 250 and bb = 3.

Table 1. DMOA analysis w.r.t. number of babysitters and babysitter exchange parameters.

Babysitter
Exchange

Parameter (K)

Number of
Babysitters

(bb)
Generations (T) Population (Np) Average

Fitness Best Fitness Worst Fitness

7 3

150
15 7.1× 10−3 1.0× 10−4 4.2× 10−2

20 1.7× 10−3 9.4× 10−5 1.1× 10−2

25 7.7× 10−4 9.4× 10−5 2.6× 10−3

200
15 9.1× 10−4 8.9× 10−5 1.0× 10−2

20 3.5× 10−4 8.6× 10−5 1.2× 10−3

25 3.2× 10−4 8.5× 10−5 2.2× 10−3

250
15 5.1× 10−4 8.5× 10−5 5.5× 10−3

20 1.5× 10−4 8.5× 10−5 6.3× 10−4

25 1.1× 10−4 8.5× 10−5 2.6× 10−4

10 4

150
15 8.2× 10−3 1.1× 10−4 1.1× 10−1

20 3.1× 10−3 1.8× 10−4 1.2× 10−2

25 2.5× 10−3 7.8× 10−5 1.3× 10−2

200
15 4.1× 10−3 8.3× 10−5 3.5× 10−2

20 8.5× 10−4 8.0× 10−5 1.2× 10−2

25 3.1× 10−4 6.4× 10−5 1.3× 10−3

250
15 1.6× 10−3 7.2× 10−5 1.2× 10−2

20 3.4× 10−4 6.0× 10−5 1.0× 10−3

25 1.5× 10−4 5.8× 10−5 6.1× 10−4
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Table 1. Cont.

Babysitter
Exchange

Parameter (K)

Number of
Babysitters

(bb)
Generations (T) Population (Np) Average

Fitness Best Fitness Worst Fitness

12 5

150
15 1.9× 10−2 4.4× 10−4 7.1× 10−2

20 5.3× 10−3 1.7× 10−4 2.0× 10−2

25 2.7× 10−3 1.0× 10−4 2.0× 10−2

200
15 5.5× 10−3 1.7× 10−4 2.1× 10−2

20 1.8× 10−3 1.1× 10−4 7.6× 10−3

25 8.9× 10−4 1.1× 10−4 3.2× 10−3

250
15 2.5× 10−3 9.9× 10−5 1.5× 10−2

20 4.0× 10−4 9.6× 10−5 2.2× 10−3

25 1.6× 10−4 9.2× 10−5 6.0× 10−4

The performance in terms of fitness variations and standard deviations for the three
noise levels, i.e., 0.01, 0.03 and 0.05, is demonstrated in Tables 2–4, respectively. It can be
seen from Tables 2–4 that the fitness of the DMOA decreased with increasing population
size and number of generations. It is notable in Table 2 that the minimum Average Fitness,
Best Fitness and Worst Fitness achieved for the noise level = 0.01 were 1.1× 10−4, 8.5× 10−5

and 2.6× 10−4, respectively. Similarly, the three best fitness values for the noise levels
0.03 and 0.05—given in Tables 3 and 4—were 7.9× 10−4, 7.6× 10−4 and 8.9× 10−4 and
2.2× 10−3, 2.1× 10−3 and 2.6× 10−3, respectively.

Table 2. DMOA analysis w.r.t. generation numbers and population sizes at 0.01 noise variance.

Generations (T) Population (Np) Average Fitness Best Fitness Worst Fitness STD

150
15 7.1× 10−3 1.0× 10−4 4.2× 10−2 1.0× 10−2

20 1.7× 10−3 9.4× 10−5 1.1× 10−2 2.2× 10−3

25 7.7× 10−4 9.4× 10−5 2.6× 10−3 7.0× 10−4

200
15 9.1× 10−4 8.9× 10−5 1.0× 10−2 1.9× 10−3

20 3.5× 10−4 8.6× 10−5 1.2× 10−3 2.9× 10−4

25 3.2× 10−4 8.5× 10−5 2.2× 10−3 4.1× 10−4

250
15 5.1× 10−4 8.5× 10−5 5.5× 10−3 1.0× 10−3

20 1.5× 10−4 8.5× 10−5 6.3× 10−4 1.1× 10−4

25 1.1× 10−4 8.5× 10−5 2.6× 10−4 4.2× 10−5

Table 3. DMOA analysis w.r.t. generation numbers and population sizes at 0.03 noise variance.

Generations (T) Population (Np) Average Fitness Best Fitness Worst Fitness STD

150
15 4.2× 10−3 8.4× 10−4 1.0× 10−2 4.1× 10−3

20 2.0× 10−3 8.0× 10−4 8.0× 10−3 1.8× 10−3

25 1.6× 10−3 7.9× 10−4 8.0× 10−3 1.5× 10−3

200
15 2.4× 10−3 7.7× 10−4 7.7× 10−3 2.0× 10−3

20 1.5× 10−3 7.8× 10−4 8.3× 10−3 1.4× 10−3

25 1.0× 10−3 7.7× 10−4 2.7× 10−3 4.2× 10−4

250
15 1.1× 10−3 7.6× 10−4 3.9× 10−3 6.6× 10−4

20 8.5× 10−4 7.6× 10−4 1.6× 10−3 1.8× 10−4

25 7.9× 10−4 7.6× 10−4 8.9× 10−4 3.4× 10−5

The performance of the DMOA method in terms of Best Fitness for the three noise
levels, i.e., 0.01, 0.03 and 0.05, was evaluated for three variations in the number of gener-
ations (150, 200 and 250) and population size (15, 20 and 25); the fitness plots are shown
in Figure 3. The fitness curves in Figure 3a–c represent the Best Fitness of the DMOA
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algorithm for noise variance = 0.01. In contrast, Figure 3d–f signifies the Best Fitness curves
for noise variance = 0.03. Likewise, the Best Fitness plots for noise variance = 0.05 are
given in Figure 3g–i. It can be observed from Figure 3a–i that the fitness of the DMOA
for the three noise levels, i.e., 0.01, 0.03 and 0.05, was reduced significantly with increases
in population size and the number of generations. However, better results with regard
to fitness were achieved with lower values of noise, a greater number of generations and
larger population sizes.

Table 4. DMOA analysis w.r.t. generation numbers and population sizes at 0.05 noise variance.

Generations (T) Population (Np) Average Fitness Best Fitness Worst Fitness STD

150
15 5.8× 10−3 2.2× 10−3 2.0× 10−2 3.8× 10−3

20 3.6× 10−3 2.2× 10−3 1.2× 10−2 2.1× 10−3

25 2.6× 10−3 2.2× 10−3 4.6× 10−3 5.4× 10−4

200
15 3.9× 10−3 2.2× 10−3 1.6× 10−2 2.8× 10−3

20 2.3× 10−3 2.1× 10−3 3.3× 10−3 3.1× 10−4

25 2.3× 10−3 2.1× 10−3 2.9× 10−3 1.5× 10−4

250
15 2.3× 10−3 2.1× 10−3 3.2× 10−3 2.5× 10−4

20 2.2× 10−3 2.1× 10−3 2.4× 10−3 6.8× 10−5

25 2.2× 10−3 2.1× 10−3 2.6× 10−3 9.7× 10−5
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To confirm the natural behavior of the DMOA for different noise values, the perfor-
mance of the DMOA was also verified by fixing the population size (15, 20 and 25) and
changing the generation size (150, 200 and 250) for three values of noise variance (0.01,
0.03 and 0.05); the fitness-based learning curves are presented in Figure 4. Figure 4a–c
represents the Fitness achieved by the DMOA with population size = 15. However, the
fitness plots for population size = 20 are given in Figure 4d–f, while Figure 4g–i denotes
the fitness plots for population size = 25. It can be seen from the fitness curves given in
Figure 4a–i that for a fixed population size and number of generations, the fitness achieved
by the DMOA for low levels of noise, i.e., 0.01 and 0.03, was quite low compared to the
fitness for a high noise level, i.e., 0.05. Yet, the DMOA achieved the minimum value of
fitness for the smallest value of noise, i.e., 0.01, for a fixed population size. Therefore, it is
confirmed from the curves in Figure 4 that the performance of the DMOA was lower with
higher noise values.
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4.2. Results Comparison with Other Heuristics

To further investigate the DMOA, it was compared with other swarm intelligence-
based methods including Aquila optimizer (AO) [53], the reptile search algorithm (RSA) [54],
the sine cosine algorithm (SCA) [55] and the arithmetic optimization algorithm (AOA) [56]
for 30 independent runs, with multiple variations of generation number (150, 200 and 250)
and population size (15, 20 and 25) considered. These methods were selected in terms of
their performance in solving engineering optimization problems and their source code
availability. Brief descriptions and the parameter settings of these methods are summarized
in Table 5.

Table 5. Parameter settings of other metaheuristics.

Method Description Parameter

Aquila Optimizer (AO) Inspired from behavior of aquila for solving
optimization problems.

α = 0.1
δ = 0.1

Reptile Search Algorithm (RSA) Inspired from hunting behavior of reptiles for solving
complex optimization problems.

α = 0.1
β = 0.005

Sine Cosine Algorithm (SCA) Inspired from sine and cosine functions for solving
engineering optimization problems. a = 2

Arithmetic Optimization Algorithm (AOA)
Inspired from basic arithmetic operators (addition,
subtraction, multiplication, and division) for solving
optimization problems.

α = 5
µ = 0.5

The performance of the DMOA method in terms of Best Fitness was compared with
the AO, AOA, RSA and SCA for the three variations in generation number (150, 200 and
250) and population size (15, 20 and 25); the fitness plots are shown in Figure 5. The fitness
curves in Figure 5a–c represent the Best Fitness of the DMOA algorithm for Np = 15. In
contrast, Figure 5d–f signifies the Best Fitness curves for Np = 20. Likewise, the Best Fitness
plots for Np = 25 are given in Figure 5g–i. The noise variance is shown in Figure 5a–I
is 0.01. It can be observed from Figure 5a–I that the fitness of the DMOA was lower for
all variations compared to other methods. Moreover, the fitness value decreased with
increasing population size and numbers of generations.

Tables 6–8 show the performance of all the algorithms in terms of their estimated
weights and best fitness values for the 0.01, 0.03 and 0.05 noise variances. It can be seen that
for lower noise variances, i.e., 0.01, the algorithm gave better results compared to higher
noise variances. Moreover, for low noise variances, the estimated weights were closer to
true values, with minimum fitness values.

The statistical analysis of the DMOA, AO, AOA, SCA and RSA for multiple runs—with
noise variances, population sizes, and constant generation sizes—are shown in Figure 6.
It can be seen that for all noise variances, the DMOA achieved lower fitness compared to
the AOA, SCA, RSA and AO. It can also be observed that by increasing the noise level, the
performance of all the algorithms degraded. However, the DMOA achieved optimal fitness
in all scenarios.

Figure 7 shows a comparison of the boxplots for the average fitness values of the
DMOA against those of the AO, AOA, RSA and SCA for all variations of T, Np and noise
variances. It can be observed from Figure 7 that the DMOA had a lower median compared
to the other methods. Moreover, both the first and third quartiles of the DMOA had lower
values, such that it achieved lower fitness values than the other methods.
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Figure 5. Fitness plot comparison of the DMOA with the AO, AOA, RSA and SCA w.r.t population
size. (a–c) Np = 15 (d–f) Np = 20 (g–i) Np = 25.

To further investigate the performance of the DMOA vs. the AOA, the DMOA vs. the
SCA, the DMOA vs. AO and the DMOA vs. the RSA, a nonparametric Kruskal–Wallis test
was performed on the average fitness values of all the algorithms, with noise variances
0.01, 0.03 and 0.05, generation numbers 150, 200 and 250 and population sizes 15, 20 and 25.
The significance level was 0.01. The computed H-statistic was 39.7636 and the result was
significant at p < 0.01, as presented in Figures 8–11.

The results of the detailed simulations and the statistics indicate that DMOA-based
swarming optimization heuristics effectively approximate the parameters of ARX systems.
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Table 6. Comparison of the DMOA with the AO, RSA, AOA and SCA against true values for the
ARX model at 0.01 noise variance.

Algorithm Generations (T) Population (Np)
Design Parameters

Best Fitness
h1 h2 i1 i2

DMOA

150
15 −1.50 0.70 1.00 0.49 1.0× 10−4

20 −1.49 0.69 0.99 0.50 9.4× 10−5

25 −1.50 0.70 0.99 0.50 9.4× 10−5

200
15 −1.50 0.69 0.95 0.53 8.9× 10−5

20 −1.50 0.70 0.99 0.50 8.6× 10−5

25 −1.50 0.70 0.99 0.50 8.5× 10−5

250
15 −1.50 0.70 0.99 0.50 8.5× 10−5

20 −1.50 0.70 0.99 0.50 8.5× 10−5

25 −1.50 0.70 0.99 0.50 8.5× 10−5

AO

150
15 −1.47 0.66 0.77 0.75 2.2× 10−2

20 −1.47 0.67 0.89 0.52 1.8× 10−2

25 −1.43 0.64 0.87 0.68 1.0× 10−2

200
15 −1.51 0.71 1.03 0.45 1.4× 10−3

20 −1.46 0.66 0.93 0.58 3.1× 10−3

25 −1.52 0.72 0.96 0.58 4.4× 10−3

250
15 −1.49 0.68 1.07 0.48 1.3× 10−2

20 −1.55 0.73 0.99 0.32 9.9× 10−3

25 −1.54 0.74 0.92 0.50 4.3× 10−3

RSA

150
15 −1.38 0.61 1.10 0.71 3.8× 10−2

20 −1.39 0.61 1.01 0.80 4.3× 10−2

25 −1.29 0.54 1.04 0.91 6.4× 10−2

200
15 −1.38 0.63 0.84 1.01 4.0× 10−2

20 −1.48 0.68 0.73 0.77 1.3× 10−2

25 −1.42 0.66 0.97 0.82 2.1× 10−2

250
15 −1.45 0.67 0.94 0.74 1.0× 10−2

20 −1.52 0.75 0.88 0.83 3.4× 10−2

25 −1.50 0.67 1.05 0.21 2.5× 10−2

AOA

150
15 −1.65 0.79 0.97 0.00 5.8× 10−2

20 −1.73 0.87 0.88 0.01 8.6× 10−2

25 −1.46 0.67 0.47 1.08 5.8× 10−2

200
15 −1.51 0.73 1.30 0.29 2.0× 10−2

20 −1.63 0.77 0.93 0.01 6.5× 10−2

25 −1.53 0.72 0.79 0.58 8.5× 10−3

250
15 −1.34 0.55 0.68 0.98 5.4× 10−2

20 −1.54 0.76 1.66 −0.02 8.8× 10−2

25 −1.53 0.72 1.30 0.10 2.4× 10−2

SCA

150
15 −1.46 0.66 0.81 0.67 1.1× 10−2

20 −1.55 0.74 1.19 0.21 1.6× 10−2

25 −1.51 0.69 1.05 0.35 1.8× 10−2

200
15 −1.40 0.61 1.00 0.48 2.8× 10−2

20 −1.52 0.72 0.75 0.71 1.2× 10−2

25 −1.54 0.74 0.85 0.62 8.2× 10−3

250
15 −1.53 0.73 1.19 0.23 1.2× 10−2

20 −1.53 0.73 0.90 0.63 1.1× 10−2

25 −1.43 0.62 0.95 0.55 1.7× 10−2

True Values −1.50 0.70 1.00 0.50 0
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Table 7. Comparison of the DMOA with the AO, RSA, AOA and SCA against true values for the
ARX model at 0.03 noise variance.

Algorithm Generations (T) Population (Np)
Design Parameters

Best Fitness
h1 h2 i1 i2

DMOA

150
15 −1.49 0.69 0.98 0.53 8.4× 10−4

20 −1.50 0.70 0.98 0.50 8.0× 10−4

25 −1.50 0.70 0.98 0.51 7.9× 10−4

200
15 −1.50 0.69 0.99 0.51 7.7× 10−4

20 −1.50 0.70 0.98 0.50 7.8× 10−4

25 −1.50 0.70 0.99 0.51 7.7× 10−4

250
15 −1.50 0.70 0.99 0.50 7.6× 10−4

20 −1.50 0.70 0.99 0.51 7.6× 10−4

25 −1.50 0.70 0.99 0.50 7.6× 10−4

AO

150
15 −1.47 0.68 1.16 0.45 8.4× 10−3

20 −1.50 0.68 0.82 0.51 1.2× 10−2

25 −1.48 0.67 0.88 0.53 7.8× 10−3

200
15 −1.48 0.65 0.89 0.44 2.5× 10−2

20 −1.45 0.66 0.87 0.68 7.4× 10−3

25 −1.49 0.69 0.97 0.49 1.4× 10−3

250
15 −1.54 0.74 0.76 0.68 1.4× 10−2

20 −1.39 0.60 1.04 0.57 1.9× 10−2

25 −1.58 0.76 1.19 0.20 1.8× 10−2

RSA

150
15 −1.53 0.74 1.19 0.41 1.7× 10−2

20 −1.47 0.71 0.96 0.81 2.5× 10−2

25 −1.44 0.65 0.98 0.45 4.8× 10−2

200
15 −1.45 0.67 0.96 0.76 1.4× 10−2

20 −1.41 0.60 1.00 0.49 2.0× 10−2

25 −1.37 0.59 0.96 0.75 2.5× 10−2

250
15 −1.45 0.66 0.92 0.64 6.4× 10−3

20 −1.46 0.68 0.93 0.68 6.4× 10−3

25 −1.55 0.75 0.71 0.79 2.5× 10−2

AOA

150
15 −1.38 0.54 0.96 0.28 9.5× 10−2

20 −1.60 0.79 0.02 1.33 1.9× 10−1

25 −1.49 0.71 1.66 −0.00 8.3× 10−2

200
15 −1.51 0.76 1.14 0.73 5.9× 10−2

20 −1.43 0.65 1.65 0.02 8.5× 10−2

25 −1.41 0.62 1.54 0.01 7.5× 10−2

250
15 −1.66 0.84 0.92 0.38 3.5× 10−2

20 −1.40 0.64 1.09 0.78 3.0× 10−2

25 −1.42 0.62 1.41 0.06 5.9× 10−2

SCA

150
15 −1.51 0.71 0.90 0.52 4.9× 10−3

20 −1.54 0.73 1.23 0.16 1.9× 10−2

25 −1.43 0.65 1.02 0.68 1.0× 10−2

200
15 −1.51 0.70 1.15 0.27 8.7× 10−3

20 −1.47 0.67 0.79 0.70 1.0× 10−2

25 −1.51 0.70 1.14 0.29 1.1× 10−2

250
15 −1.43 0.65 1.12 0.57 1.1× 10−2

20 −1.52 0.72 1.00 0.41 5.6× 10−3

25 −1.50 0.68 1.00 0.34 9.8× 10−3

True Values −1.50 0.70 1.00 0.50 0
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Table 8. Comparison of the DMOA with the AO, RSA, AOA and SCA against true values for the
ARX model at 0.05 noise variance.

Algorithm Generations (T) Population (Np) Design Parameters
Best Fitness

h1 h2 i1 i2

DMOA

150
15 −1.50 0.70 0.98 0.53 2.2× 10−3

20 −1.50 0.70 0.96 0.51 2.2× 10−3

25 −1.50 0.69 0.99 0.51 2.2× 10−3

200
15 −1.50 0.70 0.98 0.52 2.2× 10−3

20 −1.50 0.70 0.98 0.52 2.1× 10−3

25 −1.50 0.70 0.98 0.51 2.1× 10−3

250
15 −1.50 0.70 0.98 0.51 2.1× 10−3

20 −1.50 0.70 0.98 0.51 2.1× 10−3

25 −1.50 0.70 0.98 0.51 2.1× 10−3

AO

150
15 −1.57 0.77 0.98 0.43 1.0× 10−2

20 −1.52 0.70 0.72 0.69 1.4× 10−2

25 −1.52 0.71 1.02 0.44 3.2× 10−3

200
15 −1.49 0.68 1.13 0.35 1.3× 10−2

20 −1.48 0.65 0.79 0.56 1.9× 10−2

25 −1.47 0.68 1.09 0.46 8.9× 10−3

250
15 −1.57 0.76 1.17 0.29 1.7× 10−2

20 −1.51 0.71 1.11 0.39 5.7× 10−3

25 −1.43 0.63 0.98 0.56 1.0× 10−2

RSA

150
15 −1.40 0.63 0.90 0.99 5.5× 10−2

20 −1.38 0.61 0.88 0.95 4.5× 10−2

25 −1.38 0.62 0.92 0.96 4.5× 10−2

200
15 −1.47 0.67 0.55 0.95 3.8× 10−2

20 −1.53 0.75 1.01 0.63 1.6× 10−2

25 −1.38 0.61 0.91 0.84 2.5× 10−2

250
15 −1.48 0.66 0.92 0.50 9.7× 10−3

20 −1.56 0.77 0.81 0.66 2.5× 10−2

25 −1.48 0.70 0.67 0.95 3.2× 10−2

AOA

150
15 −1.78 0.95 1.57 −0.37 1.8× 10−1

20 −1.43 0.62 1.40 0.01 6.9× 10−2

25 −1.30 0.55 1.03 0.98 6.9× 10−2

200
15 −1.55 0.71 1.12 0.04 3.9× 10−2

20 −1.28 0.56 1.08 1.13 1.1× 10−1

25 −1.47 0.68 1.27 0.30 1.8× 10−2

250
15 −1.63 0.79 1.12 0.03 3.9× 10−2

20 −1.79 0.91 0.75 0.01 1.3× 10−1

25 −1.50 0.70 1.40 0.07 3.9× 10−2

SCA

150
15 −1.43 0.62 0.77 0.66 2.4× 10−2

20 −1.44 0.65 1.00 0.65 1.0× 10−2

25 −1.50 0.71 1.12 0.32 3.2× 10−2

200
15 −1.44 0.66 0.94 0.68 1.2× 10−2

20 −1.49 0.69 0.92 0.60 3.8× 10−3

25 −1.49 0.69 0.97 0.56 5.1× 10−3

250
15 −1.48 0.69 0.99 0.63 1.1× 10−2

20 −1.52 0.70 0.71 0.63 1.6× 10−2

25 −1.52 0.70 1.08 0.30 9.4× 10−3

True Values −1.50 0.70 1.00 0.50 0
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5. Conclusions

The following conclusions were drawn from the simulation studies performed in the
last section:

The current study investigated the effective solving of the system identification prob-
lem of the ARX model using recent novel metaheuristics. A dwarf mongoose optimization
algorithm, i.e., the DMOA-based metaheuristic, was presented for the parameter estimation
of the ARX model. The DMOA effectively estimated the parameters of the ARX system us-
ing only one tuning parameter in its optimization process. The proposed DMOA approach
for ARX identification is robust, accurate and convergent. The statistical analysis performed
using a nonparametric Kruskal–Wallis test, based on an ample number of autonomous
executions, verified the reliability of the proposed scheme. Furthermore, the worth of the
DMOA was established through a comparison with other recently proposed metaheuristics
including the Aquila Optimizer Sine Cosine algorithm, Arithmetic Optimization algorithm
and Reptile Search algorithm.

Author Contributions: Methodology, K.M.; visualization, Z.A.K.; formal analysis, Z.A.K., N.I.C. and
M.A.Z.R.; writing—original draft preparation, K.M.; writing—review and editing, N.I.C., Z.A.K. and
M.A.Z.R.; project administration, K.M.C., A.A.A. and A.H.M.; funding acquisition, K.M.C., A.A.A.
and A.H.M. All authors have read and agreed to the published version of the manuscript.

Funding: This research work was funded by Institutional Fund Projects under grant no. IFPDP-243-
22. Therefore, the authors greatly acknowledge the technical and financial support received from the
Ministry of Education and Deanship of Scientific Research (DSR), King Abdulaziz University (KAU),
Jeddah, Saudi Arabia.

Data Availability Statement: Not applicable.

Acknowledgments: M.A.Z. Raja like to acknowledge the support of the National Science and Tech-
nology Council (NSTC), Taiwan under grant no. NSTC 111-2221-E-224-043.

Conflicts of Interest: The authors declare no conflict of interest.



Mathematics 2022, 10, 3821 20 of 21

References
1. Wang, S.; Hussien, A.G.; Jia, H.; Abualigah, L.; Zheng, R. Enhanced Remora Optimization Algorithm for Solving Constrained

Engineering Optimization Problems. Mathematics 2022, 10, 1696. [CrossRef]
2. Liu, Q.; Li, N.; Jia, H.; Qi, Q.; Abualigah, L.; Liu, Y. A Hybrid Arithmetic Optimization and Golden Sine Algorithm for Solving

Industrial Engineering Design Problems. Mathematics 2022, 10, 1567. [CrossRef]
3. Huang, L.; Wang, Y.; Guo, Y.; Hu, G. An Improved Reptile Search Algorithm Based on Lévy Flight and Interactive Crossover

Strategy to Engineering Application. Mathematics 2022, 10, 2329. [CrossRef]
4. Meidani, K.; Mirjalili, S.; Farimani, A.B. MAB-OS: Multi-Armed Bandits Metaheuristic Optimizer Selection. Appl. Soft Comput.

2022, 128, 109452. [CrossRef]
5. Nadimi-Shahraki, M.H.; Fatahi, A.; Zamani, H.; Mirjalili, S.; Abualigah, L. An Improved Moth-Flame Optimization Algorithm

with Adaptation Mechanism to Solve Numerical and Mechanical Engineering Problems. Entropy 2021, 23, 1637. [CrossRef]
[PubMed]

6. Nadimi-Shahraki, M.H.; Taghian, S.; Mirjalili, S.; Abualigah, L.; Elaziz, M.A.; Oliva, D. EWOA-OPF: Effective Whale Optimization
Algorithm to Solve Optimal Power Flow Problem. Electronics 2021, 10, 2975. [CrossRef]

7. Mohan, P.; Subramani, N.; Alotaibi, Y.; Alghamdi, S.; Khalaf, O.I.; Ulaganathan, S. Improved Metaheuristics-Based Clustering
with Multihop Routing Protocol for Underwater Wireless Sensor Networks. Sensors 2022, 22, 1618. [CrossRef]

8. Yang, N.-C.; Liu, S.-W. Multi-Objective Teaching–Learning-Based Optimization with Pareto Front for Optimal Design of Passive
Power Filters. Energies 2021, 14, 6408. [CrossRef]

9. Santos, J.D.; Marques, F.; Negrete, L.P.G.; Brigatto, G.A.A.; López-Lezama, J.M.; Muñoz-Galeano, N. A Novel Solution Method
for the Distribution Network Reconfiguration Problem Based on a Search Mechanism Enhancement of the Improved Harmony
Search Algorithm. Energies 2022, 15, 2083. [CrossRef]

10. Shastri, A.; Nargundkar, A.; Kulkarni, A.J. Socio-Inspired Optimization Methods for Advanced Manufacturing Processes; Springer:
Singapore, 2021; pp. 19–29.

11. Drachal, K.; Pawłowski, M. A review of the applications of genetic algorithms to forecasting prices of commodi-ties. Economies
2021, 9, 6. [CrossRef]

12. Lee, C.-Y.; Hung, C.-H. Feature Ranking and Differential Evolution for Feature Selection in Brushless DC Motor Fault Diagnosis.
Symmetry 2021, 13, 1291. [CrossRef]

13. Chiarion, G.; Mesin, L. Resolution of Spike Overlapping by Biogeography-Based Optimization. Electronics 2021, 10, 1469.
[CrossRef]

14. Ge, D.; Zhang, Z.; Kong, X.; Wan, Z. Extreme Learning Machine Using Bat Optimization Algorithm for Estimating State of Health
of Lithium-Ion Batteries. Appl. Sci. 2022, 12, 1398. [CrossRef]

15. Yuan, X.; Yuan, X.; Wang, X. Path planning for mobile robot based on improved bat algorithm. Sensors 2021, 21, 4389. [CrossRef]
[PubMed]

16. Hashim, F.A.; Houssein, E.H.; Mabrouk, M.S.; Al-Atabany, W.; Mirjalili, S. Henry gas solubility optimization: A novel physics-
based algorithm. Futur. Gener. Comput. Syst. 2019, 101, 646–667. [CrossRef]

17. Doumari, S.; Givi, H.; Dehghani, M.; Montazeri, Z.; Leiva, V.; Guerrero, J. A New Two-Stage Algorithm for Solving Optimization
Problems. Entropy 2021, 23, 491. [CrossRef]

18. Mbuli, N.; Ngaha, W. A survey of big bang big crunch optimisation in power systems. Renew. Sustain. Energy Rev. 2021,
155, 111848. [CrossRef]

19. Ficarella, E.; Lamberti, L.; Degertekin, S.O. Mechanical Identification of Materials and Structures with Optical Methods and
Metaheuristic Optimization. Materials 2019, 12, 2133. [CrossRef]

20. Rashedi, E.; Rashedi, E.; Nezamabadi-Pour, H. A comprehensive survey on gravitational search algorithm. Swarm Evol. Comput.
2018, 41, 141–158. [CrossRef]

21. Thiagarajan, K.; Anandan, M.M.; Stateczny, A.; Divakarachari, P.B.; Lingappa, H.K. Satellite Image Classification Using a
Hierarchical Ensemble Learning and Correlation Coefficient-Based Gravitational Search Algorithm. Remote Sens. 2021, 13, 4351.
[CrossRef]

22. Sengupta, S.; Basak, S.; Peters, R.A. Particle Swarm Optimization: A Survey of Historical and Recent Developments with
Hybridization Perspectives. Mach. Learn. Knowl. Extr. 2018, 1, 157–191. [CrossRef]

23. Menos-Aikateriniadis, C.; Lamprinos, I.; Georgilakis, P.S. Particle Swarm Optimization in Residential Demand-Side Management:
A Review on Scheduling and Control Algorithms for Demand Response Provision. Energies 2022, 15, 2211. [CrossRef]
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