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Abstract: It is essential to determine the running state of a production line to monitor the production
status and make maintenance plans. In order to monitor the real-time running state of an A-class
insulation board production line conveniently and accurately, a novel state prediction method based
on deep learning and long short-term memory (LSTM) network is proposed. The multiple layers of
the Res-block are introduced to fuse local features and improve hidden feature extraction. The transfer
learning strategy is studied and the improved loss function is proposed, which makes the model
training process fast and stable. The experimental results show that the proposed Res-LSTM model
reached 98.9% prediction accuracy, and the average R?-score of the industrial experiments can reach
0.93. Compared with other mainstream algorithms, the proposed Res-LSTM model obtained excellent
performance in prediction speed and accuracy, which meets the needs of industrial production.
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1. Introduction

A-class thermal insulation board is widely used in the construction industry because
of its good thermal insulation performance. However, the composite insulation board
manufacturing technique is very complex. The thermal insulation board production line
consists of six components: uncoiling machine, mold machine, high-pressure foaming ma-
chine, laminating conveyor, cutting machine and palletizing machine [1,2]. Considering the
production complexity of the thermal insulation board and automation of the production
line, the possibility of related failures in the whole system also increases. Therefore, the
effective state prediction of the equipment on the production line can ensure safe and stable
operation and make the production line run efficiently.

As the value of transfer learning [3,4] has been continuously explored, many scholars
have also studied the application of transfer learning in the field of predictive maintenance
of industrial equipment. At present, the research mainly focuses on the diagnosis prediction
for equipment under complex working conditions, as well as prediction based on few-shot
datasets. The main studies are concentrated in the petroleum, chemical, electric power,
aerospace and machinery manufacturing industries. Large essential mechanical equipment,
such as heavy-load gearboxes and reciprocating compressors, are usually complex in
structure and run under harsh environments and multiple loading cases, resulting in
variable fault features and difficulty in obtaining effective features. The modeling of
intelligent fault diagnosis is difficult, and component failures are uncertain, which makes
fault prediction difficult. Therefore, the fault diagnosis and state prediction of equipment
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under variable working conditions has become a research hotspot in the field of predictive
maintenance [5,6]. In the field of predictive maintenance, failure samples are sparse because
the device is rarely in a faulty state and the fault status is difficult to record. Before data on
failed devices are collected, the devices may be damaged and not able to run normally. As
a result, the number of collected fault samples is far smaller than that of normal samples. In
the meanwhile, other factors, such as differences between similar equipment or operating
conditions, make it difficult to apply fault samples of certain equipment to other equipment.
This leads to the scarcity of fault data in the industry. A few-shot dataset of fault samples
will further lead to serious overfitting problems in traditional machine learning [7-9].

Based on the theory of transfer learning, samples with certain similarities in different
target domains are transferred to the source domain for model training, or the source
domain data related to the target can be effectively migrated to the target fault training,
which assists the training process of fault classifiers. The feature space mapping can also
be used to train semi-supervised or unsupervised models. Transfer learning theory can
effectively address the problem of poor generalization caused by small sample conditions.

In this paper, a novel state prediction method based on LSTM and transfer learning
theory is proposed. The Res-LSTM model predicts various faults that may occur in the
production process of an A-class insulation board production line. The main contributions
of this paper are detailed as follows:

(1) The improved LSTM network architecture is proposed in this paper to predict the
state of the production line. The Res-block is introduced to fuse local information and
extract features from time series data. The proposed Res-LSTM model has the feature
extraction ability of a convolutional layer and can make predictions on sequence data.

(2) The transfer learning theory is introduced in the model training process, which
addresses the problem of limited labeled data in the target domain. Thereby, the Res-LSTM
model obtains better training stability and generalization ability.

(3) The improved loss function is proposed based on transfer learning and Kullback-
Leibler (KL) divergence. The introduced adaptation term controls the training process and
makes the training of the Res-LSTM model more stable.

The rest paper is organized as follows: Section 2 introduces related works on state
prediction methods and the background of deep learning methods based on LSTM. The
proposed state prediction method for an A-class thermal insulation panel production line
is demonstrated in Section 3. Experiments and corresponding results are presented in
Section 4. Finally, Section 5 shows the application of the detection system, and Section 6
concludes this paper and discusses future works.

2. Related Works

State prediction for a production line means monitoring the production equipment
condition based on various sensors deployed and predicting the production status of the
next state according to the current data of multiple sensors.

2.1. State Prediction Methods

In recent years, some experts and scholars have made great achievements based on
intelligent sensors and proposed novel industrial intelligent prediction algorithms for
production line running state monitoring systems. Sun et al. [10] designed a control system
for a biomass solid molding fuel production line and realized the automatic operation and
remote monitoring of the production line using PROFIBUS-DP fieldbus (S7-300PLC) and
Monitor and Control Generated System (MCGS) software. Izonin [11] proposed a new
method for solving the multiple linear regression task via a linear polynomial to identify
coefficients of multiple polynomials at high speed, which can be used in multiple fields.
Cui et al. [12] developed an automatic control system based on WinCC software and PLC
to remotely monitor an assembly line of the spindle blade and worm gear of a spinning
machine. Sun et al. [13] proposed a three-level network monitoring system, including
host, master and slave nodes, which could monitor the running status of the production
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line with the help of configuration software and an Access database. It can query the
historical production information and fault information according to the database storage
information. Chen et al. [14] designed a production shop monitoring system based on the
wireless sensor network and radio frequency identification technology of the Industrial
Internet of Things (IIOT), which can automatically collect the real-time status of the shop
floor and provide a wealth of information for business decisions. Neuro-like structure and
its advantages for achieving high-speed training and visualization in 2D or 3D formats
were described in [15,16]. Vijayaraghavan et al. [17] proposed an automatic monitoring
and management system for machine tools based on MTConnect and corresponding
standard technologies. It realizes the function of real-time and quantitative monitoring and
provides data analysis for effective energy consumption and evaluation of machine tools.
Duro et al. [18] proposed a processing monitoring framework for NC machine tools based
on the fusion of multi-sensor information.

2.2. State Prediction Methods Based on LSTM

With the development of deep learning, special network architectures have been
designed to address different problems. Recurrent neural networks (RNNs) [19] are deep
learning networks that focus on working with sequence data. Many improved network
architectures, such as LSTM [20], bidirectional LSTM (BiLSTM) [21] and gate recurrent unit
(GRU) [22], have better performance under special conditions. Compared with basic RNN
networks, the improved ones have memory ability. The BILSTM model consists of two
flows: forward and backward, which can make predictions based on both past information
and future information. GRU is also a kind of recurrent neural network for dealing with
time series data, but it is a simplified version of LSTM. It contains two gates, namely a
reset gate and an update gate, and costs less computation power. Ordonez and Roggen [23]
proposed a generic deep framework for activity recognition based on convolutional and
LSTM recurrent units. Kong et al. [24] proposed a prediction framework based on an LSTM
recurrent neural network to perform short-term load forecasting for individual residential
households. Sun et al. [25] proposed an additional model to mitigate the uncertainty of the
tested PA when transforming phases and make a bridge between the memory effects of
the nonlinear PAs and BiLSTM neural networks. Hua et al. [26] proposed an end-to-end
network based on a bidirectional LSTM network. This BILSTM model can explore the
co-occurrence relationship of various classes and classify aerial images effectively. Che
et al. [27] developed a GRU-based deep learning model to classify time series data. Two
pattern representations were introduced to address the problem of missing data values.
Chen et al. [28] proposed a remaining life prediction method to address the deep learning
model problem of a complex system with multiple components and an extremely large
number of parameters. The proposed GRU network described a very complex system with
a compact model and required less training time.

2.3. Prediction Methods Based on Transfer Learning Theory

With the development of deep learning theory, many scholars have proposed state
prediction methods based on deep learning and transfer learning theory. By preparing a
large number of labeled samples for a deep network, a deep learning model can be obtained
to complete complicated tasks after training [29-31]. Further, transfer learning theory is
usually applied to deep learning models trained on datasets with few samples. Samples of
different fields and tasks can be correctly classified and identified based on transfer learning
theory, which makes few-shot learning possible. For example, the trained model performs
well for samples from the same distribution as the training dataset. However, for samples
from different distributions in the test dataset, the generalization performance of the model
will be degraded. In the theory of transfer learning, different distributions of samples are
usually called different domains. In the early studies, the generalization of the trained
model is realized by matching the feature distribution of different domains, or the invariant
features of the target domain can be obtained by minimizing the differences between
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domains. The representative algorithms are DAN [32], DDC [33] and Deep-CORAL [34].
Compared with Deep-CORAL, DDC is a method to fine-tune the pre-trained model of
AlexNet based on maximum mean discrepancy (MMD) and minimizing the distribution
distance between the source domain and the target domain. The difference between these
two algorithms is that the loss function of Deep-CORAL adopted the second-order statistics
of the target domain and the source domain. It can be concluded that the early transfer
learning algorithms improve the classification accuracy based on the loss function design.
Saito et al. [35] proposed an ATDA transfer learning algorithm to address the problem of
domain matching in the DDC algorithm. Manders et al. [36] proposed a CPUA transfer
learning algorithm that greatly improved the accuracy of the target dataset. The distribution
difference between the source and the target domain in the feature level is reduced, which
forces the model to learn the invariant features between domains. Pei et al. [37] proposed a
MADA transfer learning algorithm, which applies to binary classification problems and
replaces one target classifier with multiple target classifiers. Fault data, as an important
part of the dataset, are essential for predicting the production line state. However, they
are only a small part of the state dataset in the production process. Based on the transfer
learning theory, a model with strong generalization ability that monitors the state of the
production line and predicts potential failure accurately can be obtained based on transfer
learning theory and the limited fault data of a production line.

2.4. Discussion

At present, the models established by deep learning networks exhibit excellent perfor-
mance, however, they need balanced datasets with a large quantity of labeled data. The
transfer learning theory addresses the problem of few-shot learning, and the trained model
can obtain relatively excellent performance. Therefore, to address the above problems,
a state prediction method based on transfer learning theory is proposed to address the
problem of small datasets. The proposed Res-LSTM model makes full use of multi-source
data and gains sufficient feature extraction ability.

3. The Proposed State Prediction Method for an A-Class Insulation Panel Production Line
3.1. The Proposed Network Architecture Based on LSTM

In this paper, a state prediction method for an A-class insulation board production line
based on transfer learning is proposed. The proposed model combines the convolutional
residual module and LSTM network. Firstly, the convolutional neural network is used to
capture the spatial characteristics of the local range production line data. Then the residual
modules are applied to deepen the number of network layers, and the long short-term
memory network (LSTM) is used to learn the temporal periodicity and trend of the spatial—
temporal data. For each component, input data information is fused by adaptive weights,
and the predicted data of each node are obtained after the LSTM network output, so as to
predict the production state of the A-class thermal insulation board production line. The
proposed Res-LSTM network architecture is shown in Figure 1, and the Res-block applied
in the proposed model is shown in Figure 2.
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Figure 1. The proposed state prediction network based on Resnet and LSTM. Subplots (a,b) represent
the proposed network architecture and LSTM block, respectively.
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Figure 2. The Res-block applied in the proposed network architecture.

The LSTM block displayed in Figure 1 consists of four gates: forget gate, input gate,
update gate and output gate.

(1) Forget gate. The first step is to decide what information to discard from the block,
which is achieved by a sigmoid function activation layer. This gate is designed to forget
information that leads to false predictions and can be described as follows:

fr =0 (Wg - [he—q, x¢] + by) 1

(2) Input gate. This step decides what information should be kept in the LSTM block.
First, the tanh layer creates a vector C;. Then the sigmoid layer outputs a number between
0 and 1 for each value in C; to determine which state values to update and by how much.
This step can be described as follows:

it = o (W; - [he—1, x¢] + b;) ()
Ct = tanh(We - [B—1, x:] + bc) 3)

(3) Update gate. This step updates C;_; to the new state C;, and this step can be
described as follows: N
Ci=fixC1+ixC 4)

(4) Output gate. The last step decides what information should be outputted. The cell
state is passed through the tanh network layer, and the result is multiplied by the output of
the sigmoid layer. This step can be described as follows:

or = c(Wolhi—1, xt] + bo) 5)
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hy = oy x tanh(Cy) (6)

The proposed Res-block consists of three convolutional layers with corresponding
batch normalization and activation layers. The beginning and end convolutional layers
contain a kernel size of 1 x 1, which is used to adjust the channels of input and output. The
middle convolutional layer fully extracts hidden features. The architecture of the proposed
Res-block is shown in Figure 2.

In this paper, the framework of the state prediction method based on transfer learning
for an A-class insulation board production line is mainly divided into three parts: data
preprocessing, model training and model validation. The data preprocessing module
receives serialized data from various sensors. Because of the different sampling rates
and possible missing data, the quadratic interpolation and normalization algorithms are
adopted to output the complete time series data which can be used for the proposed
network training.

3.2. Transfer Learning

In this paper, the proposed state prediction method is based on multi-sensor data
collected in real time. Due to the various production states of the production line, the
complicated corresponding relationship between the production line and a variety of
sensor data and difficulties in collecting a large amount of real-time sensor data, the model
trained with normal steps tends to lack generalization ability in inference procedures.
Therefore, a state prediction method for an A-class thermal insulation board based on
transfer learning is proposed in this paper; it solves the problem of limited labeled data in
the target domain with the help of rich labeled data in other domains. Transfer learning
involves two important concepts, domain and task, which are described as follows:

The domain D is defined as a d-dimensional feature space X and a marginal probability
distribution P(x), i.e,, D = {X,P(x)},x € X. Given a domain D, a task T is defined as
consisting of a category space Y and a prediction model f(x),ie, T = {Y, f(x)},y €Y,
according to the statistical prediction model f(x) = P(y|x) interpreted as conditional
probability distribution.

Based on the theory of domain adaptation in transfer learning, a state prediction
method for an A-class thermal insulation board production line is proposed in this paper
based on LSTM. Considering the conditions of the same feature space and same category
space and different edge distribution and different condition distribution between domains,
homogeneous transfer learning is investigated. That is, the multivariate homogeneous data
collected from similar production lines are used to reduce the generalization error of the
prediction model of the A-class thermal insulation board production line.

For the prediction error of transfer learning, classical statistical learning theory gives
the upper bound guarantee of the generalization error of the learning model under inde-
pendent and identically distributed conditions. The smaller the training error is, the smaller
the generalization error will be, and the more training samples, the closer the training
error will be to the generalization error. The theoretical guarantee of the upper bound of
generalization error is essential for the success of machine learning based on statistical
principles. Considering the upper bound of the generalization error of the transfer learning
model, this paper introduces the following assumptions:

ST(h) < Es(h) +d(DS, DT) +C )

where e5(h) and er(h) denote the prediction errors of the source domain and the target
domain, respectively. d(Ds, Dr) denotes the distance between the source domain and the
target domain under a certain metric, and C is a constant term. According to this hypothesis,
the optimization objective of the transfer learning model usually consists of two parts: first,
the accuracy of the classifier in the source domain should be as high as possible; second,
the source domain and the target domain should be as close as possible.
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Given training data D of the homogeneous dataset Dsoyrce = {(xsi,ysi)|x5i € X,
ys, € Y,i=1,2,...,n5} and trained prediction model f5(-), transfer learning improves
the performance of the neural network model fr(-) of target domain Digger by using
homogeneous dataset Dsoyrce and model fg(-). In this paper, the parameter 65 of RES-LSTM
model trained on the homologous dataset collected for similar production line S is used
as the source model. That is, the initialization parameters of RES-LSTM, the prediction
model for the production line, are trained on the corresponding dataset. That is, the 8g is
considered as initialization parameters of the RES-LSTM model for the A-class thermal
insulation board production line, which are trained on the target dataset. At the same time,
the learning rate of training L, is adjusted, and an adaptation term is added to the loss
function to improve the adaptability of the RES-LSTM model in the target domain. The
specific structural framework is shown in Figure 3.

Dataset Dataset
Ds Dr

l l

Res-LSTM model

1

Res-LSTM model Prediction results

L. {dapt

Figure 3. The training architecture based on transfer learning proposed in this paper.

An adaptation term L 44,,; has been added to the loss function of the Res-LSTM model
on the target domain dataset Diarget, and the parameter changes of the Res-LSTM model
in the target domain can be controlled by using the model information trained on the
homogeneous dataset Dsyrce. The statistical distance g(-) between the two domains is
calculated, and L g4 is shown as follows:

LAdapt = g(HS/ Hr) 8

where g(-) denotes a function measuring the distance between two domains. KL divergence
is adopted in this paper, and L 444y is expressed as follows:

1
LAdapt = g(HSf HT) = E Zi Zt (htS)ilog(h%)i (9)

where i denotes the i-th term of the output vector of the proposed Res-LSTM model.

3.3. Loss Function

A state prediction model based on transfer learning that can effectively predict various
states of the production line is proposed in this paper. The loss function of this proposed
model consists of two parts: classification loss L¢ and adaptation loss L 444y The mean
square error (MSE) loss function is used for classification loss L:

R 1 R
Le = MSE(y;, §:) = —(yi — 1)’ (10)

where y; and fj; denote prediction results and ground truth, respectively. Specifically, the
output results of the proposed model are passed through the softmax function to obtain the
probability of each state, and then the mean square error loss is calculated with the real value.
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KL divergence is used for the adaptation loss L 44,4, which has been discussed in Section 3.2.
In summary, the loss function L of the Res-LSTM model proposed in this paper is

L = ALc + pLadapr = AMSE(y;, 9:i) + nug(Hs, Hr)
= ALy —g) +ut o (1§) log (hp);

where A and yu are constants.

(11)

4. Experiments
4.1. Dataset Preparation

In this paper, a state prediction method for an A-class thermal insulation board
production line is proposed based on transfer learning. By installing various sensors on
two similar production lines, a large number of homogeneous datasets were obtained. The
Res-LSTM model proposed in this paper is trained based on the domain adaptation theory
of transfer learning. In this study, a variety of sensors were deployed on the two production
lines to collect the data of voltage, current, vessel pressure, motor speed and vibration
information of the equipment to form the time series datasets. Due to the different sampling
rates of various sensors and the possible data loss, it was necessary to preprocess the time
series data collected in real time. The algorithms of data interpolation and completion and
standardization were applied, and the trainable datasets were obtained. The time series
data of the preprocessed target dataset D; are shown in Figure 4.
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Figure 4. Data of A-class thermal insulation board production line collected in real time. The graphs
(a—e) are voltage, current, vibration-x, vibration-y and pressure, respectively.

The source dataset Ds contains a large amount of labeled time series data, and the pre-
trained Res-LSTM model is based on this dataset. The parameters of this model will be used
as the initial parameters of the state prediction model. The target dataset D; is used to train
the desired RES-LSTM model. The prediction accuracy of Res-LSTM model is improved by
reducing the classification loss L. By reducing the L 44, l0ss, the generalization upper
bound of the target model based on transfer learning is reduced as much as possible.
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4.2. Model Training

The proposed Res-LSTM state prediction model based on transfer learning can achieve
better performance with fewer iterations compared with other common neural network
models, which is due to pre-initialized network parameters based on domain adaptation.
The training process of the proposed Res-LSTM model based on domain adaptation theory
is relatively smooth, and the performance quickly reaches the best level. The proposed
Res-LSTM model is implemented by Pytorch, a deep learning framework. Table 1 shows
the main configuration list and model parameters of the server used in training.

Table 1. The main configuration and model parameters of the server used in training.

Model Dell Precision T7820
CPU Intel Core X-Series
GPU NVIDIA RTX A4000 (16 G)
RAM 64G ECC
SSD 512G
HDD 2T
Power consumption 950 W

Adam optimizer was selected with a momentum of 81 = 0.92 and 8, = 0.995 in the
training process. Batch size and learning rate were set to 96 and 0.00015, respectively. The
decay learning rate was introduced, and the decay ratio was 0.97 per five epochs; hence, the
final learning rate was 1.5 x 10~% x 0.974° ~ 4.44 x 107°. Figure 4 shows the comparison
between the training process based on transfer learning and the ordinary training process.
In the training process, the changes in mean square error (MSE) loss of the training and
testing sets are shown in Figure 5. A rapid decreasing trend was shown in both training
and testing processes at the beginning. However, the curve tended to be smooth after epoch
160. To select the model with the best performance, the model parameters after epoch 190
of training were selected as the final CNN-LSTM model parameters. It is obvious that
the convergence speed of the proposed Res-LSTM model is faster and the generalization

performance is better.

/

10

10

06 07 08 09 10

Loss
6
Loss
Precision (average)

03

0.1 02

0 40 80 120 160 200 0 40 80 120 160 200 80 120 160 200
Epoch Epoch Epoch

(a) (b) ()

&

Figure 5. The comparison of transfer learning-based and normal training procedure. Training loss (a),
evaluation loss (b) and average precision (c).

4.3. Comparison of Experimental Results

In order to verify the performance of the state prediction method for an A-class
thermal insulation panel production line proposed in this paper, the well-trained Res-LSTM
model is compared with other algorithms: autoregressive integrated moving average model
(ARIMA), Holt-Winters, singular spectrum analysis (SSA), multiple linear regression (MLR)
and support vector regression (SVR). The comparisons of above mainstream algorithms are
listed in Table 2.
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Table 2. The advantages and disadvantages of contrastive algorithms.

Algorithm Advantages Disadvantages

Flexible in application, not bound Poor prediction ability for unstable

ARIMA by data typ o8 anf:l.has strong data after difference
applicability.
. Different wgghts to the model for Not suitable for data with
Holt-Winters each period, and reasonable
. enormous changes
prediction
Signal extraction and filtering Slow speed for large time series
SSA ey
capabilities data

. . . Interaction and nonlinear effects are
Simple implementation, excellent

MLR . - ignored. Not suitable for nonlinear
performance for linear prediction L
prediction
Prg(ifli&il‘zg ;01111:22222? :r}: dliirfr:el High computation complexity, slow
SVR ) & prediction speed for big data

interval lead to strong
generalization ability
Excellent performance for time
Proposed series data, fast prediction speed by
GPU, high prediction accuracy

analytics

Complex model, costs time to train
model

ARIMA is a classical theory and method for time series analysis, and its model can
be expressed as ARIMA(p,d,q), where p, d and q denote the autoregressive terms, the
number of differences and moving average terms, respectively. Holt-Winters is a time
series analysis method that can deal with both trend and periodicity components. The idea
is to recurse the current data using the different characteristic components of the historical
data. SSA is a non-parametric method combining the time domain and frequency domain
and can be used to deal with nonlinear, non-stationary and noisy time series. The core idea
of SSA is to extract the active components in the series for modeling and prediction. MLR
and SVR are widely used machine learning algorithms for time series prediction. Since
the original authors know their proposed algorithms best, the optimal parameters used in
the above contrast algorithms are set to the values recommended in the original articles in
order to obtain the best performance. The comparison between the proposed Res-LSTM
model and other models is shown in Table 3.

Table 3. The comparison of the proposed Res-LSTM and other models.

Training Set Testing Set (MSE)

Model Parameters

(MSE) 5s 15s 60s
L=2, Sstute =5

Proposed seed = 1, total_step = 400 0.893 0.625 0.752 1.013
Holt—Winters a = 0.037, 6 = 0.068, v = 0.198 2971 1.594 2.839 3.153
SSA Lssa = 80, Gssq = list(1 : 60) 0.815 1.041 0.938 1.173
MLR Ly =36 2.374 1.946 2.216 2.413
SVR Lsor =36,C =5 1.748 1371 1709 1814

e = 0.243, 05, = 0.031

4.4. Ablation Study

In order to verify that the modules introduced in this paper are helpful for the per-
formance improvement of Res-LSTM model, relevant control experiments were carried
out. Cross-entropy, L1-norm and mean absolute error (MAE) were introduced as contrast
loss functions to conduct a comparative analysis. The above loss functions were applied to
the proposed Res-LSTM model to replace MSE loss, and other hyperparameters remained
unchanged. The results of training loss are shown in Figure 6.
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Figure 6. The training results of the proposed Res-LSTM model with different loss functions.

As can be seen in Figure 6, the model with MSE loss obtained fast and stable conver-
gence. At the early training stage, the loss curves of four loss functions showed a rapid
decline. However, loss functions of cross-entropy and MAE were unstable for the following
training processes. In addition, L1-norm is not appropriate for the proposed model since
there is no convergence in the last stage of the training process. The comparison results
showed that MSE is a desirable loss function for the proposed model.

5. Application

The A-class insulation board production line consists of mixing equipment, a caterpil-
lar laminating machine and cutting equipment. The proposed state prediction method for
an A-class production line based on transfer learning can collect and monitor real-time data
from various sensors. The pre-trained Res-LSTM model was used to fuse the real-time data
of various sensors and predict the state of the A-class thermal insulation board production
line. This proposed method has been applied to industrial production. The pictures of the
production line equipment and sensor are shown in Figure 7, and the configuration of the
industrial PC for the Res-LSTM model is listed in Table 4.

Figure 7. Pictures of production line equipment and sensors.
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Table 4. The IPC configuration for Res-LSTM model inference.

No. Device Name Type
1 CPU 17-8550U
2 RAM 16G DDR4
3 Hard drive 512G SSD
4 GPU RTX 2070

The A-class insulation board production process consists of several steps, as displayed
in Figure 8. Multiple sensors were deployed on the production line to obtain real-time data,
which were fed into the well-trained Res-LSTM model.

e N
Raw material preparation

Additives

Inorganic powder

Water

: i paniCIes “
\' ...................... _J

Figure 8. The A-class insulation board technological process.

In order to verify the effectiveness of the proposed prediction model, industrial ex-
periments longer than 15 days were carried out. The prediction results after essential
production steps, such as voltage, current and pressure, were recorded and compared with
the actual value. The prediction and actual curves are shown in Figure 9.

_8(\ S ﬁ,f'vv»rv ’\/VV\ S ’krvx,f‘/\"\wv'-\N\W\v\'\/\,vx\ (
LA
gnf z:; {\‘»l‘*"\; W\/N‘ AT A A n i /L’ k- ‘
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g8
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Figure 9. The comparison between captured data and prediction for device voltage and current in
one node.

The R?-score was introduced to evaluate the prediction of the proposed Res-LSTM
model and can be expressed as follows:

R2—1_ Zic1 (Wi~ 9)°
n

(12)
iy (i — ]?p)z
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where y; denotes the real sample, and ; and §/, denote means of real samples and prediction
results, respectively. The R2-score can reflect the performance of linear regression models,
and it outputs a value in the range of (0, 1). The model has a better prediction if the R?-score
is closer to 1. The R2-scores of voltages, currents and pressures in Figure 9 are 0.89, 0.93 and
0.98, respectively. The average of predictions is 0.93, which means the prediction results of
the proposed model fit very well with real samples.

6. Conclusions

In this paper, a state prediction method for an A-class insulation panel production
line based on transfer learning is proposed. The Res-block is introduced in the proposed
model to improve the hidden feature extraction. The transfer learning theory and improved
loss function are applied to make the training process of the proposed model fast and
stable. Real-time data from an A-class insulation panel production line were collected by
placing multiple sensors at key nodes. The well-trained model based on transfer learning
was validated by multiple sets of experiments. The R?-score is introduced to evaluate
the prediction results for industrial experiments. The experimental results show that the
accuracy of the proposed state prediction method reached 98.9%, and the average R?-score
reached 0.93. Therefore, the proposed Res-LSTM model can accurately predict the running
state of the production line and fully meet the needs of industrial production.

The method proposed in this paper still can be improved in future work. Considering
the stage of multi-sensor data fusion, the weights of data from each sensor cannot be
adjusted adaptively, which may reduce the accuracy of the proposed method for the state
prediction of the production line. If the model is deployed to another production line, the
proposed model needs to be trained in advance and cannot update its weights during
inference. This means the model needs to be retrained in the case of migration, which limits
the adaptive ability of the proposed model. In future work, an improved data preprocessing
algorithm can be researched to enhance the recognition ability of the proposed Res-LSTM
model. In addition, self-learning strategy should be studied to improve the migration
ability, prediction accuracy and adaptive ability of the proposed Res-LSTM model.
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