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Abstract: In this paper, we consider the optimal reinsurance problem for a risk model with a thinning-
dependence structure, where the stochastic sources related to claim occurrence are classified into
different groups, and each group may cause a claim in each insurance class with some probability.
We assume that the insurer can manage the risk by purchasing per-loss reinsurance, and their aim is
to maximize the expected utility of the terminal wealth. By using the technique of stochastic control,
we obtain the corresponding Hamilton–Jaccobi–Bellman equation. From the perspective of game
theory, we derive the closed-form expression of the optimal strategy for each class of business, which
is actually the best response to other given strategies. We also investigate the necessary conditions
for optimal strategies and transfer the original optimization problem into a system of equations.
Furthermore, we prove that the solution of the system of equations always exists, but may not
be unique, and we also study some features of the optimal strategies in special cases and derive
several interesting results. Finally, some numerical examples are given to show the impacts of some
important parameters on the optimal strategies.

Keywords: per-loss reinsurance; thinning dependence; stochastic optimal control; the expected
utility; best response
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1. Introduction

Over recent decades, optimal reinsurance problems have received much attention in
actuarial study. Insurers can control risks by purchasing reinsurance, and popular criteria
minimize the probability of ruin, thus maximizing the expected utility and mean-variance
criterion; see, for example [1–7], etc. Recently, some researchers studied dependent classes
of businesses that can describe risk claims more precisely for insurers. One dependent risk
model is the so-called common shock, namely, there are different business risks as a result of
one stochastic source. For this risk model, ref. [8] found the optimal dynamic excess-of-loss
reinsurance under the criterion of minimizing the ruin probability for a diffusion model;
ref. [9] investigated the optimal proportional reinsurance that maximizes the expected
utility of terminal wealth for both compound Poisson and diffusion approximation risk
models with the variance premium principle; ref. [10] studied optimal mean-variance
reinsurance and investment in a jump-diffusion financial market; ref. [11] obtained the
optimal proportional reinsurance for minimizing the probability of drawdown.

In order to describe the more realistic features of dependence, ref. [12] proposed a risk
model with thinning dependence, that is, one event may induce some different classes of
business risks with certain probabilities. One of the typical examples is that a severe traffic
accident may cause not only the loss of a damaged car, but also the medical expenses of
injured drivers and passengers. For the thinning model, refs. [13,14] considered the optimal
proportional reinsurance under the criteria of maximizing the adjustment coefficient and
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minimizing the probability of drawdown, respectively; ref. [15] studied the optimal
reinsurance strategies for the mean-variance criterion.

Much of the existing literature, like the studies mentioned above, studied optimal
problems with some specific form of reinsurance, such as proportional reinsurance, excess-
of-loss reinsurance, or a combination of the two. Recently, some scholars studied optimal
reinsurance strategies with various objectives but without a constraint on the reinsurance
form, which is called the per-loss reinsurance. The main method of obtaining optimal
per-loss reinsurance strategies is the pointwise optimization method, which can also be
understood as the specific Euler–Lagrange equation in classical calculus of variations.
For example, ref. [16] investigated the optimal investment and reinsurance strategies for
insurers with a generalized mean-variance premium principle and no-short selling; ref. [17]
studied the optimal per-loss reinsurance with the criterion of minimizing the probability
of ruin; ref. [18] considered the optimal reinsurance strategy in order to minimize the
drawdown probability with the mean-variance premium principle. However, very few of
them considered the optimal per-loss reinsurance for dependent risk models, which are
more beneficial for real insurance markets. Meanwhile, in mathematics, deriving several
optimal controls that affect each other is more difficult and challenging than deriving
independent controls.

In this paper, we consider the optimal per-loss reinsurance in order to maximize
the expected utility of terminal wealth with a thinning-dependence structure, and the
reinsurance premium is computed according to the mean-variance premium principle. By
using stochastic control theory, we establish the corresponding Hamilton–Jacobi–Bellman
equation for both the compound Poisson thinning model and its diffusion approximation.
Via the pointwise optimization method, we obtain the closed-form expression of the optimal
strategy for each business that is expressed by other given strategies, or, we can say, it
is the best response to other strategies, such as in game theory. Then, we derive the
necessary conditions for the optimal strategies. For the compound Poisson model, we
obtain an system of equations with respect to the moment-generating functions of the
optimal strategies; for the diffusion approximation model, we get a system of equations
about the expectations of the optimal strategies. We prove that the solution of this equation
system always exists, but may not be unique. However, for some special cases, this
uniqueness is established, such as with the diffusion approximation risk model with only
two classes of insurance businesses, or when there is only one group of stochastic sources
and the variance safety loadings for all insurance classes are the same. For the latter case,
we also find that when the number of business classes is increased, all of the original
optimal retained strategies are decreased in order to balance the risk.

In addition, for the diffusion approximation risk model, we can see that the optimal
strategy is actually a combination of the excess-of-loss reinsurance and the proportional
reinsurance. When the mean-variance premium principle is reduced to the expected value
principle, the optimal strategy becomes the excess-of-loss reinsurance. However, when
it becomes the variance premium principle, the optimal strategy is not a proportional
reinsurance anymore; instead, the insurer will choose to transfer all of the small-size claims
and retain a portion of the excess. Moreover, we compare the optimal strategies of the
dependent risk model and independent risk model with those of the jump model and the
diffusion model, respectively. The results show that the optimal retained strategy for the
former case is always smaller than the one for the latter.

The remainder of the paper is organized as follows. In Section 2, we introduce
the thinning model and the problem formulation. In Sections 3 and 4, we derive the
closed-form expressions of the optimal strategies for both the compound Poisson and
diffusion approximation risk models, and we obtain the necessary conditions that the
optimal strategies must satisfy. In Section 5, we provide some numerical examples to
show the properties of the optimal strategies and analyze the influences of some important
parameters on the optimal strategies. Finally, we conclude this paper and raise some
questions for further discussion in Section 6.
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2. Model Setup and Problem Formulation

In this section, we will introduce the thinning-dependence model that was firstly pro-
posed by [12]. Suppose that an insurance company has n dependent classes of businesses,
such as health insurance businesses, life insurance businesses, etc., and there are l groups
of stochastic sources that may affect some of these insurance businesses with a certain
probability (see Figure 1). In this setting, we use Nk(t) to denote the number of events
from the kth group that occur up to time t, where k ∈ {1, 2, . . . , l}. Let Nk

j (t) be the number
of claims for the jth class up to time t generated by the kth stochastic source. Then, the
claim-number process Nj(t) for the jth business class of the insurance company can be
described by

Nj(t) = N1
j (t) + N2

j (t) + · · ·+ Nl
j (t).

Moreover, it is assumed that N1(t), N2(t), . . . , Nl(t) are independent Poisson pro-
cesses with intensities λ1, λ2, . . . , λl , and thus, Nk

j (t) is a time-homogeneous Poisson pro-
cess with intensity λk pkj. Here, pkj represents the probability of the event that the kth
risk source affects the jth business’s claim,and Nk

j (t) is the pkj-thinning of Nk(t). It is
reasonable to further assume that the components of the vector of a claim-number process,
(Nk

1 (t), Nk
2 (t), . . . , Nk

n(t)), are conditionally independent given Nk(t).
Here, we further explain the two independence assumptions mentioned above. The in-

dependence among N1(t), . . . , Nl(t) means that different groups of stochastic sources do
not affect each other. For example, we suppose that N1(t) represents the number of traffic
accidents and N2(t) represents the number of epidemics; then, it is rational to assume that
they are independent of each other. The independence of (Nk

1 (t), Nk
2 (t), . . . , Nk

n(t)) when
given Nk(t) means that the events of the kth group will independently trigger different
classes of insurance. For instance, we suppose that Nk(t) represents the number of traffic
accidents, Nk

1 (t) denotes the claim number generated by traffic accidents for auto insurance,
and Nk

1 (t) denotes the claim number generated by traffic accidents for life insurance. Then,
it is reasonable to think that whether a traffic accident will trigger the auto insurance is
independent of whether it will trigger the life insurance.

Figure 1. Thinning-dependence structure.

Let Yj(i) be the claim size, which is a random variable for the ith claim in the jth class.
Then, the total number of claims from the jth class up to time t can be expressed as

Sj(t) =
Nj(t)

∑
i=1

Yj(i).

Therefore, the aggregate claims process of the company is given by

S(t) =
n

∑
j=1

Nj(t)

∑
i=1

Yj(i),

where {Yj(i) ≥ 0; i = 1, 2, . . . , n} are a sequence of i.i.d positive random variables with
a common distribution Fj. Let µj, σ2

j , and MYj(r) denote its the first- and second-order
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moments and the moment-generating function, respectively. As usual, we assume that the
n sequences are mutually independent and are independent of all claim-number processes.

Now, we define the surplus process of the insurance company as

R(t) = u + ct− S(t), (1)

where u is the initial wealth, and c is the premium rate. In this paper, we suppose that the
insurance company can manage its risk by purchasing per-loss reinsurance via a contin-
uously payable premium, which is computed according to the mean-variance premium
principle. The insurer retains

(
I1(Y1), . . . , In(Yn)

)
for the n business claims, where Ij is a

function of Yj for j ∈ {1, 2, . . . , n}, and the remaining losses
(
Y1 − I1(Y1), . . . , Yn − In(Yn)

)
are ceded to the reinsurer. Furthermore, the insurer is allowed to invest all of its wealth
into a risk-free asset with an interest rate r. Let RI(t) denote the associated surplus process
under the reinsurance strategy I1(Y1), . . . , In(Yn); then, it evolves as

dRI(t) =
[
rRI(t) + c−

n

∑
j=1

p(Ij(Yj))
]
dt− d

n

∑
j=1

Nj(t)

∑
i=1

Ij(Yj), (2)

where

p(Ij(Yj)) =
l

∑
k=1

λk pkj
[
(1 + θj)E(Yj − Ij(Yj)) + αjE(Yj − Ij(Yj))

2]
is the mean-variance reinsurance premium, and θj, αj are safety loadings for the jth busi-
ness class.

Remark 1. If we denote SI(t) =
n

∑
j=1

Nj(t)

∑
i=1

Ij(Yj(i)), then it follows from [12] that SI(t) is also a

compound Poisson process. Furthermore, it is equal in law to S̃I(t) given by

S̃I(t) =
NZ(t)

∑
i=1

Zi,

where NZ(t) is a Poisson process with intensity

λ = λ1 + λ2 + · · ·+ λl ,

{Zi; i = 1, 2, . . . } are independent with a common distribution FZ, and the moment-generating
function is

MZ(r) =
1
λ

l

∑
k=1

λk

n

∏
j=1

(
MIj(Yj)

(r)pkj + 1− pkj

)
,

where MIj(Yj)
(r) =

∫ ∞

0
eIj(y)rdFYj(y).

Let I = (I1t, I2t, . . . , Int)t∈[0,T] represent the reinsurance control process selected by the
insurer; then, we define the admissible strategy as follows.

Definition 1. (Admissible control) The control It = {I1t, I2t, . . . , Int} is said to be admissible if
and only if

(1) for ∀j ∈ {1, 2, . . . , n}, Ijt(Yj) is increasing with respect to Yj and 0 ≤ Ijt(Yj) ≤ Yj,
(2) It = {I1t, I2t, . . . , Int} is an Ft-predictable process,
(3) in association with It, the state Equation (2) has a unique strong solution.

The set of all admissible strategies is denoted by O.
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Suppose that the insurer is interested in maximizing the expected utility of its terminal
wealth, say, at time T. We assume that the insurer has a CARA preference, i.e., they choose
the exponential utility function

U(x) = −ρ

ν
e−νx,

where ν > 0 is constant risk aversion. For the strategy I = (I1, I2, . . . , In), we define the
objective function at time t as

J(t, x, I) = E[U(RI(T))|RI(t) = x],

and our aim is to find the value function

V(t, x) = sup
I∈O

J(t, x, I)

and the optimal strategy I∗ = (I∗1 , I∗2 , . . . , I∗n) such that J(t, x, I∗) = V(t, x).

3. Optimal Results for the Compound Poisson Model

In this section, we will discuss the optimal reinsurance problem for the compound
Poisson risk model with a thinning-dependence structure. As a special case, we will also
analyze the results for the classical Cramer–Lundberg (C-L) model. From the standard
arguments of the dynamic programming approach (see, e.g., [19]), we see that if the optimal
value function V(t, x) and its partial derivatives Vt(t, x) and Vx(t, x) are continuous on
[0, T]× R, then V satisfies the following HJB equation:

sup
I∈O

{
Vt + (rx + c−

l

∑
k=1

λk pkj
[
(1 + θj)E(Yj − Ij(Yj)) + αjE(Yj − Ij(Yj))

2])Vx + λE[V(t, x− Z)−V(t, x)]
}

= 0, (3)

with the boundary condition

V(T, x) = −ρ

ν
e−νx. (4)

Before solving this HJB equation, we first give a lemma that reveals some features of
the optimal strategy and the conjecture of the value function V(T, x).

Lemma 1. If the insurer chooses the exponential utility function U(x) = − ρ
ν e−νx, then the

optimal strategy is independent of x. Furthermore, the value function has the form of

V(t, x) = −ρ

ν
exp

[
− νx exp (r(T − t)) + h(T − t)

]
, (5)

with h(0) = 0.

Proof. According to Equation (2), we know that

RI(T) = xer(T−t) +
∫ T

t

(
er(s−t)

[
c−

n

∑
j=1

l

∑
k=1

λk pkj[(1 + θj)E(Y j − Ij(Y j)) + αjE(Y j − Ij(Y j))2]

])
ds

−
∫ T

t

∫ ∞

0
er(s−t)zNZ(ds, dz),

(6)

where NZ(·, ·) is the random Poisson measure such that
NZ(t)

∑
i=1

Zi =
∫ t

0

∫ ∞

0
zNZ(ds, dz). Then,

the value function V(t, x) can be denoted by
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V(t, x) = sup
I∈O

E
[

U(RI(T))|RI(t) = x
]

= exp{−νxer(T−t)} sup
I∈O

E
[
− ρ

ν
exp

{
− ν

∫ T

t

(
er(s−t)

[
c−

n

∑
j=1

l

∑
k=1

λk pkj[(1 + θj)E(Y j − Ij(Y j))

+αjE(Y j − Ij(Y j))2]

])
ds− ν

∫ T

t

∫ ∞

0
er(s−t)zNZ(ds, dz)

}]
:= exp{−νxer(T−t)} sup

I∈O
−ρ

ν
exp

{
H(T − t, I)

}
,

(7)

Thus, from the last expression, we find that the optimal strategies only depend on the
time t. Consequently, we can derive that the value function has the form of

V(t, x) = −ρ

ν
exp

[
− νx exp (r(T − t)) + h(T − t)

]
, (8)

where h(0) = 0, which completes the proof.

Next, we try to construct a solution of the HJB Equation (3) with the boundary condi-
tion (4). Suppose that W(t, x) has the form of (8) and satisfies (3) and (4). Then, we have

Wt = W(t, x)[νxr exp (r(T − t))− h′(T − t)],

Wx = W(t, x)[−ν exp (r(T − t))],

EW(t, x− Z) = W(t, x)MZ(ν exp(r(T − t))).

(9)

Putting them into back the HJB equation, we obtain

inf
I∈O(t,x)

{
− νer(T−t)

(
c−

n

∑
j=1

l

∑
k=1

λk pkj[(1 + θj)E(Yj − Ij(Yj))

+αjE(Yj − Ij(Yj))
2]

)
+ λ[MZ(νer(T−t))− 1]

}
− h′(T − t) = 0.

(10)

Now, we come to find the extreme point (I∗1 , I∗2 , . . . , I∗n), which causes the left-hand side
of (10) to be minimized. Firstly, we would like to find the best response Ij(I1, . . . , Ij−1, Ij+1, . . . , In)
to other strategies when I1, . . . , Ij−1, Ij+1, . . . , In are given, as shown in the following theorem.

Theorem 1. Given the other strategies I1, . . . , Ij−1, Ij+1, . . . , In, we denote ai = MIi (νer(T−t)).
Then, the best response Ij(·, y) is given by

Ij(a1, . . . , aj−1, aj+1, . . . , an; y) = max
{

0, min{y, Ĩj(a1, . . . , aj−1, aj+1, . . . , an; y)}
}

,

where Ĩj(a1, . . . , aj−1, aj+1, . . . , an; y) satisfies

l

∑
k=1

λk pkj

[
2αj( Ĩj − y)− (1 + θj) + exp(νer(T−t) Ĩj)∏

i 6=j
(1− pki + pkiai)

]
= 0.

Proof. Let

φ(t, x, I) = −νer(T−t)(c−
n

∑
j=1

l

∑
k=1

λk pkj[(1 + θj)E(Yj − Ij(Yj)) + αjE(Yj − Ij(Yj))
2])

+λ

[
MZ(νer(T−t))− 1

]
.
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From (10), we can see that to find the optimal Ij is to minimize

∑l
k=1 λk pkjνer(T−t)E

[
(1 + θj)(Yj − Ij) + αj(Yj − Ij)

2
]

+∑l
k=1 λk ∏n

i=1

[
MIi (νer(T−t))pki + 1− pki

]
= E

{
∑l

k=1 λk pkjνer(T−t)
[
(1 + θj)(Yj − Ij) + αj(Yj − Ij)

2
]

+∑l
k=1 λk

(
eIjνer(T−t)

pkj + 1− pkj

)
∏i 6=j

[
MIi (νer(T−t))pki + 1− pki

]}
.

According tothe pointwise optimization method, this is equivalent to minimizing the
following function:

f (Ij) = ∑l
k=1 λk pkjνer(T−t)

[
(1 + θj)(Yj − Ij) + αj(Yj − Ij)

2
]

+∑l
k=1 λk

(
eIjνer(T−t)

pkj + 1− pkj

)
∏i 6=j

[
MIi (νer(T−t))pki + 1− pki

]
.

Through some calculations, we find that

f ′(Ij) =
l

∑
k=1

λk pkjνer(T−t)
[

2αj(Ij − y)− (1 + θj) + exp(νer(T−t) Ij)∏
i 6=j

(1− pki + pki MIi (νer(T−t)))

]
,

f ′′(Ij) =
l

∑
k=1

λk pkjνer(T−t)
[

2αj + νer(T−t) exp(νer(T−t) Ij)∏
i 6=j

(1− pki + pki MIi (νer(T−t)))

]
> 0.

Therefore, for any j ∈ {1, 2, . . . , n}, the minimizer Ij satisfies the equation

f ′(Ij) = 0. (11)

We might as well denote Ĩj as the solution of (11), and it is affected by the other given
strategies due to the term MIi (νer(T−t)). If we denote MIi (νer(T−t)) by ai,
then Ĩj is actually a function of a1, . . . , aj−1, aj+1, . . . , an and can be written as
Ĩj(a1, . . . , aj−1, aj+1, . . . , an; y). Considering the constraint 0 ≤ Ij(y) ≤ y, the best strat-
egy of response Ij(I1, . . . , Ij−1, Ij+1, . . . , In) to other strategies is given by

Ij(a1, . . . , aj−1, aj+1, . . . , an; y) = max
{

0, min{y, Ĩj(a1, . . . , aj−1, aj+1, . . . , an; y)}
}

, (12)

which completes the proof.

Before providing a further discussion on the extreme point, we first show some
properties in Lemma 2, as they play key roles in this paper.

Lemma 2. Ĩj is decreasing with respect to am (m 6= j) and increasing with respect to y.

Proof. Recall that Ĩj satisfies (11). Differentiating both sides of (11) with respect to am and
y, respectively, we get

l

∑
k=1

λk pkj

[
2αj

∂ Ĩj

∂am
+ exp(νer(T−t) Ij)νer(T−t) ∂ Ĩj

∂am
∏
i 6=j

(1− pki + pkiai) + exp(νer(T−t) Ij)pkm ∏
i 6=j,m

(1− pki + pkiai)

]
= 0,

and
l

∑
k=1

λk pkj

[
2αj(

∂ Ĩj

∂y
− 1) + exp(νer(T−t) Ij)νer(T−t) ∂ Ĩj

∂y ∏
i 6=j

(1− pki + pkiai)

]
= 0.
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Then, we can easily find that
∂ Ĩj
∂am

< 0 and
∂ Ĩj
∂y > 0 considering that ai > 1 for every

i = 1, 2, . . . , n.

Based on the above analysis, we now give the necessary condition that (10) needs to
achieve its minimum, as shown in the following theorem.

Theorem 2. If (I∗1 , I∗2 , . . . , I∗n) is the minimum point of (10), then we have the conclusion that
I∗j = Ij(a∗1 , . . . , a∗j−1, a∗j+1, . . . , a∗n; y) for any j ∈ {1, 2, . . . , n}, where (a∗1 , a∗2 , . . . , a∗n) satisfies the
following system of equations:

MI1(a∗2 ,a∗3 ,...,a∗n)(νer(T−t)) = a∗1 ,

MI2(a∗1 ,a∗3 ,...,a∗n)(νer(T−t)) = a∗2 ,

. . . . . .

MIn(a∗1 ,a∗2 ,...,a∗n−1)
(νer(T−t)) = a∗n.

(13)

Furthermore, if (a∗1 , a∗2 , . . . , a∗n) is the unique solution of (13), then (I∗1 , I∗2 , . . . , I∗n) will be the
minimum point of (10).

Remark 2. From the game-theoretical perspective in [20], we can imagine that there are n decision
makers in one insurance company who manage n classes of businesses, and everyone wants to
maximize the expected utility of the terminal wealth for the insurance company. So, when other
strategies are determined, I∗j can be understood as the best response to others. Therefore, if all
strategies are optimal, then every strategy is the best response to others.

From Theorem 2, we can see that if (a∗1 , a∗2 , . . . , a∗n) are determined, then the extreme
point will be determined, too. So, in the following, we analyze the existence and uniqueness
of the solution for Equation (13).

Theorem 3. The solution (a∗1 , a∗2 , . . . , a∗n) for Equation (13) always exists for any n ≥ 2.

Proof. We will use the mathematical induction method to prove this. First of all, when
n = 2, Equation (13) reduces to{

MI∗1 (a∗2)
(νer(T−t)) = a∗1 ,

MI∗2 (a∗1)
(νer(T−t)) = a∗2 .

(14)

For convenience, we note that f1(a∗2) = MI∗1 (a∗2)
(s) and f2(a∗1) = MI∗2 (a∗1)

(s); then,
Equation (14) can be rewritten as {

f1(a∗2) = a∗1 ,
f2(a∗1) = a∗2 .

(15)

Since Ĩ1(a2) is decreasing with respect to a2 according to Lemma 2, it is not difficult to
prove that I∗1 (a∗2) and f1(a∗2) are also decreasing about a∗2 ; thus, we have f1(1) > f1(∞) ≥ 1.
Similarly, f2(1) > f2(∞) ≥ 1. Substituting f1(a∗2) = a∗1 into f2(a∗1) = a∗2 , we have

f2( f1(a∗2))− a∗2 = 0.

Then, we structure an auxiliary function F(x) = f2( f1(x))− x so that F(1) > 0 and
F(∞) < 0. Therefore, there is at least one solution for Equation (15).

Next, assuming that the conclusion is true for n = k(k ≥ 3), we need to prove that
it is also true for n = k + 1. When n = k + 1, considering the first k equations and fixing
a∗k+1, we know that there is at least one solution that is a function of a∗k+1, which is denoted
by (a∗1(a∗k+1), a∗2(a∗k+1), . . . , a∗k (a∗k+1)), according to the assumption. Putting it into the last
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equation, then, we can also structure an auxiliary function and prove the existence of
the solution for the equation about a∗k+1 via the intermediate value theorem. Therefore,
the existence of the solution for Equation (13) is proved.

It is hard to analyze the uniqueness of the solution, but we can give a sufficient
condition for the case of l = 1, n = 2, as Theorem 4 shows.

Theorem 4. For the case of l = 1, n = 2, if

p11 p12E
[

νer(T−t) exp(2νer(T−t) Ĩ2(1))
2α2+νer(T−t) exp(νer(T−t) Ĩ2(1))

]
E
[

νer(T−t) exp(2νer(T−t) Ĩ1(1))
2α1+νer(T−t) exp(νer(T−t) Ĩ1(1))

]
≤ 1, (16)

then the solution for Equation (13) is unique.

Proof. Suppose that there are two solutions (â1, â2) and (a∗1 , a∗2) that satisfy Equation (15);
then, we obtain {

−(â1 − a∗1) + f1(â2)− f1(a∗2) = 0,

f2(â1)− f2(a∗1)− (â2 − a∗2) = 0.
(17)

According to the Lagrange mean-value theorem, there exist ξ1, ξ2, s.t. f1(â2) −
f1(a∗2) = f ′1(ξ2)(â2 − a∗2) and f2(â1)− f2(a∗1) = f ′2(ξ1)(â1 − a∗1). Then, Equation (17) can be
rewritten as {

−∆a1 + f ′1(ξ2)∆a2 = 0,

f ′2(ξ1)∆a1 − ∆a2 = 0,
(18)

where ∆a1 = â1 − a∗1 , ∆a2 = â2 − a∗2 .
Now, we will prove that if (16) holds, then f ′1(ξ2) f ′2(ξ1) 6= 1, and thus, the only

solution of (18) is ∆a1 = ∆a2 = 0, which implies its uniqueness.
Firstly, Ĩ1(a2) satisfies

2α1(I1 − y)− (1 + θ1) + exp(νer(T−t) I1)(1− p12 + p12a2) = 0. (19)

By differentiating both sides of (19) with respect to a2, we get

Ĩ′1(a2) = −
p12 exp(νer(T−t) Ĩ1(a2))

2α1 + νer(T−t) exp(νer(T−t) Ĩ1(a2))(1− p2 + p2a2)
.

Then, we have

∂E exp(νer(T−t) Ĩ1(a2))
∂a2

= E ∂ exp(νer(T−t) Ĩ1(a2))
∂a2

= E[exp(νer(T−t) Ĩ1(a2))νer(T−t) Ĩ′1(a2)]

= −E
[

p12νer(T−t) exp(2νer(T−t) Ĩ1(a2))

2α1+νer(T−t) exp(νer(T−t) Ĩ1(a2))(1−p2+p2a2)

]
≥ −p12E

[
νer(T−t) exp(2νer(T−t) Ĩ1(1))

2α1+νer(T−t) exp(νer(T−t) Ĩ1(1))

]
.

On the other hand, according to Lemma 3, we derive that

∂E exp(νer(T−t) Ĩ1(a2))

∂a2
≤

∂E exp(νer(T−t) I∗1 (a2))

∂a2
=

∂ f1(a2)

∂a2
≤ 0.

By combining this with ∂E exp(νer(T−t) Ĩ1(a2))
∂a2

≥ −p12E
[

νer(T−t) exp(2νer(T−t) Ĩ1(1))
2α1+νer(T−t) exp(νer(T−t) Ĩ1(1))

]
, we get

−p12E
[

νer(T−t) exp(2νer(T−t) Ĩ1(1))
2α1 + νer(T−t) exp(νer(T−t) Ĩ1(1))

]
≤ ∂ f1(a2)

∂a2
≤ 0.
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Similarly,

−p11E
[

νer(T−t) exp(2νer(T−t) Ĩ2(1))
2α2 + νer(T−t) exp(νer(T−t) Ĩ2(1))

]
≤ ∂ f2(a1)

∂a1
≤ 0.

Finally,

0 < f ′1(ξ2) f ′2(ξ1) < p11 p12E
[

νer(T−t) exp(2νer(T−t) Ĩ2(1))
2α2 + νer(T−t) exp(νer(T−t) Ĩ2(1))

]
E
[

νer(T−t) exp(2νer(T−t) Ĩ1(1))
2α1 + νer(T−t) exp(νer(T−t) Ĩ1(1))

]
≤ 1,

which completes the proof.

Lemma 3. ∂E exp(νer(T−t) Ĩ1(a2))
∂a2

≤ ∂E exp(νer(T−t) I∗1 (a2))
∂a2

.

Proof. Considering that

exp(νer(T−t) I∗1 (a2)) = exp(0)I{ Ĩ1(a2)≤0} + exp(νer(T−t) Ĩ1(a2))I{0≤ Ĩ1(a2)≤y}
+ exp(νer(T−t)y)I{νer(T−t) Ĩ1(a2)≥y},

exp(νer(T−t) I∗1 (a2 + h)) = exp(0)I{ Ĩ1(a2+h)≤0} + exp(νer(T−t) Ĩ1(a2 + h))I{0≤ Ĩ1(a2+h)≤y}
+ exp(νer(T−t)y)I{νer(T−t) Ĩ1(a2+h)≥y},

then

exp(νer(T−t) I∗1 (a2 + h))− exp(νer(T−t) I∗1 (a2))

= (exp(0)− exp(0))I{ Ĩ1(a2)≤0} + (exp(0)− exp(νer(T−t) ∗ Ĩ1(a2)))I{ Ĩ1(a2+h)≤0≤ Ĩ1(a2)}
+ (exp(νer(T−t) ∗ Ĩ1(a2 + h))− exp(νer(T−t) ∗ Ĩ1(a2)))I{0≤ Ĩ1(a2+h)≤ Ĩ1(a2)≤y}
+ (exp(νer(T−t) ∗ Ĩ1(a2 + h))− exp(νer(T−t) ∗ y))I{ Ĩ1(a2+h)≤y≤ Ĩ1(a2)}
+ (exp(νer(T−t)y)− exp(νer(T−t)y))I{ Ĩ1(a2+h)≥y}
≥ exp(νer(T−t) Ĩ1(a2 + h))− exp(νer(T−t) Ĩ1(a2)).

Consequently,

∂E exp(νer(T−t) I∗1 (a2))
∂a2

= lim
h→0

E(exp(νer(T−t) I∗1 (a2+h)))−E(exp(νer(T−t) I∗1 (a2)))
h

= lim
h→0

E(exp(νer(T−t) I∗1 (a2+h))−exp(νer(T−t) I∗1 (a2)))
h

≥ lim
h→0

E(exp(νer(T−t) Ĩ1(a2+h))−exp(νer(T−t) Ĩ1(a2)))
h

= lim
h→0

E(exp(νer(T−t) Ĩ1(a2+h)))−E(exp(νer(T−t) Ĩ1(a2)))
h

=
∂E exp(νer(T−t) Ĩ1(a2))

∂a2
.

Remark 3. We can understand the system of equations (13) as a noncooperative game among
the n decision makers, as we mentioned in Remark 2. Therefore, the solution of the system of
equations (13) is actually a Nash equilibrium point of a static noncooperative game from the game-
theoretical perspective, and the Nash equilibrium point often exists, but may not be unique sometimes.
If there is only one Nash equilibrium point, then it is the optimal solution. If there are some different
Nash equilibrium points, we need to make some comparisons to choose the best one.

Once we get the minimum point, we can derive the solution of the HJB equation,
and from the standard dynamic programming theory, we have the following verification
theorem.
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Theorem 5. If {I∗1 , I∗2 , . . . , I∗n} is the minimum point in (10), then

W(t, x) = −ρ

ν
exp [−νx exp (r(T − t)) + h(T − t)],

where

h(T − t) =
∫ T

t

{(
c−

n

∑
j=1

l

∑
k=1

λk pkj

[
(1 + θj)E(Yj − I∗j (Yj)) + αjE(Yj − I∗j (Yj))

2
])

ν exp(r(T − u))

−λ

[
MZ(ν exp(r(T − u)))− 1

]}
du

is the solution to the HJB equation. Furthermore, we have W(t, x) = V(t, x), and the optimal
reinsurance strategy is given by {I∗1 , I∗2 , . . . , I∗n}.

Based on the results mentioned above, we will give some more specific results for
some special cases in the following corollaries.

Corollary 1. For the classical C-L model, that is, when n = l = 1, Equation (11) reduces to

2α(I − y)− (1 + θ) + exp(νer(T−t) I) = 0. (20)

We denotethe solution of Equation (20) as Ĩ(y), and along with the claim constraint, the optimal
strategy I∗(y) is

I∗(y) =

{
y i f 0 ≤ y < 1

νer(T−t) ln(1 + θ),
Ĩ(y) i f y ≥ 1

νer(T−t) ln(1 + θ).

Remark 4. The result of Corollary 1 means that the insurer retains all of the risk when the claim
size is no more than 1

νer(T−t) ln(1 + θ). However, when the claim size is Y > 1
νer(T−t) ln(1 + θ),

the company will choose to retain Ĩ(Y) and transfer Y − Ĩ(Y). That is to say, for some small
claims, the insurer does not want to transfer its business to the reinsurer because of the cost from
the reinsurance premium, and when the claim size is beyond a certain limit, the insurer will face
a relatively high risk, which may cause the bankruptcy of the company; so, for this case, they will
choose to purchase reinsurance.

In addition, we can observe that as the time t goes to T, that is, νer(T−t) goes to ν, the insurer
is willing to take more risks. This is because the unknown risks are reduced when tending toward
the terminal time, and the insurance company retains more in order to reduce costs.

Corollary 2. When the model is reduced to an independent risk model, that is, pii = 1 for
i = 1, 2, . . . , n and pij = 0 for any i 6= j (we set l = n), the optimal retained strategy for every
business is greater than that in the thinning-dependence model.

Proof. Equation (11) can be rewritten as

2αj Ij + exp(νer(T−t) Ij)
∑l

k=1 λk pkj Akj

∑l
k=1 λk pkj

= 2αjy + 1 + θj, (21)

where Akj = ∏
i 6=j

(1− pki + pki MIi (s)) ≥ 1.

For the independent risk model, (13) is replaced by

2αj Ij + exp(νer(T−t) Ij) = 2αjy + 1 + θj. (22)

By comparing the coefficients of (21) and (22), we find that ∑l
k=1 λk pkj Akj

∑l
k=1 λk pkj

> 1; thus,

Equation (21) has a smaller solution. Then, the proof is completed.
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Remark 5. We can understand that the independent risk model is reduced from the thinning-
dependence model in the following way. For each business i, the claim only occurs from the risk
source i, and the thinning probability pij(i 6= j) for other businesses decreases to zero. Therefore,
the insurer will choose to increase the optimal retained strategy for the ith business because the
risk from other claims vanishes and they are willing to accept more risk from the ith business to
maximize the expected utility of the terminal wealth.

4. Optimal Results for the Diffusion Model

Having analyzed the optimal results for the case of the compound Poisson risk model,
we shall study the optimal strategy for the diffusion approximation model, as [21] pointed
out that diffusion approximation is good for a long-term picture or when facing high jump

intensity. According to [21], for j ∈ {1, 2, . . . , n}, S
Ij
j (t) =

Nj(t)

∑
i=1

Ij(Yj) can be approximated by

S̃
Ij
j (t) = EIj(Y j)t +

√√√√E(Ij(Y j))2
l

∑
k=1

λk pkjBj(t),

where {Bj(t), j = 1, 2, . . . , n} are n standard Brownian motions with correlation coefficient
matrix

ρ =


1 ρ12 · · · ρ1n

ρ21 1 · · · ρ2n
...

...
. . .

...
ρn1 ρn2 · · · 1


where

ρij =
EIi(Yi)√√√√E(Ii(Yi))2

l

∑
k=1

λk pik

EIj(Y j)√√√√E(Ij(Y j))2
l

∑
k=1

λk pjk

l

∑
k=1

λk pki pkj ∈ (0, 1).

Therefore, the process RI(t) in Equation (2) is

dR̃I(t) =
{

rR̃I(t) + c−
( n

∑
j=1

p(Ij(Yj)) +
n

∑
j=1

[
EIj(Yj)

l

∑
k=1

λk pkj

])}
dt

+

√√√√ n

∑
j=1

n

∑
i=1,i 6=j

l

∑
k=1

λk pkj pkiEIj(Yj)EIi(Yi) +
n

∑
j=1

[
E(Ij(Yj))2

l

∑
k=1

λk pkj

]
dB(t),

(23)

where B(t) is a standard Brownian motion.
In this problem, we define the admissible strategy as follows.

Definition 2. (Admissible control) The control It = {I1t, I2t, . . . , Int} is said to be admissible if
and only if

(1) for any j ∈ {1, 2, . . . , n}, Ijt(Yj) is increasing with respect to Yj and 0 ≤ Ijt(Yj) ≤ Yj,
(2) It = {I1t, I2t, . . . , Int} is a Ft-measurable process,
(3) in association with It, the state Equation (23) have a unique strong solution.

The set of all admissible strategies is denoted by D.

Then, to study the optimal results for the diffusion approximation model, we define
the objective function at time t with the strategy I = (I1, I2, . . . , In) as

J̃(t, x, I) = E[U(R̃I(T))|R̃I(t) = x],
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and our aim is to find the value function

Ṽ(t, x) = sup
I∈D

J̃(t, x, I)

and the optimal strategy Î = ( Î1, Î2, . . . , În) such that J̃(t, x, Î) = Ṽ(t, x). Again, from the
standard arguments of the dynamic programming approach, we can see that if the op-
timal value function Ṽ(t, x) and its partial derivatives Ṽt(t, x), Ṽx(t, x), and Ṽxx(t, x) are
continuous on [0, T]× R, then Ṽ satisfies

sup
I∈D

{
Ṽt +

(
rx + c−

n

∑
j=1

l

∑
k=1

λk pkj
[
(1 + θj)E(Yj − Ij(Yj)) + αjE(Yj − Ij(Yj))

2 + EIj(Yj)
])

Ṽx

+
1
2

( n

∑
j=1

n

∑
i=1,i 6=j

l

∑
k=1

λk pkj pkiEIj(Yj)EIi(Yi) +
n

∑
j=1

l

∑
k=1

λk pkjE(Ij(Yj))
2
)

Ṽxx

}
= 0

(24)

with the boundary condition

Ṽ(T, x) = −ρ

ν
e−νx. (25)

According to Lemma 1, we can also construct a solution to the HJB Equation (24) with
the boundary condition (25) as

W̃(t, x) = −ρ

ν
exp

[
− νx exp (r(T − t)) + h̃(T − t)

]
.

Then, we have 
W̃t = W̃(t, x)[νxr exp (r(T − t))− h̃′(T − t)],
W̃x = W̃(t, x)[−ν exp (r(T − t))],
W̃xx = W̃(t, x)[ν2 exp (2r(T − t))].

(26)

Now, we find the extreme point ( Î1, Î2, . . . , În), which is the maximizer of (24). Firstly,
we would like to find the best response Ij(I1, . . . , Ij−1, Ij+1, . . . , In) to other strategies when
I1, . . . , Ij−1, Ij+1, . . . , In are given, as shown in the following theorem.

Theorem 6. Given the other strategies I1, . . . , Ij−1, Ij+1, . . . , In, the best response Ij(·, y) is

Ij(EI1, . . . , EIj−1, EIj+1, . . . , EIn; y)

= max
{

min
{

2αj
2αj+ν exp(r(T−t))y +

θj−ν exp(r(T−t))∑n
i=1,i 6=j EIi

∑l
k=1 λk pki pkj

∑l
k=1 λk pkj

2αj+ν exp(r(T−t)) , y
}

, 0
}

,

Proof. Let

ϕ(t, x, I) =
(

rx + c−∑n
j=1 ∑l

k=1 λk pkj[(1 + θj)E(Yj − Ij(Yj)) + αjE(Yj − Ij(Yj))
2 − EIj(Yj)]

)
W̃x

+ 1
2

(
∑n

j=1 ∑i 6=j ∑l
k=1 λk pkj pkiEIj(Yj)EIi(Yi) + ∑n

j=1 ∑l
k=1 λk pkjEI2

j (Yj)

)
W̃xx.

According to (26) and the point-by-point optimization, we get the following best-
response strategy:

Ij(I1, . . . , Ij−1, Ij+1, . . . , In; y)

= max
{

min
{

2αj
2αj+ν exp(r(T−t))y +

θj−ν exp(r(T−t))∑n
i=1,i 6=j EIi

∑l
k=1 λk pki pkj

∑l
k=1 λk pkj

2αj+ν exp(r(T−t)) , y
}

, 0
}

.
(27)
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Here, we can find that the best-response strategy is affected by the other given strate-
gies due to the term EIi. So, it is actually a function of EI1, . . . , EIj−1, EIj+1, . . . , EIn, and we
can rewrite (27) as

Ij(EI1, . . . , EIj−1, EIj+1, . . . , EIn; y)

= max
{

min
{

2αj
2αj+ν exp(r(T−t))y +

θj−ν exp(r(T−t))∑n
i=1,i 6=j EIi

∑l
k=1 λk pki pkj

∑l
k=1 λk pkj

2αj+ν exp(r(T−t)) , y
}

, 0
}

,

which completes the proof.

Then, as shown in Section 3, we give the necessary condition that (24) needs to achieve
its maximum, in Theorem 7. Before that, we give some notations for convenient expression:

k j =
2αj

2αj+ν exp(r(T−t)) ∈ (0, 1),

dj =
θj−ν exp(r(T−t))∑n

i=1,i 6=j EIi
∑l

k=1 λk pki pkj

∑l
k=1 λk pkj

2αj+ν exp(r(T−t)) .

Theorem 7. If ( Î1, Î2, . . . , În) is the maximum point of (24), then we have the conclusion that
Îj = Ij(EÎ1, . . . , EÎj−1, EÎj+1, . . . , EÎn; y) for any j ∈ {1, 2, . . . , n}, where (EÎ1, EÎ2 . . . , EÎn)
satisfies the following system of equations:

EÎ1 =
∫ ∞

0
max

{
min

{
k1y + d1, y

}
, 0
}

dFY1 (y),

EÎ2 =
∫ ∞

0
max

{
min

{
k2y + d2, y

}
, 0
}

dFY2 (y),

. . . . . .

EÎn =
∫ ∞

0
max

{
min

{
kny + dn, y

}
, 0
}

dFYn (y).

(28)

Furthermore, if (EÎ1, EÎ2 . . . , EÎn) is the unique solution of (28), then ( Î1, Î2, . . . , În) will be
the minimum point of (24).

We can see that k j is determined, and we only need to derive dj for every j ∈ {1, 2, . . . , n}.
From the above expression, it is easy to see that

EÎj(Yj) =



∫ dj
1−kj

0
ydFYj(y) +

∫ ∞
dj

1−kj

(k jy + dj)dFYj(y), i f dj ≥ 0,

∫ − dj
kj

0
0dFYj(y) +

∫ ∞

−
dj
kj

(k jy + dj)dFYj(y), i f dj < 0.

If we denote gYj(dj) = EÎj(Yj), then

gYj(0) = k jEYj, gYj(∞) = EYj, gYj(−∞) = 0,

and

g′Yj
(dj) =


SYj

( dj

1− k j

)
, i f dj ≥ 0,

SYj

(−dj

k j

)
, i f dj < 0,

(29)

where SX(x) = 1− FX(x) ∈ (0, 1] is the survival function. Obviously, there is a one-to-one
relationship between EÎj and dj. Consequently, solving (28) is equivalent to solving
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dj =

θj
ν exp(r(T−t)) −

n

∑
i=1,i 6=j

∑l
k=1 λk pki pkj

∑l
k=1 λk pkj

gYi (di)

1 +
2αj

ν exp(r(T−t))

(30)

for all j ∈ {1, 2, . . . , n}. If we denote

cj =
θj

ν exp(r(T − t))
, mij =

∑l
k=1 λk pki pkj

∑l
k=1 λk pkj

∈ (0, 1), sj = 1 +
2αj

ν exp(r(T − t))
, (31)

then dj can be rewritten as

dj =
cj −∑i 6=j mijgYi (di)

sj
,

and then, the result about the existence and uniqueness of (d∗1 , d∗2 , . . . , d∗n) is given by
Theorem 8.

Theorem 8. The solution (d∗1 , d∗2 , . . . , d∗n) of the system of equations

d1 + ∑
i 6=1

mi1
s1

gYi (di) =
c1

s1
,

d2 + ∑
i 6=2

mi2
s2

gYi (di) =
c2

s2
,

. . . . . .

dn + ∑
i 6=n

min
sn

gYi (di) =
cn

sn
,

(32)

always exists for n ≥ 2. In addition, it is unique when n = 2.

Proof. Similarly to the compound Poisson model, we also use the mathematical induction
method to prove the existence.

Firstly, we show that when n = 2, there is at least one solution (d∗1 , d∗2) that satisfies (32).
Putting d1 = c1

s1
− m21

s1
gY2(d2) into the second equation, we obtain

d2 +
m12

s2
gY1

(
c1

s1
− m21

s1
gY2(d2)

)
=

c2

s2
.

Let G(d2) = d2 +
m12

s2
gY1

(
c1

s1
− m21

s1
gY2(d2)

)
; we find that

G(∞) = ∞, G(−∞) = −∞,

which comes from the fact that gYi (·) is bounded for i = 1, 2. Then, G(d2) =
c2
s2

has at least
one solution, which implies the existence of the solution of Equation (32) with n = 2.

Suppose that the conclusion is true for n = k. Now, we prove that it is also cor-
rect for n = k + 1. Let n = k + 1, and fix dk+1. According to the assumption, the so-
lution for the first k equations exists and is a function of dk+1, which can be written as
(d1(dk+1), d2(dk+1), . . . , dk(dk+1)). Substituting it into the last equation, we have

dk+1 +
k

∑
i=1

mi,k+1

sk+1
gYi (di(dk+1)) =

ck+1
sk+1

.

Let f (dk+1) = dk+1 + ∑k
i=1

mi,k+1
sk+1

gYi (di(dk+1)); then, it is not difficult to find that

dk+1 < f (dk+1) < dk+1 +
k

∑
i=1

mi,k+1

sk+1
EYi.
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So, we have
f (∞) = ∞, f (−∞) = −∞.

Thus, f (dk+1) =
ck+1
sk+1

has at least one solution d∗k+1, which completes the proof of
the existence.

In the following, we prove the uniqueness for the case of n = 2. If we assume that
there are two solutions (d1, d2) and (e1, e2), by substituting them into Equation (32), we
obtain {

d1 − e1 +
m21
s1

(gY2(d2)− gY2(e2)) = 0,
d2 − e2 +

m12
s2

(gY1(d1)− gY1(e1)) = 0.
(33)

Accordingto the Lagrange theorem, there exist ξ1, ξ2 such that

gY1(d1)− gY1(e1) = g′Y1
(ξ1)(d1 − e1), gY2(d2)− gY2(e2) = g′Y2

(ξ2)(d2 − e2).

Then, Equation (33) can be expressed as{
d1 − e1 +

m21
s1

g′Y2
(ξ2)(d2 − e2) = 0,

m12
s2

g′Y1
(ξ1)(d1 − e1) + d2 − e2 = 0.

(34)

From(29) and (31), it is easy to see that 0 < m21
s1

g′Y2
(ξ2),

m12
s2

g′Y1
(ξ1) < 1, so we find that

the only solution of (34) is
d1 − e1 = d2 − e2 = 0,

which completes the proof.

Remark 6. For the case of n ≥ 3, we can use a similar method to study the uniqueness. If the
coefficient matrix of the system of linear equations with respect to {di − ei}1≤i≤n is reversible, then
the uniqueness of the solution is established. However, in this paper, this condition may not be
satisfied when n ≥ 3.

Once we get the maximum point, we can derive the solution of the HJB equation,
and from the standard dynamic programming theory, we have the following verification
theorem.

Theorem 9. If { Î1, Î2, . . . , În} is the maximum point in (24), then

W̃(t, x) = −ρ

ν
exp [−νx exp (r(T − t)) + h̃(T − t)],

where

h̃(T − t) =
∫ T

t

{(
c−

n

∑
j=1

l

∑
k=1

λk pkj
[
(1 + θj)E(Yj − Îj(Yj)) + αjE(Yj − Îj(Yj))

2 + EÎj(Yj)
])

νer(T−t)

−1
2

( n

∑
j=1

n

∑
i=1,i 6=j

l

∑
k=1

λk pkj pkiEÎj(Yj)EÎi(Yi) +
n

∑
j=1

l

∑
k=1

λk pkjE( Îj(Yj))
2
)

ν2e2r(T−t)
}

du

is the solution to the HJB Equation (24). Furthermore, we have W̃(t, x) = Ṽ(t, x), and the optimal
reinsurance strategy is given by { Î1, Î2, . . . , În}.

Remark 7. When the general case is reduced to the variance premium, that is, θj = 0 for any
j = 1, 2, . . . , n, then from (30), we find that d1, d2, . . . , dn are all negative. This means that the

insurer will choose to transfer all of the small-size claims (Yj ≤
−dj
kj

) to the reinsurance company
and retain a proportion of the excess of the large claims. When reduced to the expected value
premium, that is, αj = 0 for any j = 1, 2, . . . , n, which implies k j = 0, the optimal strategy is
the excess-of-loss reinsurance strategy when dj ≥ 0. In the case of dj ≤ 0, we have gY(dj) = 0,
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and the negative solution is equivalent to zero, i.e., if the solution of (32) is (d∗1 , d∗2 , . . . , d∗n) and
d∗1 < 0, d∗2 < 0, . . . , d∗k < 0, d∗k+1 > 0, . . . , d∗n > 0, then (d∗1 , d∗2 , . . . , d∗n) is equivalent to
(0, . . . , 0, d∗k+1, . . . , d∗n). Taking the two-dimensional case as an example, the set of equations (32) is
reduced to 

d1 +
m21

s1
gY2(d2) =

c1

s1
,

d2 +
m12

s2
gY1(d1) =

c2

s2
.

(35)

If the solution is (d∗1 , d∗2) and d∗1 > 0, d∗2 < 0, then gY2(d
∗
2) = gY2(0) = 0, and from the

first equation of (35), we obtain d∗1 = c1
s1

. Therefore, (d∗1 , d∗2) = ( c1
s1

, d∗2), and this is equivalent to
( c1

s1
, 0).

Corollary 3. For the diffusion approximation of the classical C-L model, the optimal strategy Î(y)
satisfies the following equation:

θ + 2αy− (2α + νer(T−t))I = 0. (36)

With the constraint 0 ≤ I ≤ y, Î(y) is given by

I∗(y) =

 y, i f 0 ≤ y < θ
νer(T−t) ,

2α

2α + νer(T−t)
y +

θ

2α + νer(T−t)
, i f y ≥ θ

νer(T−t) .
(37)

Moreover, the optimal strategy for the diffusion approximation model is always greater than
that for the compound Poisson model.

Proof. It is not hard to prove the result of (37). Here, we only focus on the proof of the
second part. We denote the solutions of (21) and (36) as IC and ID, respectively. From (21),
we have

y +
θ

2α
= I +

1
2α

(eνer(T−t) I − 1),

and according to (36), we can get

y +
θ

2α
= I +

1
2α

νer(T−t) I.

Since the inequality eνer(T−t) I − 1 ≥ νer(T−t) I for any I ∈ R holds, we have

I +
1

2α
(eνer(T−t) I − 1) ≥ I +

1
2α

νer(T−t) I,

and thus, ID ≥ IC, which completes the proof.

Remark 8. As in Corollary 3, we can see that the insurer will choose to retain all of the business
claims when the claim size is no more than θ

νer(T−t) and will transfer some when y > θ
νer(T−t) . We

also find that the retained strategy increases as the time t goes to the terminal time T.

Corollary 4. For the independent risk model, that is, pii = 1 for i = 1, 2, . . . , n and pij = 0 for
any i 6= j(we set l = n), the optimal retained strategy for every business is also greater than that
obtained with the thinning-dependence model.

Proof. Recalling that

dj =
θj − ν exp(r(T − t))∑n

i=1,i 6=j EIi
∑l

k=1 λk pki pkj

∑l
k=1 λk pkj

2αj + ν exp(r(T − t))
,
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but for the independent risk model, we have pki pkj = 0 for any k ∈ {1, 2, . . . , l} if i 6= j.
Thus, the optimal retained strategy with the independent risk model is greater than that
with the thinning-dependence model.

In the following, a special case is investigated, where the variance safety loadings αj
are all the same and the number of stochastic sources is l = 1. In this setting, we obtain
some interesting results.

Proposition 1. If αj = α for all j ∈ {1, 2, . . . , n} and l = 1, then the uniqueness of the solution
(d∗1 , d∗2 , . . . , d∗n) will be guaranteed.

Proof. In this setting, from (31), we find that mij reduces to mi and sj reduces to s. Therefore,
the system of equations (32) becomes

d1 + ∑
i 6=1

fi(di) =
c1

s
,

d2 + ∑
i 6=2

fi(di) =
c2

s
,

. . . . . .

dn + ∑
i 6=n

fi(di) =
cn

s
,

(38)

where fi(di) =
mi
s gYi (di) and f ′i ∈ (0, 1).

If there are two solutions (d1, d2, . . . , dn) and (e1, e2, . . . , en), substituting them into (38),
we obtain 

d1 − e1 + f2(d2)− f2(e2) + · · ·+ fn(dn)− fn(en) = 0,
f1(d1)− f1(e1) + d2 − e2 + · · ·+ fn(dn)− fn(en) = 0,
. . . . . .
f1(d1)− f1(e1) + f2(d2)− f2(e2) + · · ·+ dn − en = 0.

There exist ξ1, ξ2, . . . , ξn ∈ (0, 1) s.t. fi(di)− fi(ei) = ξi(di − ei); then, we get
1 ξ2 · · · ξn
ξ1 1 · · · ξn
...

...
. . .

...
ξ1 ξ2 · · · 1




d1 − e1
d2 − e2

...
dn − en

 =


0
0
...
0

. (39)

We find that the determinant of the coefficient matrix is(
1 +

n

∑
i=1

ξi
1− ξi

) n

∏
i=1

(1− ξi).

Thus, the coefficient matrix is invertible, so the only solution of (39) is
d1 − e1
d2 − e2

...
dn − en

 =


0
0
...
0

,

which completes the proof.

Proposition 2. Let the setting αj = α for all j ∈ {1, 2, . . . , k} and l = 1 holds. When the number
of the business classes increases from k to k + 1 and the solutions are changed from (d1, d2, . . . , dk)
to (d′1, d′2, . . . , d′k, d′k+1), then d′i < di for any i ∈ {1, 2, . . . , k}.
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Proof. When n = k + 1, then (38) becomes

d′1 + ∑
i 6=1

fi(d′i) =
c1

s
,

d′2 + ∑
i 6=2

fi(d′i) =
c2

s
,

. . . . . .

d′k+1 + ∑
i 6=k+1

fi(d′i) =
ck+1

s
.

(40)

By making the difference between the first k equations of (40) and the system of
equations (38) with n = k, we get

d′1 − d1 + f2(d′2)− f2(d2) + · · ·+ fk(d′k)− fk(dk) = − fk+1(d′k+1),
f1(d′1)− f1(d1) + d′2 − d2 + · · ·+ fk(d′k)− fk(dk) = − fk+1(d′k+1),
. . . . . .
f1(d′1)− f1(d1) + f2(d′2)− f2(d2) + · · ·+ d′k − dk = − fk+1(d′k+1).

(41)

Similarly, according to the Lagrange mean-value theorem, there exist η1, η2, . . . , ηk s.t.
fi(d′i)− fi(di) = ηi(d′i − di); then, (41) becomes

1 η2 · · · ηk
η1 1 · · · ηk
...

...
. . .

...
η1 η2 · · · 1




d′1 − d1
d′2 − d2

...
d′k − dk

 = − fk+1(d′k+1)


1
1
...
1

. (42)

We considerthat the coefficient matrix is invertible and fk+1(d′k+1) =
mk+1

s gYk+1(d
′
k+1) > 0

for any d′k+1 ∈ R. Then, by solving (42), we find

d′i − di < 0, f or any i ∈ {1, 2, . . . , k}.

Remark 9. One possible explanation of this phenomenon in Proposition 2 is that when increasing
the business, the insurer confronts more risks. Therefore, the insurer may choose to transfer more
claims to balance the potential risk.

Remark 10. When the model degenerates to the expected value premium, that is, α = 0, we have
fk+1(d′k+1) =

mk+1
s gYk+1(d

′
k+1) = 0 if d′k+1 < 0, and thus, d′i − di = 0. This means that the

original k strategies will remain the same when d′k+1 < 0. This is the natural consequence, since
d′k+1 < 0 implies full reinsurance for the (k + 1)th business and no increasing risk. However, for
d′k+1 > 0, the results will be the same as those in Proposition 2.

5. Some Properties and Numerical Examples

In this section, we will give the examples of l = 1, n = 2 for both the compound
Poisson (CP) model and the diffusion approximation (DA) model, and we will analyze the
impacts of the safety loading and thinning probability on the optimal strategies.

Example 1. We assume that the claim sizes Y1 and Y2 are exponentially distributed with parame-
ters 1 and 2. For other parameters, we set p11 = 0.1, p12 = 0.2, θ1 = α1 = 0.1, θ2 = α2 = 0.2.
Without loss of generality, we set ν exp(r(T − t)) = 1.

The main task is to calculate a∗1 , a∗2 , d∗1 , d∗2 and then derive the optimal strategies. For the
compound Poisson model, (a∗1 , a∗2) satisfies Equation (15), that is,



Mathematics 2022, 10, 4621 20 of 23

{
f1(a∗2) = a∗1 ,
f2(a∗1) = a∗2 ,

in which

f1(a∗2) =


∫ ln( 11

8+2a∗2
)

0 exp(y)e−ydy +
∫ ∞

ln( 11
8+2a∗2

) exp(I1(a∗2 , y))e−ydy, i f 1 < a∗2 < 1.5,∫ a∗2−1.5
0 e−ydy +

∫ ∞
a∗2−1.5 exp(I1(a∗2 , y))e−ydy, i f a∗2 ≥ 1.5,

(43)

and

f2(a∗1) =


∫ ln( 12

9+a∗1
)

0 exp(y) ∗ 2e−2ydy +
∫ ∞

ln( 12
9+a∗1

) exp(I2(a∗1 , y)) ∗ 2e−2ydy, i f 1 < a∗1 < 3,∫ 0.25(a∗1−3)
0 2e−2ydy +

∫ ∞
0.25(a∗1−3) exp(I2(a∗1 , y)) ∗ 2e−2ydy, i f a∗1 ≥ 3,

(44)

where I1(a∗2 , y) and I2(a∗1 , y) satisfy

0.2(I1(a∗2 , y)− y)− 1.1 + eI1(a∗2 ,y)(0.8 + 0.2a∗2) = 0

and
0.4(I2(a∗1 , y)− y)− 1.2 + eI2(a∗1 ,y)(0.9 + 0.1a∗1) = 0,

respectively. Through some calculations, we obtain a∗1 = 1.202, a∗2 = 1.259.
For the diffusion approximation model, (d∗1 , d∗2) satisfies

d1 +
1
6

gY2(d2) =
1

12
,

d2 +
1

14
gY1(d1) =

1
7

,

where

gY1(d1) =


∫ 6

5 d1
0 ye−ydy +

∫ ∞
6
5 d1

( 1
6 y + d1)e−ydy, i f d1 ≥ 0,∫ −6d1

0 0dy +
∫ ∞
−6d1

( 1
6 y + d1)e−ydy, i f d1 < 0,

and

gY2(d2) =


∫ 7

5 d2
0 y ∗ 2e−2ydy +

∫ ∞
7
5 d2

( 2
7 y + d2) ∗ 2e−2ydy, i f d2 ≥ 0,∫ − 7

2 d2
0 0dy +

∫ ∞
− 7

2 d2
( 2

7 y + d2) ∗ 2e−2ydy, i f d2 < 0.

Through some calculations, we get d∗1 = 0.042, d∗2 = 0.128, and the optimal strategies
are shown in Figures 2 and 3.
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Figure 2. The optimal strategy of the first class I∗1 (y).
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Figure 3. The optimal strategy of the second class I∗2 (y).

We can find from the above figures that the insurer will choose to retain all when the
claim size is small and will transfer part of the claim when it is beyond some boundary.
In each of the two classes, the optimal retained strategy for the diffusion approximation
model is higher than that for the compound Poisson model; this is consistent with the
results in Corollary 3.

Example 2. In this example, we set θ1 = 0.1, 0.2, 0.3, 0.4, and we will study the influence of θ1 on
the optimal strategies.

In the same way as in Example 1, we can get the results of d∗1 , d∗2 , a∗1 , a∗2 , as shown
in Table 1, from which we can find that when θ1 increases, d∗1 increases and a∗2 decreases.
This means the optimal retention strategy for the first class also increases with both the
compound Poisson model and the diffusion approximation model. However, d∗2 decreases
and a∗1 increases, which implies that the retained strategy for the second class decreases.
In fact, this is intuitive because as the expected safety loading increases for the first class,
the insurer does not want to pay a higher reinsurance premium, so they choose to increase
I∗1 ; in order to balance the risk that they face, the insurer decreases I∗2 .

Table 1. The effects of θ1.

θ1 0.1 0.2 0.3 0.4

d∗1 0.042 0.126 0.209 0.293

d∗2 0.128 0.123 0.118 0.113

a∗1 1.202 1.278 1.349 1.416

a∗2 1.259 1.254 1.248 1.244

Example 3. In this example, we investigate the influence of α1 on the optimal strategy by setting
α1 = 0.1, 0.2, 0.3, and 0.4.

Again, we can get the values of d∗1 , d∗2 , a∗1 , a∗2 , as shown in Table 2. In this case, when
α1 changes, k1 will also change for the diffusion model, so we focus on the segment point

d1
1−k1

. Then, we can similarly find that when α1 increases, the optimal retention level for the
first class also increases, but for the second one, it decreases. The explanation for this is the
same as that in Example 2.
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Table 2. The effects of α1.

α1 0.1 0.2 0.3 0.4

d∗1 0.042 0.036 0.032 0.029

d∗2 0.128 0.120 0.114 0.109
d∗1

1−k1
0.0504 0.0505 0.0512 0.0522

a∗1 1.202 1.328 1.434 1.527

a∗2 1.259 1.254 1.248 1.244

Example 4. In this example, in order to study the influence of the thinning probability p11 on the
optimal strategies, we set p11 = 0.1, 0.2, 0.3, and 0.4. The values of d∗1 , d∗2 , a∗1 , and a∗2 are shown in
Table 3.

Table 3. The effects of p11.

p11 0.1 0.2 0.3 0.4

d∗1 0.042 0.043 0.045 0.047

d∗2 0.128 0.113 0.098 0.082

a∗1 1.202 1.205 1.207 1.211

a∗2 1.259 1.244 1.229 1.213

From Table 3, we can observe that when p11 increases, the first optimal retention
strategy also increases, but the second one decreases. The reason is that the increase in
the probability may lead to an increase in the claim number of the first class, which may
allow the insurer to charge higher premiums, so they choose to retain more to reduce the
influence of the reinsurance premium on the profit. Meanwhile, they will confront more
risks, which may lead them to transfer more claims for the second class to balance the risk.

6. Conclusions

In this paper, we consider the optimal reinsurance problem for both the compound
Poisson risk model and the diffusion approximation risk model with a thinning-dependence
structure. We assume that the insurer can purchase per-loss reinsurance to manage their
risk with a mean-variance reinsurance premium. Our formulation extends the work in the
literature on optimal reinsurance for correlated risks in several ways. First, we extend the
common-shock-dependent model studied by [8,10] to a thinning-dependence model, which
is a more general model for describing the structure of dependence. Second, we extend the
proportional reinsurance discussed by [14,15] to the per-loss reinsurance, which is more
challenging in terms of technique. From the perspective of game theory, we obtain the
closed-form expression of the optimal strategy for each class of insurance businesses, which
is the best response to other strategies. We also derive the necessary conditions for optimal
strategies, and these transfer the original optimization problem into a system of equations.
Furthermore, we find that the solution of this system of equations always exists, but the
uniqueness of the solution will only be guaranteed under some special circumstances for
the diffusion model, such as when only two risky businesses are considered or the variance
safety loadings are all the same. In addition, we compare the optimal retained strategies
obtained with dependent risk models to those obtained with independent risk models,
and the results show that the former are always greater than the latter.

For further research, one can study some other optimization problems, such as the
minimization of the probability of absolute ruin and the mean-variance criterion, and can
compare how different the optimal strategies are under different criteria. One can also add
model uncertainty into this problem to see the difference of those results from the original
results. All of the questions mentioned above will be more interesting and challenging.
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