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Abstract: In this paper, we first introduce a linear integral operator Sp(a,c,u) (p > 0;
a,c € R, ¢ >a> —up; p € Nt := {1,2,3,...}), which is somewhat related to a rather spe-
cialized form of the Riemann-Liouville fractional integral operator and its varied form known as
the Erdélyi—Kober fractional integral operator. We then derive some differential subordination and
differential superordination results for analytic and multivalent functions in the open unit disk
U, which are associated with the above-mentioned linear integral operator %p (a,c,u). The results
presented here are obtained by investigating appropriate classes of admissible functions. We also
obtain some Sandwich-type results.

Keywords: analytic functions; univalent; multivalent functions; differential subordination; differential
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1. Introduction
Let #(U) be the class of functions that are analytic in the open unit disk

U={z:2€C and |z| <1}

Additionally, let H[ag, n] be the subclass of H (U), which consists of functions of the
following form:
f(z) = ag+ anz" +a, 12"+

(a0 € G ne Nt :={1,2,3,...}).

Clearly, for the familiar class A(p) of analytic and multivalent (or p-valent) functions
in U, with the power-series expansion given by

f(z) =2\ + i anz" (p eNT; z€U), (1)

n=p+1
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we have
A(p) :==H[0,p] (ap=1).

In the theory and widespread applications of fractional calculus (see, for example, [1,2];
see also the recent survey-cum-expository review article [3]), one of the most popular

operators happens to be the Riemann-Liouville fractional integral operator of order
x € C (R(a) > 0) defined by

(Io+ f)(x) = F(lzx) /Ox (x—0)* 1 f(r)dr  (x>0; R(a) > 0) )

in terms of the familiar (Euler’s) Gamma function I'(«). An interesting variant of the
Riemann-Liouville operator Ij, , which is known as the Erdélyi-Kober fractional integral
operator of order x € C (R(a) > 0) defined by

U'X_U'(‘X""W) x _ 1
(I8 oy £ (x) = O /o e O e e 3)
(x> 0; R(a) >0),
which corresponds essentially to (2) when o — 1 = = 0, since

(Io4510 f)(x) = x7% (Igy. f)(x) (x> 0; R(a) >0).

Motivated essentially by the special case of the definition (3) when x = ¢ = 1,
7 =a—1,and & = c — a, here we consider a linear integral operator 3 (a, c, i) defined for
a function f € A(p) by (see [4])

c 1
Spla,emf(z) = ¢ G HM;;{_‘(PC )7 5 /0 1 (1 - 7)1 f(zM) dr

(0>0;aceR c>a>—up; pe NT).

When evaluated by means of the Eulerian Beta-function integral:

/01 Toc—l (1 _ T)ﬂ_l dr (mln{%(ﬂé),m(ﬁ)} > 0)

R A
a —
Ta+p) (wp € C\Zy),
we readily find that
T(c+up) & T(a+un)

P Ty o Tie ) T (€>a)
Sp(a,c 1) f(z) = T(a+pp) wipa T+ pn) "

f@) (c=a),

Z, being the set of nonpositive integers. It is easy to deduce from (4) that

/

2(Sy(0emf@) = (£ +p) atLenfE@ - L aenfE@. O

We also note that the linear operator ,(a,c, ) is a generalization of many other
integral operators, which were considered in earlier works. For example, for f € A(p) we
have the following special cases:

(i) Putting p = 1,, we obtain the operator (g, c; 1) studied by Raina and Sharma (see [5]
with m = 0);
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(if) Puttinga = B,c = B+ 1and y = 1, we obtain the operator Sg (B > —p), which was
studied by Saitoh et al. [6];

(iii) Puttinga = ,c =a+ B — v+ 1and y = 1, we obtain the operator %g; (v >0
a =y —1; p> —p), which was studied by Aouf et al. [7];

(iv) Puttinga = B, ¢ = a+ p and p = 1, we obtain the operator xj , (0 20; B> —p),
which was studied by Liu and Owa [8];

(v) Puttingp =1,a = p,c=a+pandpu = 1, we obtain the operator Ry (a = 0;
B > —1), which was studied by Jung et al. [9];

(vi) Putting p = 1,4 = a—1, ¢ = B—1and u = 1, we obtain the operator
L(a, B) (zx, BeC\Zy ), which was studied by Carlson and Shaffer [10];

(vii) Puttingp =1,a =a—1,c = vand y = 1, we obtain the operator I, , (a >0; v = —1),
which was studied by Choi et al. [11];

(viii) Putting p = 1,4 = a, ¢ = 0 and yu = 1, we obtain the operator ©* (x > —1), which
was studied by Ruscheweyh [12];

(ix) Puttingp = 1, a = « = 1, ¢ = m and ¢ = 1, we obtain the operator
Ly (m e NJ := Nt U{0}), which was studied by Noor [13];

(x) Puttingp =1,a=p,c=p+1and y = 1, we obtain the operator T, which was
studied by Bernardi [14];

(xi) Puttingp =1,a=1,c=2and u =1, we obtain J, which was studied by Libera [15].

By the principle of subordination between analytic functions, given f, g € H(U), the
function f(z) is said to be subordinate to g(z) or, equivalently, the function g(z) is said to
be superordinate to f(z), if there exists a Schwarz function w(z), which (by definition) is
analytic in U with

w(0) =0 and |w(z)| <1 (zel),

such that f(z) = g(w(z)). Insuch a case, we write f(z) < g(z). Furthermore, if the function
¢(z) is univalent in U, then we have the following equivalence (see, for example, [16]; see
also [17,18]):

f(z) <¢(z) <= f(0)=¢(0) and f(U) Cg(U).

We denote by ¢ the set of all functions x that are injective on U \ E()), where
E()={s:6€aU and lim f(z) = oo}

and are such that x’(¢) # 0 for ¢ € 0U \ E()). We also denote by ¢(a) the subclass of o for
which x(0) = a and let

P(0) =po and (1) = p1.

Definition 1 (see ([18], p. 27, Definition 2.3a)). Let Q bea setin C, x € pand n € NT. The
class ¥, [Q, x] of admissible functions consists of the functions  : C3 x U — C that satisfy the
admissibility condition (r,s,t;z) ¢ Q whenever

r=x(c), s=kex'(c) and §R<: n 1) > kR (1 + g;,/é(;)),

where z € U, ¢ € oU\ E(x) and k = n. For simplicity, we write ¥1[Q), x] as ¥[Q), x]. In
particular, if we set

Mz+a
= M M
x(z) (M+az) (M >0; |a| < M),

then
x(U) =Uy={w:|w| <M}, x(0)=a, E(x)=¢ and x € p(a).

In this case, we set
Y[ M, 0] =¥a[Q X]

and, in the special case when the set Q) = Uy, the resulting class is simply denoted by ¥, [ M, a].
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Definition 2 (see ([19], p. 817, Definition 3)). Let Q) be a set in C and x € H[a,n] with
X'(z) # 0. The class Y}, [Q, x] of admissible functions consists of the functions ¢ : C> x U — C
that satisfy the admissibility condition (r,s, t;¢) € Q whenever

r=x(z), s= z)(;ﬂ(Z) and §R<; +1) < % §R<1+ Z))((/”(iz)))’

wherez € U, ¢ € U and m 2 n 2 1. In particular, we write ¥1[Q), x] as ¥'[Q, x].

Here, in our present investigation, we need the following lemmas, which are proved
by Miller and Mocanu (see [18,19]).

Lemma 1 (see ([18], p. 28, Theorem 2.3b)). Let ¢ € ¥,[Q), x] with x(0) = a. If the function

w(z) given by "
+...

w(z) =a+a,2" +a,412
is analytic in U and satisfies the following inclusion relation:

¥(w(z),20'(z), 220" (2);2) € Q,
then w(z) < x(z).

Lemma 2 (see ([19], p. 818, Theorem 1)). Let ¢ € ¥,,[Q), x] with x(0) = a. Ifw(z) € p(a)
and the function Y (w(z),zw' (z), 22w (2); z) is univalent in U, then the following set inclusion:

Qc {gb(w(z),zw’(z),zzw”(z);z) 1z € [U}
implies that x(z) < w(z).

In this paper, we determine the sufficient conditions for certain specified classes of
admissible functions of analytic and multivalent (or p-valent) functions that are associated
with the linear operator 3 (a, c, ) so that

x1(z) < [Spla,c,1)f(z)]" < xa(2)

and

S,(a,c, v
@ < () o),

where the functions x1(z) and x2(z) are univalent in U. We also derive some differential
sandwich-type results. Similar problems for subordination or superordinations for analytic
functions were studied by Aghalary et al. [20], Ali et al. [21], Kim and Srivastava [22],
Shanmugam et al. [23], Frasin [24], and other authors.

2. Subordination Results Involving the Operator 3, (a,c, it)

Unless otherwise mentioned, we suppose throughout this paper that
¥>0, >0, a,c€R (c>a>—up; peNT) and zel.
Moreover, all powers are assumed to be the principal values.

Definition 3. Let Q beasetin Cand x € oo N H[0, yp]. The class 1], x, ] of admissible func-
tions consists of the functions ¢ : C2 x U — C that satisfy the following admissibility condition:

p(u,v,w;z) € Q
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whenever

and

(0 —u)+po
ex"(c)
> kR (1 T ) (k> 0), 6)

wherez € U, g € dU \ E(x) and k = yp.
We now state and prove our first result as Theorem 1 below.

Theorem 1. Let ¢ € O1[Q), x,v]. If the function f(z) € A(p) satisfies the following set inclusion:

{(P ( [Sp(@,c,m)f(]7 [Splae ) f ()] Spla+1,e,1)f(2),

(=D n )T [Splat e @] + Gl

[Spla, e f(2)]"" C\?p(a+2,c,y)f(z);z> ize IU} c O,

@)

then
[Spla,c,1)f(2)]" < x(2).

Proof. Define the analytic function w(z) in U by

w(z) = [Splacpf(2)]". (®)

Differentiating (8) with respect to z and using the identity (5), we obtain
20'(z) + Trw(z)

1(i+7) ”

[Sp(a,cpu)f(z)] 771%,,(61 +1,6e,u)f(z) =

Further computations show that

(v =D[Spla,c ) f(2)]"*(Spla+1Leu)f(z)’

+1+ _
ﬁ [Sp(a, e, 1) f(2)]" ' Spla+2,¢,1)f(2) "

Zzw//(z) + (1+ Z“rl;-&-l)zw/(z) + ’YH(’;;Z+1)(U(Z)
2
1(5+7)

We now define the following transformations for ¢ : C3 x U — C:

ya
S+7r

u(r,s,t)=r, o(rs,t)= W
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(1 + 2'ya+1)s 42 'yu+1
w(r,s,t) = (11)
()
We also set
W(r,s,t:2) = ¢(u,0,w;z)
s+ 20t (14 20 )5 4 200800,
= q) r, p ’ 2 ; (12)
v(i+7) 1(3+7)
Then, by using the Equations (8)—(12), we obtain
¥(w(z),20'(z), 220" (2); 2)
-1
—¢(F%WJJ&NQW49A%QFV@HV Spla+1,cu)f(z),
(13)

(=) [Spla,c, ) f()] 2 [Splat e p)f(2)]

a+14pup 1. .
et r@ens@l Jp<a+2,c,ﬂ>f<z>rz>'

Thus, clearly, the Equation (7) becomes

p(w(2),20'(2), 220" (2);2) € Q.

The proof of Theorem 1 is completed if it can be shown that the admissibility condition
for ¢ € ®1[Q), x, 7] is equivalent to the admissibility condition for 1 as given in Definition 1.

For this purpose, we note that

and hence that ¢ € ¥,,,[Q), x]. Consequently, by applying Lemma 1, we have

wz) = x(z) or  [Splacu)f(z)]” < x(2)

which proves Theorem 1. [J

In the case when Q) # C is a simply-connected domain, then Q) = h(U) for some
conformal mapping h(z) of U onto Q). In this case, the class ®1[h(U), x, ] is written

as ®1[h, x, 7]
The following result is an immediate consequence of Theorem 1.

Theorem 2. Let ¢ € Pi[h, x,v]. If the function f(z) € A(p) satisfies the following

subordination relation:
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1

<P<[%p(ﬂr o f(@)]7, [Spla,c ) f@)]" Spla+1cp)f(2),
- a+1+

(= DSwenf@] 7 Syt Lopf@l + St g

[Splae,m)fE)]" Spla+2, Crﬂ)f(Z);Z> < h(z),
then

[Sp(a,c,m)f(2)]" =< x(2).
Our next result is an extension of Theorem 1 to the case when the behavior of x(z) on

dU is not known.

Theorem 3. Let O C C and suppose that the function x(z) is univalent in U with x(0) = 0.
Additionally, let ¢ € ®1[Q), xp, 7] for some p € (0,1), where

Xo(z) = x(pz).
If f € A(p) and

{90 ( [Sp@,cm)f()]7 [Splae ) f(2)]" Spla+1,epn)f(2),

2 a+14up

(r=D[S@emfE]" " [+ LewfE] += - a9)

. [gp(a,c,‘u)f(z)]'kl Sp(a +2,c,y)f(z),'z> 1z € U} CQ,

then

[Sp(a,c1)f(2)]" < x(2)-
Proof. Theorem 1 yields the following subordination relation:

[Sp(a,c,1)f(2)]" < xo(2)-
The result is now deduced from the subordination hypothesis:

Xp(2) < x(pz)
forsomep € (0,1). O
Theorem 4. Let the functions h(z) and x(z) be univalent in U with x(0) = 0 and set
Xo(z) = x(oz)  and  hy(z) = h(pz).

Suppose also that the mapping ¢ : C® x U — C satisfies one of the following conditions:

(1) ¢ € Ok, xp, 7] for some p € (0,1) or
(2)  po € (0,1) exists such that ¢ € ®1[hy, xp, Y] forall p € (po, 1).

If the function f(z) € A(p) satisfies the condition (14), then

[Sp(a,c,1)f(2)]" < x(2)-

Proof. The proof is similar to the proof of a known result ([18], p. 30, Theorem 2.3d) and it
is, therefore, omitted here. [
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The next theorem yields the best dominant of the differential subordination (14).

Theorem 5. Let the function h(z) be univalent in U and let ¢ : C® x U — C. Suppose that the
following second-order differential equation:

¢(w(z),20'(z), 220" (2);2) = h(z) (16)

has a solution x(z), with x(0) = 0, satisfying one of the following conditions:

(1) x(z) € poand ¢ € P1[h, x,y] or
(2)  x(z) is univalent in U and ¢ € ®1[h, x,, ] for some p € (0,1) or
(3)  x(z) is univalent in U and py € (0,1) exists such that ¢ € P1[hp, xp, 7] forall p € (po,1).

If the function f(z) € A(p) satisfies (14), then

[Sp(a,c,m)f(2)]" < x(2)

and x(z) is the best dominant.

Proof. Using the technique in proving the known result ([18], p. 31, Theorem 2.3e), we
deduce that x(z) is a dominant from Theorems 1 and 2. Moreover, since x(z) satisfies (16),
itis also a solution of (14). Therefore, x(z) will be dominated by all dominants. Hence, x(z)
is the best dominant. O

In the particular case when x(z) = Mz (M > 0) and, in view of Definition 3, the class
d1[Q), x, 7] of admissible functions, which we denote by ®1[(), M, 7], is described below.

Definition 4. Let Q) be a set in C and M > 0. The class ®1[Q), M, ] of admissible functions
consists of the functions ¢ : C3 x U — C such that

M i0 + % M 0 L+ {(1_‘— 2'”;[“)](-1- va(’:‘g+1)}M6i9. ¢ Q
" (5 +r) - (4+p) -

whenever z € U, 0 € R and
%(Le’ie) > (k—1DkM  (VOER; k= yp).

Corollary 1. Let ¢ € D1[Q), M,|. If the function f(z) € A(p) satisfies the following
inclusion relation:

¢ ( [Sp(a,c,m)f@)]7, [Splacm)f()]'Spla+1e0)f(2),

2 a+1+up

(r=D[SpaemfE) [Spa+ LewfE) + =0 a7)

. [%p(a,c,y)f(z)]7_1 %p(a+2,c,y)f(z);z> €0,

then
1Sp(a,0n)f(z)]" < M.

Proof. From Definition 4
x(z) = Mz .

The result is now deduced:
1Sp(a,c,u)f(z)]" < M.
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O

In the special case when
Q=x(U) ={w: [w] <M},
the class ®1 [}, M, 7] is simply denoted by ®1[M, v].

Corollary 2. Let ¢ € ®1[M, y]. If the function f(z) € A(p) satisfies the following inequality:

‘fp < [Sp(a,c, ) f@)]7 [Spla e mf()]" " Spla+1epn)f(2),

2, a+1+up

(r=D[SpaemfE]" " [+ LewfE] + = - a9

<M,

[Splaem)f@)]" Splat2,em)f(2); Z)

then
]%p(a,c,y)f(z)W < M.

Corollary 3. If k > yp and if the function f(z) € A(p) satisfies the following condition:

|[Sp(ae @] Syt Lewfla)] <M,

then
1Sp(a,c,u)f(z)]" < M.

Proof. The proof follows from Corollary 1 by taking
78
k+

i0
e

p(u,v,w;z) =v =

O

Example 1. If the function f(z) € A(p),a =c = 0and v = p = 1, then we see that

i) S3p(0,0,1)f(z) = f(z);

i) $p(1,0,1)f(z) = L2,

_ Z2f"() zf'(z)
(iii) $p(2,0,1)f(z) = o (p D) —|—2p(p+1).
Thus, upon substituting in Corollary 3 from the above relations, we obtain
zf'(2)

<M = |f(z)| < M.

p

Definition 5. Let Q) be a set in C and suppose that x(z) € oo N H[0,y]. The class P2[Q, x, ]
of admissible functions consists of the functions ¢ : C3 x U — C that satisfy the following
admissibility condition:

o(u,v,w;z) ¢ Q

whenever
kex' () + (4 + (P —1))x()

7 +7)
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and
a 2
o | T (75t =D)ota(g+ (1)
a+up v—u
a+u(p—1) (19)
> kR (1 n gx”(g)>
- X))’

wherez € U, g € 0U\ E(x) and k = .

Theorem 6. Let ¢ € P,[Q), x, |. If the function f(z) € A(p) satisfies the following set inclusion:

{ qo([%p(a’c'y)f(z)r, [%pw,c, ) f(z)r %éa+1,c, WfE)

zp—1 zP~1 plac,u)f(z) *

Spa,ewfE" [, (SplatLenfz)?
R [” (e ) 0
a—}—l—l—yp%p(a—l—Z,C,‘u)f(Z) ) )
ot S@enf@ H = e U} o
then N y
Proof. We define an analytic function g(z) in U by
(Y v
g(z) _ |:\gp(alz(;’#1)f(2)] ) (21)
By making use of (5) and (21), we obtain
[Srlec)f)]" Splas e /() FE (G e-D)s@
zp—1 )

%P(a/ ¢ V)f(z) 7(% + p)

Further computations show that

zp~1 Spla, e, w)f(2)

N a+1+up %p(a—i-Z,c,y)f(z)
atup  Splacp)f(z)

2g"(2)+ (1+ 205 +29(p = 1) )28/ (2) + (B + 2 (p = 1) (252 +9(p = 1))3(2)
V(i)

We next define the transformations from C3 to C by

. v:s—l—y(%—i-(p—l))r
15 +7)

7
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and
ot (1+2'”;“+zfy<p1))s+<;,“+z<p1>>(“’i,“+v<p1))5
15 +7)
Additionally, let
Y(r,s,t;z) = @(u,v,w;z)
+o(p+(p-1
_ (p(r’s v(5+ ))r,
1(5+r) (23)
t+ (14285 oy (p— 1) )s+ (B +(p - 1) (B2 +9(p - 1)1 )
> ;2.
1 +)
Thus, by using Equations (21)—(23), we obtain
(8(2),28'(2),2%¢" (2);2)
_ [gp(ﬂ/cfﬂ)f(Z)}7 [Jp(ﬂ/cfﬂ)f(Z)r%p(ﬂ+1,C/V)f(2)
- zP—1 ’ zp—1 Spla,c,u)f(z) 7
[%m c,wf(z)r (1) (%(a +1, c,mf(z))z (24)
zp—1 i %}7(”/ ¢, ]/l)f(Z)

+a+1+yp8p(a+2,c,y)f(z) .
a+up  Splacu)f(z) |7)

Hence, (20) implies that
(8(2),28'(2),2%8" (2);2) € Q.
The proof of Theorem 6 is completed if it can be shown that the admissibility condition

for ¢ € ®,[Q), x, 7] is equivalent to the admissibility condition for  as given in Definition 1.
For this purpose, we note that

+up)? a+1
(éi}f({;),l))w - (7; +(p— 1))0 + 7(% +(p— 1))“
a+ 12
a+ﬂ(gil)0*”

t
7_}_1:]4
S

and hence that € ¥[Q), x, 7|. Therefore, by applying Lemma 1, we conclude that g(z) <
X(z) or, equivalently, that
Fp(ﬂ/ ¢, 1)f(z)

zp—1

i
] < x(2),
which completes the proof of Theorem 6. [

We next consider the case when Q) # C is a simply-connected domain, with Q) = h(U),
for some conformal mapping #(z) of U onto Q). In this case, ®;[h(U), x, 7| is written
as ®[h, x,v]. In the particular case when x(z) = Mz (M > 0), we denote the class
D, [, x, 7] of admissible functions by ®,[(), M].

Proceeding similarly as in the previous section, the following result is an immediate
consequence of Theorem 6.
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Theorem 7. Let ¢ € Dy[h, x,v]. If the function f(z) € A(p) satisfies the following
subordination relation:

q)([%p(ﬂ,c,ﬂ)f(z)r, [Sp(a,c,y)f(z)]v %p(bH-l,c,y)f 2)

(
zp-1 zp~1 Splac,u)f(z)
2

{%(a,c,wf(z)r. [W_l)@p(wnaw(z))

zp—1

(25)

a+1+up %p(a‘i'zrcmu)f(z) .
T S,@enfe) H*h(z)’

then
Fp(a/ o, 1)f(z)

zp—1

]7 < x(2).

Definition 6. Let Q) be a set in C and M > 0. The class ®2[Q), M, v] of admissible functions
consists of the functions ¢ : C3 x U — C such that

¢<Mei9,k+7(;+(p_l)) Mei®
1(5+7)
L+ [<1+%+27(p—1))k+(%ﬂw(ﬁ—l))(%ﬂ+7(P—1))]Me"9. ) (26)

'y(ﬁﬂﬂ)z -

ZQ
whenever z € U, 0 € R and

§R<Le’i9> >(k—1)kM (VOER; peNt; k=)

Corollary 4. Let ¢ € Dp[Q), M, y|. If the function f(z) € A(p) satisfies the following
inclusion relation:

P ( {C‘?P(“’C’W] 'y, [SP(‘L ¢, 1)f(2) } T Spla+1,0p)f(z)

= = S,(a,c 1)
Sl fE [ (SplatLepfE))
R [” V(e ) )

a+1+pup Spla+2,c,u)f(z)]|
a+up  Splacp)f(z) ]’Z)GQ'

then

In the special case when
Q=x(U)={w:weC and |w| <M},

the class [}, M, ] is simply denoted by ®,[M, 7].
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Corollary 5. Let ¢ € ®[M, y]. If the function f(z) € A(p) satisfies the following inequality:

zp—1 zp—1 Sp(a,c, y)f(z) ’

[%p(ﬂzczﬂ)f(z)r [(7_1)<\‘p(‘1+1 o mf(z)\? (28)

zp—1 Splac,pu)f

‘go([%(“'a”)f(z)r, [%pw,c,y)f(z)r Sp(a+1,c1)f(2)

23 2
Latlpp Splat wm)f@)]ﬂ) oM

at+up  Splacu)f(z)

then
v

RAEIICT

zp—1

Corollary 6. If k > vy and if the function f(z) € A(p) satisfies the following condition:

<3p(arc/ﬂ)f(2))7 Splatlepf@)
= Sy e W) '
then N .y
RACIICT L
zp~1
Proof. The proof follows from Corollary 5 by taking
k+y(g+(p-1) .
p(u,v,w;z) =v = (y ) Me'.

1(5+)
L]

Example 2. rmFor f(z) € A(p),a = c = 0and v = u = 1, if we ubstitute in Corollary 6 from
Example 1 (i) and (ii), we obtain

f'lz)

2 <M.

SYNC

3. Superordination and Sandwich-Type Results Involving 3, (a,c, it)

In this section, we investigate differential superordination and sandwich-type results
for the linear operator 3 (a, c, ). For this purpose, the class of admissible functions is
defined as follows.

Definition 7. Let Q) be a set in C and suppose that x(z) € H|[0,yp] with zx'(z) # 0. The class
@1 [Q), x, 7] of admissible functions consists of the functions ¢ : C> x U — C that satisfy the
following admissibility condition:

¢(u,v,w;6) € Q

whenever . .
zx'(z) + m3F x(z)

u=x(z), v= m'y(ﬁ—i—p)
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and

wherez € U, ¢ € U and m = p.

Theorem 8. Let ¢ € ®}[Q, x, 7). If f(z) € A(p), [Sp(a,c,1)f(2)]" € po and the function ¢

given by

¢ < [Sp(a,c,m)f@)]7 [Spla e f ()] Spla+1,¢,1)f(2),

2 a+1+up

(=D e @] (SplatLenfE@) + =
-[%AmaMf@ﬂ”1%Aa+1ayvcx{)

is univalent in U, then the following set inclusion:

Qc {(P ( [Sp(a,c, ) f@)]7 [Spla e m)f ()] Spla+1,0,1)f(2),

2, a+1+up

(r=D[S@em @] (SpatLenfE@) + =

: [%p(a,c,y)f(z)]%l Spla +2,c,;4)f(z);z> 1z € IU}

implies that
x(2) < [Sp(a,cm)f(2)]".

Proof. From (13) and (30), we have

Qc {lp(w(z),zw’(z),zzw”(z); z):z € U}.

(29)

(30)

Moreover, we see from (11) that the admissibility condition for ¢ € ®/[Q, x, 7] is equivalent
to the admissibility condition for ¢ as given in Definition 2. Hence ¢ € ‘I”W [Q), x] and, by

Lemma 2, we obtain

X(z) =<w(@ or  x(z) =< [Splacp)f(2)]".

O

If O # C is a simply-connected domain, then Q) = h(U) for some conformal mapping

h(z) for U onto Q. In this case, the class ® [i(U), x, 7] is written simply as ®/ [k, x, 7].

Proceeding as in Section 2, the following result is seen to be an immediate consequence

of Theorem 8.
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Theorem 9. Let x(z) € H|[0,7], the function h(z) is analytic in U and ¢ € ®|[h, x,v]. If
f(z) € A(p) and [Sy(a,c, 1) f(2)]" € po, and if the function ¢ given by

q)([%p(a, 1) f(2)]7, [Spla, e, f@)]" " Spla+1e1)f(z),
(r=1)[Sp(a,c,w)f ()] (Spla+1,cp)f(2))? (31)

+ W[%P(“'C'V>f<z)]7_1%p(ﬂ+2/c,u)f(2);2>

is univalent in U, then the following subordination relation:

hz) < go<[%p<u, 1) f(2)]7, [Splac ) f(2)]" ' Spla+ e p)f(z),
(7= 1) [Sp(a, e 1) f(2)]77 (Spla+1e,1)f(2) (32)

W [Sp(a,c1)f(2)]" " Spla+2,6u)f(2) ,-z>

implies that
x(2) < [Sp(a,cm)f(2)]".

Theorems 8 and 9 can only be used to obtain the subordinants of differential superor-
dination of the form (30) or (32). The following theorem proves the existence of the best
subordinant of (32) for some function ¢.

Theorem 10. Let the function h(z) be analytic in U and let ¢ : C* x U — C. Suppose that the
following differential equation:

9(x(),2x (2), 22K (2)iz ) = h(z)
has a solution x(z) € po. If

pe®hx.v], flz)€Alp) and [Spla,c,p)f(z)]” € po,

and the function ¢ given by

¢ ( [Sp(a,c,m)f @] [Spla e mf ()] Spla+1,6,1)f(2),

(r=D[Spla,cmf ()] (Spla+1ep)f(2)* (33)
+ I S e fE) Spla+ 2 ﬂ)f(Z);Z>

is univalent in U, then the following subordination relation:

h(z) < gr)([%p(a, & f@)]7, [Spla e m)f(2)]" ' Spla+1,¢,1)f(2),
(v =D [Spla, e, ()] (Spla+1,6p)f(2)” (34)

[y s @] S+ 20 0f @) )
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implies that
x(2) < [Sp(a,c,p)f(2)]"
and x(z) is the best subordinant.
Proof. The proof of Theorem 10 is similar to that of Theorem 4 and is, therefore, omitted here. [J

Combining Theorems 2 and 9, we obtain the following sandwich-type theorem.

Theorem 11. Let the functions hy(z) and x1(z) be analytic in U, and let the function hy(z) be
univalent in U, x2(z) € g with x1(0) = x2(0) = 0 and

@ € P1[hy, x2, 7] NP 11, x1,7)-

If f(z) € A(p),
[Sp(a,c,m)f(z)]" € H[0,7p] N o

and the function ¢ given by

qo<[%p<a, &) f@)], [Spla,c 1) f(2)] 'Spla+1,6p)f(2),
(v =1 [Sp(@ e m)f()]" 2 (Spla+1ep)f(2)”

TP (S (a0 ) f(2)] T Spla+ 2.0 0)f (Z);Z>

a+up

is univalent in U, then the following subordination relation:

m(z) < ¢ ( [Spa,c,m)f()]7 [Splac ) f ()] Spla+1,¢,1)f(2),

(v =1 [Spa, e ) f(@)]"2 (Spla+1,¢1)f(2)

+ W [Sp(a,cm)f(2)]"'Spa+2, Crﬂ)f(z);z> < h2(2)

implies that
x1(2) < [Spla, e, 1) f(2)]" < xa(2)-

Definition 8. Let Q) be a set in C and x(z) € H[0,v] with zx'(z) # 0. The class ®4[Q), x, 7]
of admissible functions consists of the functions ¢ : C3 x U — C that satisfy the following
admissibility condition:

p(u,v,w;g) € Q (35)
whenever
X () +my (44 (P = 1)x(2)
u=x(z), v= - ,
my(fi+p)
and
a 2 a
o (81 a3+ -0
R
a+up v—u
a+u(p—1)
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wherez € U, ¢ € U\ E(x) and m = 1.
We now state and prove the dual result of Theorem 6 for differential superordination.
Theorem 12. Let ¢ € PL[Q), x, 7). If

%A%QHU@WW

zp—1

f(z) € A(p) and [

€ o,

and if the function ¢ given by

q)([%ﬁ(ﬂ,c,ﬂ)f(z)r’ [%p(a,c,y)f(z)]v %p(aJrl,C,]/l)f 2)

zp—1

{%M&wﬂ}

zp—1

1) f ) > 36)

+a+1+up0p(a+2 c, ﬂ)f(Z)] )
atpp Spmenf |°

is univalent in U, then the following set inclusion:

ac {QD({%/ I RO RSN

zp—1 zP—1 %p(a/ & “l/l)f(Z) ’
Spa e [ Syt Lemfe))?
[ 71 } o ”( S,(@ 6 )f(2) ) 7

a+1+up C\‘;p(a+2,c,}l)f(z) . .
* atpp  Splacp)f(z) LZ>.Z€U}

implies that

o) < [2EO)"

zp—1

Proof. From (24) and (37), we have
Qc {w(w(z),zw’(z),sz”(z);z) 1z € U}.

We also observe from (23) that the admissibility condition for ¢ € ®4[Q), x, 7| is equivalent
to the admissibility condition for i as given in Definition 2. Hence, ¢ € ¥'[(), x| and, by
Lemma 2, we find that

Syla,c, v
Mﬂ<mmorﬂg<{ﬂ;ﬂmﬂy

which completes the proof of Theorem 12. [

If O # C is a simply-connected domain, then Q) = h(U) for some conformal map-
ping h(z) of U onto Q. In this case, the class ®}[h(U), x, 7| is written, for convenience, as
D[, x,]-

The following result is an immediate consequence of Theorem 12.
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Theorem 13. Let x(z) € H|0, ], the function h(z) is analytic in U and ¢ € ®4[h, x,v]. If

& v
fereAp) ma [HESRIE) e,

and if the function ¢ given by

¢<Pp(a,c,u)f(z>]”’ {%,,(a,c,y)f(z)}vgp(ﬁ1,c,y)f(z)

zp—1 zp—1

Ppm c,u)f(Z)r _

zp—1

+a+1+ypi‘fp(a+2,c,y)f(z) .
atpup  Splacu)f(z) |

is univalent in U, then the following set inclusion:

hz) < (p<[sp<afcr#>f <z>r, {%pw,w)f(z)rsp(a F Lo u)f(z)

zp—1 zP~1 Sp(”/C/]/l)f(Z) ’
Splacmf [ (St 1emf()\?
[ = } (o ”( S0 1)f (@) )

N a+1_|_],[p %p(a_._zlclﬂ)f(z) .y
a+up gp(af ou)f(z) |

implies that
Splac u)f(Z)} !

zp—1

X < |

(38)

(39)

Finally, upon combining Theorems 7 and 13, we are led to the following

sandwich-type theorem.

Theorem 14. Let the functions hy(z) and x1(z) be analytic in U, and let the function hy(z) be

univalent in U. Suppose also that x»(z) € po with
x1(0) = x2(0) =0 and @ € ®afha, x2,7] NP3 [h, x1,7]-

If
Sp(a,c,p)f(2)

Y
| } € H[0,7] N o,

f(z) € A(p) and [

and if the function ¢ given by

go([%(“' )] [9pecf @) e e/t

zP~1 zP~1 Spla,cp)f(z)
S wfE] [ (SplatLenf))?
P [” (e )

+a—0—1+‘up Sp(ll—i-Z,C,]/l)f(z) .
atup  Splacp)f(z) |

(40)
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is univalent in U, then the following set inclusion:
o) < of [22EERFE) [Splecn)fE)]" Splat1e ()
! ? zp—1 ’ zp-1 Spla,c,p)f(z) ’
21 ! Sp(a,c, 1) f(2)

References

a+1+upSpla+2,cu)f(z) .
+ a+up Sp(a,c,y)f(Z) ],Z> .<h2(2)

implies that

Sp(a,c,p)f(2)

v
1 :| < X2(Z).

xi(z) < [

4. Conclusions

By using a rather specialized version of the Riemann-Liouville fractional integral
operator and its varied form known as the Erdélyi-Kober fractional integral operator, we
have first introduced the following linear integral operator:

Sp(a,cop) (>0, aceR c>a>—up; pe Nt :={1,2,3,...}),

which was considered earlier by El-Ashwah and Drbuk [4]. We have then derived several
results involving the differential subordination and the differential superordination for
the admissible classes ®1[Q), x, 6] and ®}[Q), x, ] of multivalent (or p-valent) functions
associated with operator 3 (a, c, ).

The various results, which also include sandwich-type theorems, which we have
presented in this paper, are new and would motivate further research in the field of the
geometric function theory of complex analysis.
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